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1. Introduction

There are two intended audiences for this paper — DB2 DBAs and SAP BASIS administrators. Either may be
doing performance analysis on an SAP® system with DB2 for zZ/OS database. The goal of the paper isthat each
can find a part of the material that is new and useful —an SAP BASIS administrator with experience on other
databases will see some of the DB2 specific tuning tools and techniques, and DB2 DBAs with experiencein
traditional DB2 environments will see some SAP specific tools and techniques.

When doing performance monitoring for SAP on DB2 for z/OS, there are many different layers (SAP BASIS,
SAP functional, DB, OS, network) and a variety of toolsinvolved. Some problems can be solved in one layer,
but some require monitoring and analysisin severa layers. One of the goals of this paper isto show how to
follow a problem through the various layers to the source. If different people monitor every layer, it ishard to
have an integrated view of performance issues. While nobody can be an expert in al areas, if someone such as
aDBA or BASIS administrator has an end-to-end view, they can call on an expert in a specific area, when a
problem needs further investigation.

This paper has a process-based approach, where different goals are pursued via different processes and tools.

e Tofix aproblem reported for a specific program, we will perform elapsed time analysis of programs,
determine where time is spent, and optimize these long running parts. This includes interpretation of
STAT/STAD records, using ST05, SE30, SM50, SM51, SM66, etc. It will demonstrate how to drill-
through the SAP stats to obtain database performance statistics, identify 1/0 bottlenecks and SAP
problems, etc. The benefit of this approach isthat it isfocused on an areathat has been identified asa
business problem.

e Tocheck for inefficient use of DB resour ces and improve overall database server performance, we
will use ST04 statement cache analysis. The value of this approach is that it offers a very big potential
payoff in reducing resource usage and increasing system efficiency. The disadvantage is that one may
be finding and solving problems that no end-user cares about. For example, if we can improve the
elapsed time of a batch job from 2 hours to 10 minutes, but the job runs at 2:00 AM, and nobody needs
the output until 8:00 AM, it may not really be a problem. Even if it is not a business problem, it may still
be beneficial to address a problem of this type as part of optimizing resource consumption.

e Todoasystem health check, review OS paging, CPU usage, and ST04 times (delay analysisin DB),
SAP waits, ST10 and ST02 buffering. The operating environment needs to be running well for good
performance, but problems in these areas can be symptoms of other problems. For example, inefficient
SQL can cause high CPU usage or high I/O activity. A health check should be done together with
analysis of SQL.

This paper has many examples, and it describes what is good or bad in each example. There are not aways
specific rules given on what is good or bad, such as “ Database request time” over 40% of “elapsed time” is bad
and under 40% is good. Rather, this paper tries to focus on an opportunity-based approach, such as:

e Look for where aprogram (or the SAP and database system) spends time.

e Ask*“If I fix aproblem in thisarea, will people notice and care that it has been fixed?’

It will discuss how to estimate the impact of solving a problem. System wide performance analysis (such asa
statement of cache analysis, or STO3 analysis) will generally turn up severa candidates. By estimating the
impact of fixing these problems, one can decide which to address first.
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When doing this analysis, it isimportant to identify and track specific issues. Often, a performance issue is not
important enough to merit a new index, or an ABAP change. In this case, we want to track that we have
analyzed it, and chosen not to do anything, so that we don’t waste time discovering it again next year.

This paper refersto a number of SAP Notes. An OSS userid, or userid that allows access to service.sap.com, is
aprerequisite for anyone doing performance analysis on an SAP system, whether the personisaDB2 DBA,
systems programmer, SAP BASIS Administrator, etc.
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obligation to notify any person of such revision or changes. IBM makes no commitment to keep the information
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the document, and are discussed only briefly.

4. Trademarks

SAP®, R/3® , and SAP NetWeaver® are registered trademarks of SAP A.G. in Germany and in several other
countries.
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6. Version Updates

e Version 1.0 —initial version
e Version 1.1 —new sections
o DB procedure call information for APO systems
New explain functions with STO5 trace (Section 7.5.2)
SQLR example of merging STAT records and STO5 trace (Section 7.5.5)
Sample batch analysis with SE30 (Section 7.6.2)
ST04 enhancements with RFCOSCOL
Impact of parameter markers on DB2 (Section 8.3)
Updated packet |oss problem example
Reference to RSTRCO000 program (Section 13.1.20)
Updated section on RID processing with statement cache RID counters (Section 9.5.4)
ion 2.0 — deleted old examples from 4.x systems, and added new sections based on ECC
Categories of problems (Section 7.3 and all subsections)
New transaction tracing examples (Sections 7.5.3 to 7.5.8)
REOPT(ONCE) as dternative to ABAP HINTSs (Section 8.3.1)
New ST04 cache examples (Sections 8.5.2 t0 8.5.5.1)
New lost packet network example (Section 9.3.1)
Rename document
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e Version 2.1 —new sections
0 Missing time enqueue retry — Section 7.2.11.1
0 ldentical selects— Section 7.4.8.5
e Version2.2
0 Added DSRsin Section 7.3
e Verson2.3
o Added modify program to match clustering sequence in Section 7.5.9.
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7. Solving a performance problem for a specific program

7.1. Check STAT/STAD records for components of SAP elapsed time

Each time a program, transaction dialog step, or RFC finishes, a statistics record is saved by SAP. These
statistics contain information about the components of elapsed time: CPU, database requests, etc. The
response time breakdown for dialog steps can be viewed viathe STAT or STAD transactions. The detailed
statistics are periodically aggregated into the STO3 report. As described below in section 13.1.11, ST03 can
be used to search for transactions or batch jobs that may need improvement. Since some of the detailed
information in the STAT recordsislost during ST03 aggregation, if a program is being investigated, the
statistics records should be extracted for evaluation soon after the program runs.

STAD is an enhanced version of the STAT transaction. It contains support for DBPROC time (in APO
systems) and also allows more flexibility in reporting time statistics.

If a performance problem has been reported for a program or transaction, one can use STAD dataas afilter
to examine performance, and build an action plan for doing more detailed analysis viatraces, or other tools.
STAD data shows symptoms of problems, and not causes.

7.1.1. Description of STAT/STAD record time components

Early releases of SAP (3.1, 4.0, 4.5) may not have all the statistics categories shown on the following
sample.

Analysis of time in work process

CPUT time L0 m= MNunhear RBoll ins 1
BFCH+CPIC time 172 m= RBoll outs 1
Enquenss u]
Total time in workprocs SE3 ms
Load time Program 1l ms=s
Besponse time——————————— SE3 ms— Bcrean 0 ms
CUL interf. 1l m=
Mait for work process 0 m=
Processing time 283 ms Boll time Ot 7 m=
Load time 2 m= In 0 m=
Generating time 0 m= Mait m ms
Poll f(indwrait) time 0 m=
Datahase request time 38 m= Frontend No.roundcrips E
Enuens time 0 m= GUL time 8263 ms=
Net time 0 m=

Figure1: Sample STAT record
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Analysis of time in work process

CPU time 2,950 ms Mumber rRoll dns 1
RFC+CPIC Time 0 ms roll outs 1
EngueLes ]
Total time in workprocs 104,731 ms
Load time  Program 10 ms
—-——-REsponse time---——--——- 104,733 ms—— SCreen 0 ms
Cla dntertf. 0 ms
wait for work process 2 ms
Processing time 3,983 ms Ro1T time out 1 ms
Load time 10 ms In 0 ms
Generating time 0 ms Wait 1 ms
Ro1T £in) Time 0 ms
Database reqguest time 2,722 ms Frontend Mo.roundtrips ]
Engueus time 0 ms GUI time 0 ms
Met time 0 ms
DE procedure call time 898, 016 ms Mo. of DB procedure calls 393

Figure 2: Sample STAD record

Following is a summary of the components of response time. See SAP note 8963 for a more detailed
description for SAP releases up to 4.5B, SAP note 364625 for SAP 4.6 interpretation.

CPU timeis CPU time used on the application server. On long running batch jobs, this counter
may wrap and beinvalid. See SAP note 99584 for details.
RFC+CPIC - time spent, as aclient, waiting for RFC and CPIC calls.
Timein workprocsis*“responsetime” —* Wait for work process’. Thetimethedialog stepis
gueued waiting to be dispatched in awork processis not included.
Response time elapsed time from start to end of dialog step
Wait for work processisthetime adialog step was queued waiting to be dispatched in an SAP
work process.
Processing time is“Response time” —* Database request time” —“ Wait for work process’ —
“Roll (in+wait) time” —* Load time” —* Generating time”. One can think of it as“application is
processing in the work process’ time. “Processing time” is the time that SAP views the dialog
step as being in awork process, and not waiting for data or programs required for execution.
Since the counters for the component times used to cal culate processing time can overflow on
long jobs, and GUI RFC may or may not be included in Roll Wait, thisindicator should be
interpreted with care. See below for examples.
L oad time istime loading programs, screens, and CUA interfaces, which are individually broken
out on the right of the STAT report.
Generating time is time required to generate the executable version of program. If any of the
components that make up a program have been changed since the last generation, then the
program will be regenerated before execution.
Roll (in+wait) time: an SAP context switch moves adialog step into or out of awork process.
Thisiscalled roll-in and roll-out. Roll wait istime spent when adialog step iswaiting for an
RFC response, and rolled out to make the work process available to another dialog step.

o Roll-indelay blocks adiaog step from running.

0 Roll-out does not block the dialog step from finishing, but it blocks another dialog step

from using the work process.
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0 Roll waitisaside effect of making an RFC call. Roll wait does not block subsequent
dialog steps from using the work process. If it is high, one can examine the performance
of the RFCs made by the dialog step. GUI RFC time is sometimes included, and
sometimes not included in roll wait.

e Database request time: database request time includes three elements

0 time on the database server spent executing an SQL request

o time on the application server spent processing requests for buffered tables

0 time spent on the network sending SQL to and getting replies from the database server.

On long running batch jobs, the “ Database request time” counter often overflows and isinvalid,
as can occur with CPU time above.

e Enqueueistime to process enqueues, which are SAP locks. Since an SAP Logical Unit of
Work (LUW) may span several DB LUWS, SAP uses enqueues to serialize accessto SAP
objects, such as sales orders, customers, materials, etc.

e DB Procedureistime (on APO systems) to execute DBPROC callsto aLivecache DB server.

e GUI timeistimeto execute “GUI control RFCs” sent from application server to GUI.

e Net timeistime sending GUI data across the network.

7.1.1.1. Description of STAT/STAD “missing time”

As described above, SAP gathers elapsed time information on many components of dialog step
elapsed time. 1n some cases, you will note that the components of elapsed time do not account for
all the elapsed time. The “processing time” field is akey in determining whether there is “missing
time” that was not captured in the SAP STAT/STAD record. Processing timeis Response time —
Database request time — Wait for work process — Roll (in+wait) time — Load time — Generating time.
The main components of elapsed time that are |eft in processing time are CPU time on the
application server, enqueue time, and RFC/CPIC time (if not counted in roll wait).

On old releases where statistics counters can wrap, there can be delays that are not accounted for in
the STAT/STAD records. When you are examining the STAT/STAD datafor long running jobs, it is
useful to compare processing time to the sum of (CPU time + Enqueue time + RFC/CPIC time). If
processing time is much greater than this sum, it indicates that the dialog step occupied the work
process, but was not doing activitiesin the SAP application layer. One of the following may be the
cause:

The statistics of some components (usually Database request time or CPU time) have wrapped, and
the statistics are invalid. This happens with long running jobs and early versions of SAP (before 6.x
kernel).

There is operating system paging problem on the application server.

Thereisa CPU overload on the application server.

The program being executed is doing I/O to afile on the application server, e.g. an interface program
that reads or writes UNIX files.

The ABAP program is sorting alarge internal table, and the sort has spilled over to sort on disk on
the application server. Thisisjust avariant of the previous problem with writing to an application
server file, but is not under programmer control, but is done automatically by SAP.

A batch job isusing “Commit work and wait”.

© Copyright IBM Corporation 2003 and 2008. All rightsreserved.
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e A batch job istrying to acquire an enqueue for alocked object, failing to get the enqueue and
retrying. (If atransaction cannot acquire an enqueue, it usually issues an error message to the user.)

e A jobthat creates and dispatches other jobs (e.g. adriver using RFC processing of IDOCs) is
sleeping waiting for the end of the jobs it created.

7.1.1.2. Description of STAT/STAD detailed database request time

In addition to the time overview shown in Figure 1, one can display detailed database request
information in STAT/STAD. Depending on your release of SAP, this stanzawill look like Figure 3,
where database time per request is reported, or Figure 4, where time per row is reported.

Analy=sis of ARAPS4 datashase redquests [(only explicitly by application)

| Database reogquests total Z79 Pequest time 30,958 m= |
| Matcheoode time. O ms=s |
| Commit time 37 m= |
| |
| RBegquests on T?7?7? tables 1] RPeoquest time 0 ms=s |
| Type of | |Databa=se | Recquests |Database | BRequest |ivg.time |
| ABAP/4 redquest | Begqasest=s | rows |to buffer | calls |timeims) |per red.

| Total | 279 40,305 54 | [S=k-0 30,3561 111.0 |
| | | | | | | |
| Direct read | 1lz2| 19| oz | | Z324 | 1.2 |
| Secquential read | 126 40, 564 | 55e | E7E | 30,3931 z41. 2 |
| Update | z1 1] | 1] Z41 lz.0 |
| Delete | 12| 11| | 111 1la1] lio.2 |
| Insert | 10| 10| | 10| 1271 1z.7 |

Figure 3: STAT databaserequest with time per request

Analysis of ABAP/4 database regquests (only explicicly by application)

| Database requests total 147 Request time 388 m= |
| Matchoode time. 0 m= |
| Commit time 9 m=s |
| Type of |Database | | Bequest = |Database | Request |Awg. time 7 |
| ABAP/4 recquest | rows |Recquests|to buffer | calls |time (ms)]| row (ms) |
| Total | 144 | 147 | 95 | 36 | 388 | 2.7 |
| | | | | | | |
| Direct read | 2 | 11a | 33 | | 118 | 14.8 |
| Sequential read | 136 | 21 | 7 o 6l | 1.5 |
| Update | o | o | o o 0.ad |
| Delete | o | o | o | o | o.no |
| Insert | o | o | | o | o | .0 |

Figure 4. STAT databaserequest timewith time per row
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e Direct read isdataread viathe ABAP “SELECT SINGLE” call. Thisshould be fully qualified
primary index access. Direct reads may be returned from the SAP “single record” buffer on the
application server. Atthe DB2 level, thiswill be afetch, if DB2 is called.

e Sequential read isdataread viathe ABAP SELECT call. Sequential reads may be returned from
the generic buffer on the application server. At the DB2 level, thiswill be afetch, if DB2is
called.

e Update, insert, and delete correspond to DB2 update, insert, delete.

If the system reports time per request, since a sequential read request can return many rows, it is
generally best to convert to time per row, in order to interpret sequential read performance. If many
calls are made which return no rows, the average per-row times may look high. Compare requests
and rows, to check for this situation. Evaluate performance using the per-request times, if rows are
seldomreturned. If many calls return no rows, that may be a sign that there are database requests
against empty tables, or database requests which check for non-existent conditions. 1f empty tables
are buffered in the application server “generic’ buffer, it will reduce the performance impact of
requests against the empty tables. If the tableisand will remain empty, it may also be possible to
modify the ABAP to remove the call to retrieve rows from the table.

In general, on an SAP system with afast network to the database server, such as Gigabit Ethernet,
SAP “direct read” timeswill be <2 ms per request, and SAP “sequential read” times will be <5 ms
per request. If the application does lots of SAP “sequential read” array operations (look in STAT for
database row count much greater than request count) then per-row sequential read times may be 1
ms or lower.

High per-call direct read times can be caused by:

e Lock contention on NRIV (since NRIV is selected with “select ... for update”)

e Low bufferpool hit rates or I/0O contention on DB server

e Program error where “select single” isused incorrectly. (Select single should be fully indexed
primary key, but an ABAPer can code select single for any select — ABAP does not know
whether the select singleis correctly indexed).

High per-row sequential read times may be caused by
e Inefficient SQL or bad access path used to access table (see section 0)
e Low bufferpool hit rates or I/O constraint on DB server

High per-row times for update and delete may be caused by
e Inefficient SQL or bad access path used to accesstable
e Application level locking contention (this is the most common cause)
e Low bufferpool hit rates or 1/0 constraint on DB server

High per-row insert times may be caused by

e Low bufferpool hit rates or 1/0 constraint on DB server
e DB2 page latch contention (in rare cases with very high insert rate)

© Copyright IBM Corporation 2003 and 2008. All rightsreserved.
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System-wide DB server problems (CPU constraint, paging, network, etc) would cause al database
callsto be slow.

7.1.1.3. Description of stat/tabrec and rsdb/stattime parameters

One can gather additional table access data by enabling the SAP profile parameter stat/tabrec and
rsdb/stattime. Stat/tabrec records information in the STAT record about tables with the longest
accesstime. Rsdb/stattime records table access times, which can be viewed in ST10. These
parameters will increase CPU utilization on the application server, and are generally enabled for a
short time so that one can determine which tables are causing delays in long running jobs. Since
these STAT records are only available after ajob finishes, one can review the STAT data and filter
the problem based on the symptoms that are shown for the top tables after the problem jobs
complete. Setting these parameters might be particularly useful when gathering initial performance
data for jobs that run overnight, or when doing detailed workload analysisin a stress test.

After using stat/tabrec to find the tables causing the most delay, one can use STO5 to trace accesses
to the table, or search the DBACOCKPIT (ST04) statement cache for the problem statement.

The following example is stat/tabrec datain STAT showing long change time on GLTO —three
seconds per change (6,130 ms/ 2 updates). Performance on other tables such as CIF_IMOD, VBBE,
and MSEG is ok, so the problem is not a system-wide problem, such as CPU constraint, paging,
network, etc. We would need to investigate further to determine where the constraint is. The
likeliest candidates for slow changes would be row locks, 1/0 bottleneck, or page |atches.

Table accesses sorted by time (list might be incomplete)

- e —— Munber of rows accessed —————————-— |

| Table name Total Dir. reads Seq. reads Changes Time (ms) |
| ——==—=— == mmmm S o S oo mmmmmmm o mmmm—mmmm e o |
| TOTAL 1&E 1 136 EE G,470 |
| I
| GLTO Z u] u] z2 &,130 |
| TRFCQOUT 11 1 1 =] 83 |
| CIF_THOD 135 u] 13E u] 2E |
| WEEE 7 u] u] 7 15 |
| M3EG 7 u] u] 7 10 |

Figureb5: stat/tabrec data
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Sat/tabrec enabled STAT tabletimesfor an individual dialog step. In order to see table times for
the entire SAP system, enable rsdb/stattime and use ST10 table statistics. Here, we see that overall
update times for GLTO are about 125 ms per update (4,452,028 ms/ 35,035 updates). Thisisvery
high, and Figure 6 pointsto a pervasive problem with updates on this table. In normal
circumstances, updates would take just afew ms each.

I e e e
Svsztem: d&s0 Not bufifered tables
Date & time of snapshot: 12/19/EZ001 2Z2:47: 3268 Svstem Startup: 1271972001 E20:£3:13
GLTO G/L account master record transaction figures
Tahle description Buffered no
Type TRANZP
Applicaticon class Fiz
Client dependent Fas
Last modified 03.01.159339
by SAP
| Operation | ABAPSIV Processor | Database Calls |
| Type | BRedquests | Fails | Prepares | Opens | Fetch/Exec | Rows | Time [m=] |
| Select single | o 1 o o o o | oo
| Select | o | o o o o oo o |
| Update | 35,035 | o | 35 | | 35,035 | 35,0325 | 4,452,028 |
| Delete | o | o | o | | o | o | o |
| Insert | o | o | o | | o | o | o |
| Buffer load | | | o o o oo o |

Figure6: rsdb/stattime time statisticsin ST 10

© Copyright IBM Corporation 2003 and 2008. All rightsreserved.

Page 16



IBM Americas Advanced Technical Support ====<=

Actionsfrom STAT/STAD record analysis

Thisisthe overall processto follow is to determine the major components of response time, evaluate
whether they are candidates for improvement, and how they might be improved. Detailed examples of
the activitieslisted in this section are contained in subsequent sections. Thisisalist showing how one
might break down and approach a problem.
e |f CPUtimeislow (e.g. lessthan 5-10% of elapsed time):
0 Check other response time components for delay
If CPU timeishigh (e.g. over 70-80% of elapsed time):
o Use SE30 to profile the transaction.
0 Look at routines with high time consumption as candidates for improvement.
If CPIC+RFC timeis high:
0 Trace the transaction with STO5 RFC trace.
0 Evaluate performance of RFCs to determine which RFC server is the source of the delay.
o Go tothat server and evaluate the performance of the RFCs as they are executed, to find
source of delay in RFC code.
If “wait for work process’ timeis high:
o Firstlook at this as a symptom of dialog steps staying too long in the work process, and
look for problemsin this or other concurrently running dialog steps for the cause.
o If the performance of the concurrently running system workload OK, add more work
processes.
If the processing time is much greater than CPU time:
o Check statistics and evaluate whether components might have wrapped. This may have
happened on long running jobs.
o If the stats have wrapped, and it is not clear what the real components of response time
are, use the elapsed time analysis process in section 7.6.1.
o UseST06(N) (or OStools) to check for CPU or I/O constraints on the application server.
o0 Use SM50 or SQL trace (look for time gaps in the trace summary after commit work) to
check for “commit work and wait”
0 Use ST05 enqueue trace to check for enqueue retries. SM12 statistics also show enqueue
rejects, which occur when the requested object is already locked.
0 Use SM66 or SM50 to see whether the program is sleeping.
e |f loadtimeishigh:
o Check ST02 for swaps and database accesses on program, screen, and CUA buffers.
Increase the size of buffer, if necessary
o Check program logic to determine whether it uses“CALL TRANSACTION”, in which
case high load times are normal
e |f generating timeis high:
o Check whether transports are being made frequently, or SAP data dictionary objects are
being changed frequently.
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e |If roll (in+wait) is high:
0 Determine whether the problemsis from roll-in or roll-wait by checking STAT for front-
end and GUI times
o If roll-in, use STO2 to check roll-areato determine if the amount used is greater than roll
memory area
o If roll-wait, examine the performance of GUI RFCs. See SAP note 51373 and 161053
for ways to minimize impact of GUI RFC calls.
e |f DBPROC timeis high:
0 Examine performance of the livecache DB server and the COM routines being called.
o Examine performance of the network between APO systems and Livecache DB server.
e |f database request timeis high:
o Evaluate time per request and time per row as discussed in section 7.1.1.2.
o Gather additional information (via ST05 trace or stat/tabrec and rsdb/stattime) to
determine where SQL is slow.
o Check for inefficient SQL. See section 8.4 for examples of inefficient SQL.
0 Check for I/O constraints (using RMF 111 DEV, DELAY, etc) on active volumes and
files.
Check bufferpool random hit-rates.
o If change SQL isslow
= Check the application to determine if changes are batched together into internal
arrays in the program and performed just before commit, to reduce the time that
row locks are held in DB2.
= Check for lock contention. Lock contention can be confirmed with ST04
statement cache times, ST04 thread details, or DB2 trace with IFCID
44,45,226,227 (for SAP systems which do not have thread suspension times).
= |If application cannot be changed, or does not need to be changed, evaluate the
impact of the lock suspensions
e Lock suspensionsin UP2 processes are not very important; UP2 is
designed to de-couple statistics table updates from business table updates
and process changes to statistics after changes to business tables.
e Lock suspensionsin UPD processes are more important, but not usually a
critical problem, since UPD is asynchronous from user dialog processing.
e Lock suspensionsin DIA processes are most important, since the lock
suspension is part of the end-user response time.
= Evaluate controlling the level of parallelism in batch and update processes, to
minimize lock contention. In systems with lock contention, there is generally an
optimal level of paralelism for throughput, where fewer or more work processes
give less throughput.
e |f enqueuetimeishigh
o Calculate average time per enqueue.
o If time per enqueue is good (1-3 ms), check application with ST05 enqueue trace to
determine whether the application is making extraneous engqueues.
o If time per enqueueis slow, check for enqueue constraints as shown in section 7.2.9.
e If GUI timeishigh
0 See SAP notes 161053 and 51373 regarding ways to improve performance of GUI RFC.
© Copyright IBM Corporation 2003 and 2008. All rightsreserved.
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e |f Nettimeishigh

0 Examine the performance of the network between application servers and GUI.

7.2. Examples of problem indicators in STAT/STAD records

One important caveat when interpreting STAT statisticsisthat STAT data tends to be less than completely
reliable. The counters may have missing time, or they may add up to more than the elapsed time. Time can
be put in different categories, as when GUI time may or may not be included in Roll wait. When a
performance problem has been reported for a program or transaction, don’t use asingle unusual STAT
record to plan the investigation. Look for a pattern, to avoid wasting time working on a transient condition,
or aproblem in SAP statistics gathering.  Use aggregated ST03 statistics for the transaction or program to

confirm the “average” behavior of the program

7.2.1. High DB request time exampl

e

High DB request time is often a symptom of inefficient SQL or another DB performance problem.

If DB timeisavery high percentage of elapsed time, consider checking for inefficient SQL. Here
CPU timeisonly 1% of elapsed time and the DB request time is about 99%, which is generaly a
strong indicator of inefficient SQL. If the DB timeis> 75%-80% of elapsed time, inefficient SQL

is often the cause.

Analysis of time in work process

CPT time 03z
BFC+CPIC time 03z

Total time in workprocs 0,201

Response time— E0,Z01

Wait for work process u]
Processing time 325
Load time 3
Generating time u]
Boll {(intwait) time 1
Database regquest time 13, &70
Enquens time u]

m=
m=

m=

m=" |

m=
m=
m=
m=
m=
m=
m=

HNuamber

Load time

PFoll time

Frontend

Boll ins
Boll outs
Enquenss

Program
Bcreen
CUL interf.

Out
In
WMait

No.roundtrips
GUI time
Net time

Figure7: STAT record with low CPU time

Use STO5 to trace and explain slow SQL statements. See section 7.3 and section 8.4 for examples of

examining slow and inefficient SQL.
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7.2.2. High CPU time example

If the dialog step spends most of its elapsed time using CPU on the application server, then one
must ook at where the time is spent.

Examine the program both when it is processing afew items and also many items, in order to
search for issues in code scalability, such as inefficient access to internal tables.

In SAP, one can use the SE30 transaction to trace the program. See Section 7.6.2 for examples of
running SE30. In the formatted ABAP trace, note which routines consume the most CPU, and
examine the ABAP code for efficient programming.

If observations show much of the time is being spent in the SAP kernel, or operating system kernel,
then open an OSS message. In this case, more detailed analysis of the SAP or OS kernels may be
required.

In Figure 8, elapsed time is 586 seconds, with 505 seconds of CPU time. CPU time is 86% of
elapsed time. This could be asign of inefficient coding in the ABAP.

Analysis of time in work process

CPT time EOE,51le ms Mamber Boll ins z
BEFC4+CPIC time Z,847 ms Boll outs u]
Encuenes ZEE
Total time in workproocs E26,419 ms
Load time Program 90 m=
Response time—536,419 m=— Boreen 1l m=
CUL interf. 2 m=
WMait for work process 0 ms
Processing time E36,773 ns Boll time Ot 0 m=
Load time 24 m= In 1 m=
Generating time 0 ms Mait 0 m=
Doll (dintwait) time 1l m=
Datahasze request time 48, 580 m= Frontend No.roundtrips u]
Encpaeue time 971 m= GUI time 0 m=
Net time 0 m=

Figure8: STAT record with high CPU time

7.2.3. High RFC+CPIC time example

The detailed RFC datain the STAT record can help to determine whether the problem is specific to
asystem or an RFC. If adialog step makes severa callsto different RFCs, they are reported

separately.
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In addition to this historical RFC information, one can see the response times of RFCs during
program execution by using the ST05 RFC trace. Y ou must then go to the server for the low RFC,
and examine the cause of slow performance of the RFC.

Bemote function calls

|

|
| |
| Target Z_TRILOGY PRICER
| User ID TESTOL |
| Local destin. ph0503_N3T_ =0 IF address 158.5FZ_86_179 |
| Bemote destin. (extern) IPF address 10_10_.10.Z |
| Program SAPMU4EA |
| Function Pricing |
| Trawnsaction I |
| Receiwed data 433 Bytes |
| Sent data 253 Bytes |
| Calling time 3,879 = |
| Bem. exe. time 3,E6E = |

Figure9: STAT RFC detail

7.2.4. Response time

High response time, in itself, is not a problem that can be fixed. Review the components of
response time, to find out where the time is spent, and where the opportunities for improvement
are.

7.2.5. Wait for work process example

Wait for work process means that SAP could not dispatch adialog step in awork process, as al
work processes were busy.

Wait for work process is often a symptom of another problem, where the root problem causes the
dialog step to run slowly and keep the work process occupied for longer than optimal. This could be
caused by CPU overload on the application server, OS paging on the application server, SAP buffer
configuration, inefficient SQL, etc. Look at the components of response time to find where the time
Is spent, and work to improve performance in these areas.

If after looking for aroot cause, none has been found, then add more work processes, or reduce the

number of users on that application server. If the workload on a system grows, and additional work
processes are not added to the SAP instances, “wait for work process’ can result.
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Analysis of time in work process

| CPU time 150 m= MNunber Doll ins 1 |
| RFC+CPIC time 0 m= Boll outs 1 |
| Encaenes 1 |
| -—-Response time--—----———-—-— 1,093 ms——|

| Wait for work process 623 ms | Load time Program 0 ms |
| Processing time 405 m= | Screen 0 m=s |
| Load time 0 m= | CUL interf. 0 m=s |
| Generating time 0 m=s |

| RBoll i{intwait) time &5 ms | Boll time Out 398 ms |
| Database request time 0 ms | In &5 m=s |
| Encmeus time 0 m= | Mait 0 m=s |

Figure 10: STAT wait for work process—symptom of SAP roll area overflow

In Figure 10, note that wait for work process is about 60% of response time — 632 ms of 1093 ms.
When we look for aroot cause in the other indicators, this example shows that Roll-In and Roll-out
areunusually large. With transactions, “roll in” and “roll out” are generally afew ms. Inthis
example, adialog step that should normally take about 150 ms (the CPU time) in awork process,
occupied the work process for about 600 ms (65 + 150 + 398). See section 9.2.3 for an example of
how to use STO2 to determine if the SAP roll-areais too small and causing the problem.
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In Figure 11, the dialog step has some “wait for work process’ time (2799 ms of 105,122 ms
response time), but when checking the other components of response time, the database request
timeisthe largest time component. Checking database request time, the insert timeisvery slow —
36 ms per inserted row. While wait timeisnot alarge part of the elapsed time, this example shows
again how wait time can be a symptom of another problem. If the database performance problem
is solved (check for 1/O constraints and DB2 lock/latch suspensions, etc) then the “wait for work
process’ time will likely go away, as the work processes (in general) will be occupied for a shorter
time. (Improving DB performance of a dialog step does not help wait time for that dialog step, but
reduces wait time for other dialog steps, which in the aggregate will reduce wait time.)

Analysis of time in work process

| CPUJ time 5,740 m= MNuanber Boll ins u} |
| BRFCHCPIC time 0 m= Boll outs u] |
| Encqueues o |
|-—-RBesponse time--——-—---——-—-—-— 105,128 m=-—| |
| Wait for work process 2,773 m= | Load time Program & ms |
| Processing time 4 337 m= | Screen o m=s |
| Load time & m= | CUL interf. 0 m=s |
| Generating time 0 ms | |
| Boll (indwait) time 0 m= | Foll time Ot 0 m=s |
| Database regquest time 98,000 m=s | In o ms |
| Encueus time 0 m=s | WMait o m=s |

| Database requests total 3,344 Becuest Cime 93,000 ms |
| Matcheoode time. 0 ms |
| Commit time 31 ms |
| |
| Becquests on T??? tables u] Beouest time 0 m= |
| Type of | |Database | Regquests |Database | Request |Avg.time |
| ABAP/4 recquest |BRecquests | rows |to buffer | calls |timelms) |per redq. |
| Total | 3,344 3,364 | 24 | 2,310] Q8.,.000| 29.3 |
| | | | | | | |
| Direct read | 12| 1] 11 | | 11| 0.9 |
| Sequential read | 71 BZ | 13 | 21 145 0.7 |
| Tpdate | a8 a8 | e8] 1o, 207] 11.5 |
| Delete | 2 53| | 53 28| 1z.7 |
| Insert | Z,d3d z,350] | Z,350] 827,568 360 |

| Hote: Tables were saved in the tablebuffer. |

Figure 11: STAT slow insert causes wait time
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7.2.6. Processing time examples

High processing time is a symptom of a problem when it is not consistent with other statistics. In
the simplest case, such as Figure 12, where there are no RFC and GUI calls, processing time should
be very closeto CPU time. In Figure 12, thereis no “missing time”, as can be seen by processing
time and CPU time being nearly the same.

Analysiz of time in work process

CPJ time 7,281 ms Manher Boll ins ZE
BFCHCPIC time 0 m= Boll outs 2E
Encquenes E0
Total time in workprocs 17,5877 m=
Load time Program 13 m=
Besponse time— 17,6586 ms— Boreen 0 m=
CUL interf. 0 m=s
WMait for work process 21l m=
Processzing time 7,282 ms Boll time Ot 1801477 ms
Load time 13 m= In &  m=
Generating time 0 ms Mait 48 =
Boll iintwait) time L4 m=
Databaze regquest time 10,212 m= Frontend No.roundtrips u]
Encueus time 24 m= GUI time 0 m=
Net time 0 m=s

Figure 12: STAT record with CPU corresponding to Processing time

In cases where thereisa“missing time” problem, as described in section 7.1.1.1, processing time
will be much larger than CPU time (plus RFC and enqueue if applicable). Notein Figure 13 that
CPU timeis 11,047 ms, while processing time is 91,747. In this case the dialog step was in the
work process, but was not using SAP resources. Thisisa“missing time” indicator, and it will need
to be evaluated while the program when it is running in order to determine the cause.
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Analysis of time in work process

CPT time 11,047 m= Manbher Boll ins z
BFCHCPIC time 0 ws Boll outs u]
Encqueues u]
Total time in workprocs 174,629 ms
Load time Program & m=
Response time— 174,693 ms— Boreen 1l m=
CUL interf. 2 m=s
WMait for work process 0 ms
Processing time 21,747 m= Boll time Oat 0 m=s
Load time I m=s In 1 m=s
Generating time 0 ms WMait 0 m=s
Boll i{intwait) time 1l m=
Datahase regquest time BZ,87Z m= Frontend No.roundtrips u]
Encuieus time 0 ms GUI time 0 m=s
Net time 0 m=s

Figure 13: Processing time shows missing time in SAP

7.2.7. High load time example

Load timeis generally atrivial percentage of response time. In the case of programs that call other
programs (e.g. BDCs or custom programs using CALL TRANSACTION), it isnormal to have load
time be a high percentage of response time.

If the program buffer istoo small and there are many swaps, then load time will affect programs
when the executables are |oaded.

In Figure 14, load time is about ¥4 of response time — 3,522,789 of 14,907,321 ms. Database
request timeis aso about ¥ of elapsed time.

In order to improve the performance, one might have to completely re-write the program, using, for

example, aBAPI instead of CALL TRANSACTION. The effort of making the changes could
outweigh the benefit from the improved performance.
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Analysis of time in work process

| CPU time 210,209 m=s Mauher Boll ins 304,785 |
| BRFCHCPIC time 0 m= Boll outs 204,785 |
| Encuenes 1221920 |
| |
|-——Response time-—--—--—----—- 1490732 1ln=s——| Load time Program 3055139 m=s |
| | Boreen 43 512 ms |
| Wait for work process 0 ms | CUA interf. 473,138 ms |
| Processing time LZ2379Z2 m=s | |
| Load time FREZTE m=s | PRoll time Ot zll, 666 ms |
| Generating time 0 m= | In ldz,005 m=s |
| Boll {intwait) time 14Z,008 m=s | WMait 0 m=s |
| Database redquest time 430Z224E m=s |

| Encieus time 18E64932 m= | Frontend No.roundtrips u] |
| | GUI time 0 m=s |

Figure 14: STAT high load time

7.2.8. Roll (in+wait) time example

Roll (in+wait) groups together two different kinds of wait. Roll-in delay is caused by a shortage
memory-resident of roll area on the application server, and roll-wait is RFC wait on GUI calls.
These categories are broken down on the right side of the statistics, under “Roll time”.

In Figure 15, roll (in+wait) shows that the performance issue for this dialog step is GUI time (roll-
wait), not an application server ST02 ROLL area problem, which would be counted under roll-in

time.

| CPU time £30 m= HNuamber Boll ins z |
| BFC4CPIC time 0 m= Doll outs Z |
| Enquenss u] |
| |
|-——-Response time-—-———-——-———-— 5,140 m=—--| Load time Program 82 m= |
| | 3creen £ m= |
| Wait for work process 2 m=s | CUL interf. £ ms |
| Processing time 378 m= | |
| Load time 89 ms=s | Boll time Out & m=s |
| Generating time 0 m= | In 15 m= |
| RBoll {intwait) time 4 651 m=s | WMait 4 36 ms |
| Database regquest time 15 m= |

| Encasnue time 0 m= | Frontend No.rounderips 1 |
| | GUI time 4,636 m=s |
| | Net time 0 m=s |

Figure 15: STAT roall (in+wait) GUI time
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In Figure 16, roll in points to overflow of the memory roll areato disk on the application server.
Use ST02 to follow up and review the roll area memory usage, as discussed in section 9.1.3.

Analysis of time in work process

| CPU time 150 m= MNunber Foll ins 1 |
| RFC+CPIC time 0 m= Boll outs 1 |
| Endquenes 1 |
| -—-Response time--—----—-—-—-— 1,053 ms——| |
| Wait for work process 623 ms | Load time Program 0 m=s |
| Processing time 405 m= | Zocreen 0 m= |
| Load time 0 m= | CUa interf. 0 m= |
| Generating time 0 m=s | |
| Boll i{in) time 65 m= | Boll time Ot 398 ms |
| Database regquest time 0 ms | In &5 m=s |
| Encmeus time 0 m= | Mait 0 m= |

Figure 16: STAT roll-in

7.2.9. Enqueue examples

Enqueue performance problems are generally seen only on very large systems, such as systems with
hundreds of concurrent users, or many concurrent batch jobs.

Enqueue times should normally be very short. They are usually around one ms per enqueue. |f enqueue
processing is a significant percentage of time in the dialog step statistics, and the time per enqueue is
high, there are three different causes:

e Central instance OS constraint (CPU or paging)

e Number of ENQ processes (a processor/threading constraint)

e |/O bottleneck on the ENQBCK file.

In thefirst case, where the central instance is overloaded from an OS level, other work processes on the
Cl (central instance) are using too much CPU or there is excessive paging, and the enqueue process
cannot get enough CPU time to process requests.

Use STO6(N) (or programs such as vmstat) to check for CPU or paging problem.

The solution for thiskind of problem isto move work processes off the central instance. For example,
updates and UP2 work processes could be moved to other instances, batch processes could be defined as
Class A, so that user jobs could not run there, and the SML G definitions of login groups would direct
usersto login to other instances.

In the second case, where there is a processor/threading constraint, the ENQ process on the central
instance is active all the time, and is constrained by the number of ENQ processes or constrained by the
speed of the processors running ENQ.

The solution for thistype of problem is to define more than one ENQ processes on the central instance,
using the rdisp/wp_no_enq SAP parameter. Tests done by IBM have shown that performance of
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enqueue increases for up to 3 enqueue processes on the Cl. We have heard of systems with more
engueue processes defined, but do not have the performance data to recommend this configuration.

If asystem with faster processorsis available, running the central instance on this system will help
aleviate an ENQ processor constraint.

Thethird type of ENQ performance problemsis an /O bottleneck on the ENQBCK file. At the end of
an SAP transaction, ABAP programs issue an SAP “commit work” command. The “commit work”
signals that the transaction is finished, and its update can be processed. Because SAP uses enqueuesto
serialize access to SAP objects, and these enqueues cannot be released until the update is complete, the
“commit work” causes the ENQ process to write the state of the enqueues to disk. This ensures that the
enqueues for the committed transaction will not be lost if the system crashes between “commit work”
and update processing. Thisinformation iswritten to afile called ENQBCK, which is on the central
instance. In situations where many “commit work” commands are being executed, the write activity to
this file can become a bottleneck. See the SAP parameter enque/backup_file for the location.

The symptom of this problemisaso long ENQ times. However, the ENQ process will generally not be
running 100% of the time, and there will be very high 1/O rates to the disk containing the ENQBCK file.

The solution to this problem is to place the ENQBCK filein afilesystem that resides on write-cached
disk. Inaddition, it may be necessary to use a striped (either LV or disk striped) filesystem, to increase
the 1/0 bandwidth of the ENQBCK file.

7.2.9.1. Enqueue processor constraint example

The symptom of this problem islong ENQ times seen in STO3 or STAT/STAD. Additionally, when
one checks STO6(N) “top processes’, one sees that the ENQ processes is using CPU nearly 100% of
the time. SM50 will show processes in ENQ wait (when monitoring an SAP instance is not the
central instance) or waiting on semaphore 26 (when monitoring the central instance). SM51 queue
statistics on the Central Instance will show long ENQ request queues.
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Mon Jul 3 1z:5z:E58 Z000

interwval 10 Sec.
Pid Tsername Commard CPT Uil CPU Time RPesident Prior.
[%] [s] =ize [kE]
|76,228 |prdadm | dw. sapPRD DWVEEMCZO00 100,11  |5&=2:17 | 23,240 | 110 I|
1111552 |prdadm | dw. sapPPD DWEBMGS00D | 75.23 |579:45 | 26,23z | log
1107072 |prdadm | dw. sapPPD DWEBMGE00 | 35.1¢ | 517:46 | 25,600 | &6
62,076 |prdadm | dw. zapPRl DWEEMGSOO0 | =2.18 | E:50 | 42,31 | &1 |
|1922,224  |prdadm |dw. zapPPl DWEEMGSO0O0 | 1.28 | 14:12 | 15,20 | &0 |
|106208 |prdadm |m=.sapPED DVEBMGEOD | 0.9% | 11: 7 | 1,992 | el
|10,078 |root |mpci | o.35% |ETE:E9 | 1E8,3E2 | 37 |
| 7,224 |root lgil | o.8% |&53:35 | 18,37z | 37 |
1110534 |prdadm |dw.zapPRl DWEEMGSO0 | 0.3% | 10:13 | 18,520 | &0
[34,8%8 |prdadm | fasy fsap /PED/8YS/ex | 0.1 | Z:44 | 1,504 | &0 |
|10E256 |prdadm | dw. sapPED DVEBMGEOD | 0.1% | 0O:48 | 12, E7¢ | &0
|12,0%2 |root | fasr flppsfadsm/binsd | 0.0% | 0:21 | 1,328 | &0 |
| 2,038 |root |log_kproc | o.o0% |Jooo:ls | l8,3z4 | &0 |
|1&8,848 |root | fusrisbhin/nfsd & | o.00 [17%:16 | z00 | &0
| 2,854 |root | fasrfsbin/syned &0 | 0,00  |151:04 | la3c | &0
| 23,996 |tracker | fasr flppitracker fhi | o.on |Q7E-18 | 4682 | &0
118,404 [prdadm |dwr. zapPPD DWEEMGSO0O0 | 0,00 |071l:47 | 32,564 | &0 |

Figure 17: ST06 > detail analysis >top CPU - showing processor constraint

Important note: Recent releases show CPU utilization in STO6 top processes adjusted by number
of processors on the system. For example, on an 8-way system, 12% “CPU util” in ST06 “top
processes’ means that the work process is using 100% of one of the processors (100/8 = 12). The
original way of reporting, where 100% meant 100% of a processor, was easier to interpret when
looking for processor constraint problems.

To determine which reporting method is used, compare the CPU time used by awork process with

the utilization reported over an interval, or use an OS level tool (such astprof) that will display
process utilization as a percent of a processor.
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F ___________________________________________________________________________________________________
|No. Ty. PID Status EBeasonftart Err Sem CPU Time Program Clielser Action Table |
|0 DIA 3011Z rurmineg Tes B8z SAPLEPTO 010 TRAINOOL Begquential read ECONT

|1 DIA 30ZZE rurmineg Tes 010 SMITHAER Poll In |
|2 DIA 30560 rurmineg Tes g1 SAPLEEWM 010 WF-EATCH Begquential read TEWOCODE

|2 BTC 31522 stopped ENQ Tes Z13E SAPLSENA 010 BTCHUSER ALL |
|4 BTC 30832 stopped ENQ Tes Z147 SAPLSENA 010 BTCHUSER ALL |
15 DIA 31024 waiting Yes |
|& BTC 31924 stopped ENQ Tes 1 Zl44 SAPLSENA 010 BTCHUSER ALL |
17 DIA zZE2l0 running Tes REMONOOO 010 GOEDONME |
18 DIA Z5E76 waiting Yes |
15 DIA 2480 waiting Yes |
110 DIA 1333Z waiting Yes |
111 BTC l83lz running Tes Zldz SAPLEZ1lA 010 BTCHUSER ALL |
|12 BTC l2ele stopped ENQ Tes 1898 SAPLSENA 010 BTCHUSER ALL |
113 BTC lalle stopped ENQ Tes 1894 SAPLSENA 010 BTCHUSER ALL |
|14 BTC 15244 stopped ENQ Tes 1891 SAPLEENA 010 BTCHUSER ALL |
|15 BTC 1E0Z4 rurmineg Tes 260 ZCEVCO_M 010 BTCHUSER ALL |
|16 UPD 14726 waitirg Tes |
|17 UPD 13994 waitirg Tes |
|12 UPD 12412 waitirg Tes |
|12 UPD £314 waitirg Tes |

Figure 18: SM50 showing ENQ wait

In Figure 18, there are many processes showing “ stopped ENQ”, which means waiting for enqueue.
Thisinstance is not the central instance. On the Cl, enqueue wait is reported as semaphore wait.
See Figure 22.

|Bequest type | Beg waiting |max redq.wait| Max_req |BReq. written|PReq. read |
| NOTrp | 2] 12 | g.,oo00 | 1,EE&,E2D | l,EE&,ZEG |
| LTA | 1 ] 1z | Zz.,000 | LE,888 | EE,887 |
| TR | o 3 z.,000 | & | & |
| ENQ | 1 1 288 | g,O000 | 1,111,234 | 1,111,Zz233 |
| ETC | o] 2 1 z.oo00 | 14 | 14 |
| SP0 | o 2 z.,ooo0 | clg | &l% |
| TRz | o | 2 | Zz.,000 | 1 1 |

Figure 19: SM51 > Goto > queue information - display of queueson SAP central instance

In Figure 19, the enqueue process was 288 requests behind at one point. While it isnot unusual to
see small queues on engueue, if the queue gets to 50, 100, or above, one should look at the causes.

Since enqueue wait problems occur only at times of high enqueue activity, ST03 daily statistics will

average them out and make them look less important than they are. Check periods of high activity,
and look at the STAT records of jobs that run in those periods, to better evaluate the impact.
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7.2.9.2. ENQBCK I/O constraint example

The problem reported is slow batch performance. STO3N shows that SAP lock time (enqueue time)
is alarge percentage of background and update time.
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AUTOABAR 3300 | 2473 1545 682 851 11 05 0z 0.0 j 54 0

AUTOTH 101,517 108 19 03 52 00 0.5 w0 o o o
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Figure 20: STO3N with high lock (SAP enqueue) time

We can also look at STAT records to evaluate the components of elapsed time. Following screen
shots are same type of problem asin Figure 20, but from another system.

Server : gelO0B&S
Statistic file: fusr/sap/PED/D0O0/datafstat
Inalyzed time @ O&/Z37E000718:00:00 - 06 /2972000, 20:53:33 {with further selection criteria)

Fesponse Memory Wait CP1IT IE reqg. Load/Gen kBytes Phys. dhb

End time Tcod Program T Scr. Tp User timeims) used(kE) timeims) timeims) time(ms) timeims) transfer changes
|20:-44:44 BMOTIIZS B 33 STO_PI_BATCH|S5853355 | 6,346 | 0 |376,950 |1334837 | F1 |Z24478.2Z| 3,730 |
|20:458:00 PMOTIIZE B 3Z STO_PI_BATCH|EO0E1133 | &,347 | 0 1000220 |14119zZ€ | EZ |E91E04.Z21 3,888 |
|20:51:44 BMOTIIZS B 34 ETO_PI_BATCH|EZ73886 | &, 346 | 0 |1037510 1457464 | ZZ |30EB4E5.9| 4,223 |

Analysis of time in work process

| CPU time 1000320 m= Hunber Boll ins b4 |

| BRFC+CPIC time 0 ms Laoll outs u] |

| Encasues 4,178 |

|---Response time---------- 6051193 m=--| |

| Wait for work process 0 m= | Load time Program 18 m= |

| Processing time 1248000 ms | Soreen 1l mw= |

| Load time 22 m= | CUL interf. 3 m= |

| Generating time 0 ms | |

| Roll (intwait) tine | PRoll time Out 0 ms |

| Databhase redquest g 1411926 | In 9 m= |

| Encueus time ZEIZE3E | Wait 0 ws |

Figure21: STAT long total and average enqueuetimes

In Figure 21, enqueue timeis over 1/3 of the Response time, with an average enqueue call time of
over 600 ms. Thisisvery unusual. Enqueues should normally take just afew ms each.
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Monitor the job whileit is running, to look for the cause of the slow engueues.

|Mo. Ty. PID Btatus PReasonBtart Err Sem CPU Time Program Clielser Action Table
|0 DIA 28764 running Tes ZE ZE SAPLSENT 010 5TO0_PI EBATCH

|11 DIi 79664 waiting Tes

|2 DIA 74754 running Tes ESMONOOO 010 MGORDOM

13 DIA 70410 waiting Tes

|14 DIA 55138 waiting Tes

|15 DIA 27454 waiting Tes

|6 BTC 31694 stopped TPD Tes 1z09 BMO7IT2E 010 STO_PI_BATCH

|7 BTC 1130Z8 running Tes ZeZe8  ZRMOTMAD 010 STO_ARCH Delete MEEG
|12 BTC 44574 running Tes Z1E SAPLSALZ 010 5TO_EXE

13 EBTC S578E5E waiting Tes

|10 DIA SE054 running Tes ZB 1a 0l0 2TO_OPC_CPIC

|11 DIA SEEZS waiting Tes

|12 BTC L5432 running Tes ZE Z9450  SAPMMOSE 010 DEMITHE

|13 DIA £5570 running Tes ZE 10 010 STO0_OPC_CPIC

|14 DIA EO3LZ running Tes ZE ZE SAPLSENT 010 STO_PI_BATCH

|15 DIA 45422 waiting Tes

|16 DIA 38466 waiting Tes

|17 DIA 33566 waiting Tes=

Figure 22: SM50 display on central instance showing Sem 26 (ENQ) wait

In Figure 22, there are many processes in enqueue wait. Thisisthe central instance. OntheCl,
enqueue wait is displayed in SM50 as semaphore 26 wait.

hhu Jun 2% 13:Z5:10 2000

interwval 10 sec.
Pid TUsernams Commarnd CPT Teil CPU Time Besident Prior.
[%] [=2] =ize [kEBE]

120,166 |prdadm |dwr_=apPRD DWEBMGS00 | 26.62 | S58:34 | 40,720 | 78 |
|10,078 |root |mpci | &.38 14E%:11 | 1l&,3z8 | 37 |
1107224 |scheduls |lksh fhome/schedule, | Z.08 | E32:24 | Eag | &0 |
112,938 |root |dtgreest | .08 | Z7:45 | 1,824 | &1 |
| 7,224 |root lgil | 1.48 [|4%0:21 | 18,372 | 37 |
66,5970 |prdadm |dwr_=apPRD DWEBMGSO0O0 | 0.33 | 63:46 | 30,932 | &0 |
|44,674  |prdadm | dw_=sapPRl DWEEMGSOO | 0.3% | 0:5% | 35,464 | &0 |
122,566 |prdadm |dw.zapPPl DWEEMGS0O0 | 0,22 | 14: 2 | 20,882 | &0 |
|9&6,054 |prdadm | dw. sapPRD DVEBMCEZOO0 | 0.7% | e2: 0 | 20,3262 | &0 |
123,998 |[tracker | fasrflppitcrackery/bi | 073 | BZ:37 | ded | &0 |
188,764 |[prdadm |dwr_=apPRD DWEBMGSO0O0 | 0,63 [123:12 | 33,580 | o0 |
100422 |prdadm lgwrd —-dp pf=/usrfsa | 0.6% | E4:E53 | 2,87 | &0 |
52,158 |prdadm | dw_=sapPRl DWEEMGSO0 | 0.4% | 7?7:40 | 359,420 | &0 |
| 75,028  |prdadm | fasr fsap /PED/EYS/ex | 0.3% | 32:19 | 1,740 | &0 |
|74,754 |prdadm | dw. sapPRD DVEBMCEO0 | 0,323 | 42: 1 | 20,220 | &0 |
|50,312 |prdadm |dwr_=zapPPD DWEEMGSO00 | 0.3 | S4:43 | 34,236 | &0 |
|a5,427 |prdadm |dwr_=apPRD DWEBMGSO0O0 | 0,23 | 42:37 | 33,232 | &0 |
|4Z,318 |prdadm | dw_=sapPRl DWEEMGSO0 | 0.3 | zE:5¢ | 28,692 | &0 |
|70,410  |prdadm | dw.zapPPl DWEEMGS00 | 0,23 | &&:44 | 40,744 | &0 |
|85,528 |prdadm | dw. sap PR DVEBMCEO0 | 0.1%  |OoEz:32z | 27,z24 | &0 |

Figure 23: ST06 > detail analysis >top CPU - no processor constraint
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But, unlike the previous example, the ST06 “top processes’ shows there is no engine constraint on
the enqueue process — the process using the most CPU is using 26% (of 100% possible in this
release) of the time.

ST05 enqueue trace shows that some of the enqueue calls take avery long time, in particular after
“COMMIT WORK?”. In Figure 24, the DEQ call takes 389 ms, where it should normally take 1-2

ms

|Transaction MM42 |work process no 26|Proc. Type UPD|Client 500|user PMCCAR | TransGUID 47A25E58329500BAE100800004803019 |pate  01/31,/2008]
|HH:MM:S5.MS |Duration |Program |Obj. name |op. |curs|Array|Recs. |RC |Conn |statement

[15:11:28.224] 2,781 |RSM13000]| |EXECSTA| | | 0] 0|R/3 |COMMIT WORK ON CONNECTION 0

|15:11:28.227| 389,840|RSM13000] |DEQ ALL| | | 1] 0|

Figure24: ST05 ENQ trace

Since 1/0 on engbck is another possible cause, check 1/0 activity with STO6.
Thu Jun £9 zZ0:1&6:04 Z000

interwval 10 sec.
Di=sk Besp. Ttil. Oueue Wait Serw Ebhyte Oper.
[m=] [#] Len. [wms] [ms] [#£=] [/=]
| hdiskz3z | 1 | 0O | Ms4a | N/JA | 1 | o oo
| cdd | O | 0O | NfL | MNsa | 0O | oo o |
| hdisko | 0O | 0O | HfFA | Nfa | 0O | oo o |
| hdiskl | 0 | o | Ms& | NfA | 0O | o | o |
| hdisklo | O | O | M4 | Nfa | 0O | o | o |
| hdiskll | 0O | O | Mf4 | Nfa | 0O | o o
| hdisklZ | 0O | O | Ms4 | N/JA | 0O | o oo
| hdiskl3z | O | o | MfJa | NfJA | 0O | oo o |
| hdiskl4 | O | O | MfJa | NfFA | 0O | oo o |
| hdiskl% | 0O | O | M4 | Nfsa | 0O | o | o |
| hdiskl&e | 0O | O | MAL | NfFa | 0O | o o
| hdiskl? | O | 0O | Ms4 | N/JA | 0O | o oo
| hdiskl®s | O | o | MfJa | NfJA | 0O | oo o |
| hdiskl> | 0O | o | MfJa | NfFA | 0O | oo o |
| hdiskz | 0 | 2% | N4 | Nfa | 0O | TE | 145 |
| hdiskZ0 | 0O | O | MfL | Nfa | 0O | o o

Figure 25: ST06 > detail analysis > disk - high I/0O activity on UNIX disk

Note that hdisk2 is at 99% utilization. Now, check the LV sthat are defined on the disk (Ispv - in
AlX), or run atool such as filemon, to confirm what is causing the activity on disk.
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Cru utilization: 3.8%

Most Actiwe Files

#ME= fopns firds=s fiwrs  file wolume: inode

o.no 1 z2 0 ksh.cat FdewhdZ: 2680
o.o 1 z 0 codbrace. cat Fdev,/hdZ: 8548
o.0 1 u] 1 wenp Aderw hd9var: 2072

#MEB= frpgs Hupgs segid segbype vwolume: inodes
5.4 o Z1E1 l80adc page table
.o u} LY eldlc?  log

Mozt Active Logical Wolumes

util frbhlk #wublk FEE/= wolume description
o.75 o 17zos 205.%  Jfdew Slw0Ol fasr f=sap fPED
o.03 ] 3 1.7 Jfdew/loglwidl Jfslog

Most Actiwe Physical Volumes

util #rbhlk #wblk EEf= wolume description

.72 0 17z40 207.&  fdev/hdisk:z 2EA Logical Disk Drive

Figure 26: filemon displays active filesystems

Since the files stanza of filemon generally does not report correctly on open files, usethe LV stanza
of the filemon report to find the active filesystem. Compare thisto the SAP parameters controlling
the location of the ENQBCK file.

For best performance, the ENQBCK file should be located on a disk with write-cache enabled, and
in afilesystem with read caching.

If running enqueue server under USS on z/OS, ZFS should be used for the ENQBCK file, not HFS.

7.2.10. Frontend example

With GUI controlsin aWAN environment the time to process RFC calls from the application server to
the GUI can make a significant contribution to the elapsed time of adialog step. On the other hand, the
GUI control RFCs make it possible to reduce the number of screens on some transactions.

In 4.6, the STO3 workload summary DIALOG stanza includes average Frontend time.

When looking at a running system, SM50 or SM66 will show “stopped GUI” for each dialog step
waiting for aGUI RFC. ST05 RFC trace can be used to trace the RFC calls to the GUI.
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Analysis of time in work process

| CPT £ime 219 m= MNunber Ball ins 2 |
| RFC+CPIC time 0 m= Boll outs z |
| Encueues u} |
| I
|---Besponse time--——-—-—-—-——-—-— 4, 059 ms--| Load time Program 0 m=s |
| | Soreen 4 m=s |
| Wait for work process 0 m=s | CUA interf. z m=s |
| Processing time 3,414 m= |

| Load time & m=s | EBEoll time Ot 4 m= |
| Generating time 0 m=s | In £ m= |
| Ball {intwait) time E4E8 m= | Wait L4232 m= |
| Database request time 24 m= |

| Encuens time 0 m= | Frontend No._ roundtrips 3 |
| | GUT time 3,780 m=s |
| | Net time 1,812 m= |

Figure27: STAT with long GUI time

In this example in Figure 27, note that GUI calls make up 3,780 ms of the 4,059 ms response time.
Network data transfer time was 1,212 ms,

GUI time can be influenced by the speed of the frontend (PC), and by SAPGUI settings.

SAP notes 51373 and 161053 describe ways to optimize the performance of the GUI over aWAN. One
can disable SAPGUI_PROGRESS INDICATOR to reduce the number of callsto the GUI.
Additionally, one can choose “classic gui”, or set the login for “low speed connection” in order to
reduce the amount of communication between the presentation and application servers.

Net timeis afunction of the speed and latency of the network between the application server and
frontend. If net timeisslow, one must investigate it with network monitoring tools.

7.2.11. Missing time in STAT/STAD — suggested actions

e The statistics of some component (usually Database request time or CPU time) have
wrapped, and the statistics are invalid. Monitor the running job using ST04 thread analysis,
ST05, and SE30 to determine the components of elapsed time as described below in Batch
Elapsed time analysis

e Thereisoperating system paging on the application server. Use STO6(N) or an OS program
such as vmstat to check for paging.

e Thereisa CPU overload on the application server. Use STO6(N) or OS program such as
vmstat to check for CPU overload.

e Theprogram being executed isdoing I/O to afile, e.g. an interface program that reads or
writes UNI X files. Use STO6(N) or OS program such asiostat or filemon to check or 1/0
activity.

e The ABAP program issorting a largeinternal table and the sort has spilled over to sort on
disk. Check location of DIR_SORTTMP in SAP parameters, and use ST06 or OS program such
asiostat or filemon to check for I/O activity in this location.
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e A batch job isusing “Commit work and wait”. When the program is running, watch it using
SM50 or SM66. Check whether the job is often in the state “wait UPD”, which meansthat it is
waiting for “Commit work and wait” to complete. Check (viaSTAT records or ST05) that the
updates are being processed efficiently. If so, investigate whether the program could be changed
to do “commit work” so that updates are processed in parallel with the batch job. If the job must
get areturn code from “commit work and wait” in order to take error recovery action, then it
would not be possible to change to use “commit work”.

e A batchjobistryingto acquirean enqueuefor an object locked by another process. It
failsto get the enqueue, waitsand triesagain. When the user program is running, check
SM50 or SM66 and look for SAPLSENA in the program name. Use ST05 enqueue trace to
confirm the problem. L ook for repeated enqueues against the same object, where the return code
(RC) is 2, which denotes that the enqueue could not be acquired. If these enqueues are being
acquired as part of sales processing, check if OMJI (late exclusive material block) can be
enabled. It will reduce this enqueue contention, an increase parallelism in sales processing, but
also increases the load on the enqueue server on the central instance. When enabling OMJI,
monitor the CI to confirm that it can support the increased load.

e A batch job isdeeping, waiting for dispatched work to finish. Use SM50 or SM66, and ook
for a status of SLEEP.

7.2.11.1. Missingtime—enqueuergect and retry

As mentioned in Section 7.2.11, one of the causes of missing time is when ABAP programs wait
to acquire an enqueue. This can be analyzed with either STO5, or SE30, or with both using

ST12.
Analysis of time in work process
CPU time 37,830 ms Hunber Rall ins ]
RFC+CPIC time B ms Ro11 outs 1
Enqueues 138
Total time in workprocs 161,848 ms
Load time Froagram 3 ms
——Response Lime—— 181, 848 me— Screen g ms
CUA interf. 0 ms
Wait Tor work process =
Processing time 83,583 ms Rall time Out 206 ms
Load time 29 nms In g ms
Eenerating time 0 ms Wait g ms
Roll {in+wait) time a ms
Database request tine 13,062 ms Frontend Mo . roundtrips 1]
Engueue tima 163 ms GUT time B ms
Het time B ms

Figure 28: Missing time stat record —enqueueretry example

In Figure 28, note that there is almost 40 ms that cannot be accounted for — the processing time is
much higher than CPU time. If we trace the application with ST12 to gather SE30 ABAP trace
and STO5 SQL and enqueue traces, we see that SE30 APAB trace shows over 30 seconds calling
engueue function, though the STAT record showed less than one second of enqueue time.
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7.3.

= : : o
Aggregadon  Showide Gofo ALY Lisl Sefings  Systern  Help

|& | 100 @ DHR vhan AR @
Trace analysis 10/10/2008 - ABAP Trace Per Call top 500

=] Conmprt TEST - Trace KERP ] | 7715402 = 053 =
Traced ussr TEST Databage 13,283,065 = 14.7% LT
Systan &0, 638 A%
Bross ties 118 141 657 micreseconds Tatal 09 330 805 = 900, 0%

Gall NumbEr Griss| B Net |Bross ()| Het (¥)| Friogran {calied progrsa) Tyme|
Call C_EWGUELE 130(34,213,185 |=|24,213,185 I7.9 [ 37.9 |SKPLSENR |
Export 1O DATA BUFFER 4511,415,235 | =| 11,415,236 12.6 | 12.6 |CL_RSA_CACHE_BO_Sf====s=zz====(P

Figure 29: Missing time ABAP trace—enqueue retry example

If we compare the ABAP trace with the STO5 trace of SQL and enqueue, we see the reason for
the difference. Each time the program fails to get the enqueue (RC=2), it waits for one second,
thentriesagain. Thistimewaiting is not externalized in any of the time categories of STAT, but
is part of the missing time.

= EE B
Trace List Edit Golo System Halp
[@ o0 H Cae Dl hoon BER @
Detailed Trace List
[ o miormesan 190 Emtain (1 m 216 |
G [ooic oz |[% e | BRI 2]
TrafsatEian ?lunrl OFOCESE N dl?mc. T Dln|l’.‘|1a'nt 4uu|uner TEST Il‘ﬂ"anslslj[ll Go031 200552811 BIcaRA00T 125670322 | Date  0/10/26a8) x|
HH AN~ 55 AS ]aurauon |Prngr-n Iﬂbj. nami -I[llp. ICurcll.rrwy Ims.lnc | B ]aﬂ.uant
HT:€2.59.956| &) GL_RER_..|ASA_CAGHE-{ REOPEN | 113 | 0|Re3 [SELECT WHERE "RELID® = *CA" AWD "SYSI1D™ = 'BWP' AND 10" = 'FFFFFFFF' AND "SATF2™ »= 0 ORDEA
074259, 956/ 16, 545| CL_BSR_. |RSA_CACHE. | FETEH 193 | 164) 163] 1483 Re3
07:4300.07 4| CL_RER_.|ASA_CACHE.| REQPEN [113 0fRr3 |SELECT UKERE "RELID™ = 'CA* AND "SYSID = 'BWP' AND *1D" = '0ODODGTAE' AWD "GATF2" »= O ORDER
07:43:00.031 2.822| CL_RSA_..|RSA_LATHE. | FETCH |13 | 154 1| 1403|Rr3
O7:43 00,034 1,327 BAPLEENR | £_RSA_CAC. | ENQUEUE 1 2 £t (Gunuiative) BERCA_S_CACHE_ENOUENE_SPAN [FFEFEFEF
07:43:01.228 1,351 | SAPL mn|:_nsn_c-\c ERQUELE 1 2l Eccl(Cumulative) RERCR_E_CACHE_EMBUEUE_SPAN DFFEFEFEF
07:43:02.385 1,840 SAPLSENE |E_RSA_CAL .| ENOUEUE 1 2 Excl (CunuTstive) RSRCA_S_CACHE_ENDUEUE_SPAK DFFFFFFEF
07:43 03,263 1.805| SAFLSENA | € RSA_CAC. | ENQUELE 1 2 Exc] (CURLT3t1e) ASACA_S_CAGHE_ENGUEUE_SPAN DFFFFEFEF
07:43 04 eaql 1.710| SAPLEENA | E_RSR_CAC. | ENQUELIE i 2zl Erel (Cumul ative) BSACK_G_CACHE_ENOUEUE_SPAK DFFEFEFEF
07:41 07165 1.820| SAPLSENA |E_RSA_CAC. | ENQUEUE 1 o Excl {Cunw]stive) RSACK_S_CACHE_ENGUEUE_SPAK DFFFFFFFF
07:43:07.4521 1,678/ CL SR ..I1ASA CAGHE dREEREC |13 1 1 olgr3 |UPDATE SET *CLUSTR® = 3900 . “GLUSTD" = <LAAW> WHERE "RELID® » 'CA* AND "SYSID® = 'BWP' AND

Figure 30: Missing time ST05 trace —enqueueretry

Wait for enqueue is an application issue. If the ABAPis SAP code, one would contact SAP to
determine whether there are configuration changes that can be used to reduce the time that the
engueues are held, in order to reduce contention. If the ABAP is custom, then one would work
with the developers on how to reduce the time the enqueues are held.

DSR statistics for Java Stack

DSR (Distributed Statistics Records) statistics are the Java analogue of ABAP STAT records— DSRs
record the response time components for actions performed in the Javaworkload.  Analysis of the
DSR records is done in the ABAP stack, using either the STATTRACE (for individual DSRs) or ST03G
(for aggregated DSRs).  The configuration is described in the SAP “Monitoring Setup Guide”.

Aswith STAT records, the DSR is used to evaluate the components of response time in an action, in
order to determine which detailed traces might be needed to analyze performance. The DSRs are used
in filtering problems, and do not generally point to a specific solution.

In the following example, a dual-stack nw04s system (Bl with Bl Javaand EP) is used to demonstrate
the integration of the DSR datawith STAT records, to find out why a Bl query runs slowly when run via
the Java stack. We use the transaction STATTRACE, to evaluate the DSRs and STAT records.
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Figure31: STATTRACE to select DSR and STAT records
Enter the time and other restrictions.
e
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Functional Trace

= & Data Selection Parind Analyzad: 1042008  DZ:43:00 - 11/64/2005 | B2:53:08 TimeZone: UTC
WhewsSeledtan | 5y5tems anatzes BWT, 4end.mynet_BVT_2012750, xenl my.nsl_EWT_2012750_DBI
: :;‘:;E[‘::‘:r:::fl:ih No Data Delhered: xan my nel_BVWT_2012750_D&1
w 112 Time Unit Later
F 1 Tima Unit Later 33‘3 I|HTEEBI EQIHTuj 3| nanuDaxaE] Hlerara'rrEll
= Selings & Log Systems { ACOna § Liser | Start Time [ ction | senice Juser | subrecoras | mesp Time] cPuTime] DETMme] DEFTime] catmme]w |
[ Srstem Selection b [ SAP RMIENS_BWT_00 289 140 807 o ]
B isplaptinatysis Untions | (7 AP jaENage xens.my.nel EWI_2012750 == 35TE0 BES 11129 0 1730
£ Switeh Trace Daioi I [ 84 Rf3end_BWT_00 6 0 0 0 ]
@ Application Log I [] SAP RO xEnS_BWT_00 k3| 30 ] 0 0
b ] AP RU33eng_BWT_00 124 # 17 i ]
b C] SAP AU send_BWT_00 7,604 1910 202 0 47E
I [ SAP RA33en8_BWT_00 241 &0 a i o
I (1 84F Rr3xend_BWT_00 i3 20 7 0 o

Figure32: STATTRACE

In STATTRACE, DSR and STAT records with the same SAP Transaction ID are grouped together.
Select one row, and press “Expand All” to see the details.

© Copyright IBM Corporation 2003 and 2008. All rightsreserved.

Page 38



IBM Americas Advanced Technical Support
Engmuguc; Goto  System  Help EIW

[~ o eeaSHEE Bmnas HE @m
Functional Trace

Fullscreen On/off

= afy Data Selection Period Analyzed: 11/04/2008 / ©82:43:@6 - 11/04/2008 / 02:53:06 TimeZone: UTC
‘f _IN:"" SELETT Systems Analyzed BW7, xeng my.net_BW7_2012750, xen&.my.net_BW7_2012750_DBI
ime Unit Prev
12 Time Lnitpr| NG Data Delivered: xeng.my.net_BW7_2012750_DBI
/2 Time UnitLa
F 1Time UnitLate [ [& ] [EH] Trace Data | Hierarchy =]
~ & Settings & Log Systems / Actions / User / Start Time | Action | service Juser [subr_ | Resp.Time| cPuTime| DB Time| DBP Time | Call Time [ v]
stem Selectiol | 'ET) Sap R/a xeng_BW7_00 889 140 807 0 0
splayiAnalysis || < = sap 12ENOde xen8.my.net_BW7_201: 235780 6,925 11,129 0 16,730
 Switch Trace On. = ([ xen8.my.net_BW7_2012750 (] 0 0 0 0
@ Application Log = [ xen8.my.net BW7_2012750 o 0 0 0 0
B 024326 Appl.: iri:com.sap.portal.dsm.Terminator Web Request MARK.. CL 13 10 0 0 0
02:43:26 Appl.: irj:com.sap.ip.bi.bex Web Request MARK.. CL 508 500 0 0 o
[E) 024327 Appl.: irj:com.sap.portal.dsm Terminator Web Request MARK.. CL 7 0 0 0 o
) 02:43:27 ApDL: iff:com.sap.ip.bi. web. portalintegration launcher  Web Request MARK.. CLCS 616 490 0 0 147
B 024327 ApDL.: irj:com.sap.ip.bi.bex Web Request MARK.. CL a0 20 0 0 0
02:43:37 Appl.: irj:com.sap.portal.appintegrator. Loading Web Request MARK.. CL 5 5 0 0 o
[E) 024328 Appl.: iri:com.sap.portal.appintegrator. Loading Web Request MARK.. CL 6 0 0 0 o
) 02:43:28 ApDL: ifj:com.5ap.ip.bi. web portalintegration launcher  Web Request MARK.. CLCS 16,988 430 0 0 16583
= (3 xens_BW7_00 [ 0 0 [} [
0243:27 RFC RFC WMARK . RS 157 110 24 0 o
[E) 024328 RFC RFC MARK.. RS 17,450 5360 11,105 0 o
[ (1 SAP R/3 xen8_BW7_00 6 0 0 0 0
b (1 SAP R/3 xen8_BW7_00 31 30 8 0 0
b [ SAP RJ/3 xen8_BW7_00 124 40 17 0 0

Figure 33: STATTRACE expanded

The response time column can give misleading information about response time in the summary line --
when the response time of concurrent actions are summed, the total response time will be longer than the
elapsed time of al the actions. In this example, the longest DSR (16,988 ms) spends most of itstimein
RFC calls, so the RFC STAT records (e.g. 17,450 ms) are actually concurrently running in ABAP while
the DSR’sactions are activein Java. The timestamps show this. In the example in Figure 33, examine
the DSRs to determine why the step runs over 16 seconds.
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Figure 34: 16 second DSR
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Drill in on thelong DSR in Figure 34, and there are options for displaying the different components of

response time.
[ Detail Analysis of Selected Statistics Record [
IEEEEEEIETR E R E G EE EE = EE EE E R
3:28 Appl.: irj;com.sap.ip.bi.web.por
Mermory and Process Info ﬂ
Client Info

Call Records

Call / Roll Wait Time (ms) 16583 ms
Load Time {(ms) 0 ms

Generation Time 0 ms
Wait Time of Step (ms) 0 ms
Metwark Time 0 ms

Figure 35: STATTRACE detail DSR analysis

Since Call time (RFC calls) is the longest response time component in Figure 34, select “Call Records’
in Figure 35, then sort the result by time.

ll:U Detail Analysis of Selected Statistics Record =|

| pemiview o] [&] (&R [H]E]Fa][E 2] =] [E]& 2 =|=| (i) @] =]
Call Records:11/04/2008 02:43:28 Appl.: irj:com.sap.ip.bi.web.por

Comp. Type{ComponenﬂRem. De _|Ca||5|Ely195 Seml Bytes Receivedr CallTi | @ Call Timel Rem.TimeIrZJRem.Tim Component Info.

RFC BW7Y BW7 1 ] 725 16,184 16,184 0 0 BICS_PROV_GET_RESULT_SET
RFC BW7Y BWY 1 1 1 179 179 0 0 |BICS_PROV_OPEN

RFC BWY BWY 1 1 1 a0 a0 0 0 |REBOLAP_BICS_STATISTIC_INFO
RFC BWY BWY 1 0 <y | 45 45 0 0 |BICS_PROV_GET_INITIAL_STATE
RFC BWY BWY 1 0 2 42 42 0 0 |BICS_CONS_SET_GET_SESSION_PROP
RFC BW7 BW7 1 1 2 27 2T 0 0 |BICS_PROV_GET_MEMBERS

RFC BW7Y BWY 1 13 13 8 g 0 0 |[REWR_DB_PERS_GET

RFC BWY BWY 1 8 0 7 T 0 0 |BICS_PROV_SET_STATE

RFC BWY BWY 1 8 0 7 T 0 0 |BICS_PROV_SET_STATE

RFC BWY BW7 1 0 0 z 3 0 0 |BICS_CONS_GET_RSADMIN_PARAM
RFC BW7 BW7 1 0 0 1 1 0 0 |BICS_CONS_GET_RSADMIN_PARAM

Figure 36: STATTRACE Call Records

Thelong call timeis caused by one client RFC call to the BW7 (ABAP stack) system. Now, we need to
look at the STAT records for this Transaction ID, to see what causes the long response time in the BW?7.
We can also drill into the STAT record from the STATTRACE transaction.
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= &9 xenB_BWT_00 0 [ [ ] 0
B 024327 aFe RFC MARK.. RS 157 10 24 0 0
[ {24558 RFC RFC MARK.. RS 17.450 5380 11,105 ] ]

Figure37: STATTRACE RFC STAT record

Thisis probably the STAT record (it islong enough), but we can check that it is the RFC call made from
Java. Note that about 2/3 of responsetimeis DB call time.

Drill into the timestamp, and the STAT record is displayed.

IE?Deta\I Analysis of Selected Statistics Record (==

[ petaiview 21| [&|| [&[F[H[E[FE]) [ EEE][E]d =@ e[| [ia]
RFC

Database

Memory and Process Info

|[0]

Amount of Data Transferred
Client Info

RFC Dest. Records Server
RFC Single Records Senver

0]

Figure38: STATTRACE RFC STAT detail

Choose “RFC Single Records Server”, to see RFC callsfor this STAT record. The
BICS PROV_GET RESULT SET server took 16 seconds.

[= Detail Analysis of Selected Statistics Record (] = |
oetaitview =| [/ & | F @[ L[] (2] ] [2]a|E =] k)]

RFC Single Records Server:11/04/2008 02:43:28 RFC

UUID of RFC Connection (Hexadecimal) IDE!EI |T\me Stamp IName of Function Module Called By RFC  |Name of Report/Program Prog. Line | Step TypelRumlmelExechme Wait Time | Data Ser|
0A2639F0AA1711DDOE73D01FCOAB0089 xen8_BW7_00 20031104 024328 BICS_PROV_GET_RESULT_SET SAPLRSBOLAP_BICS_CONSUMER 0T 16,150 16,106 1 148,18Y
0AZ2639F0AATT11DDIET3D01FCOAB0089 xens_BW7_00 20081104 024328 BICS_PROV_OPEN SAPLRSBOLAP_BICS_CONSUMER 0T 77 177 6 1,52]
0A2629F0AA1711DDOET3D01FCOAS0089 xend_BW7_00 20081104 024328 RSBOLAP_BICS_STATISTIC_INFO SAPLRSBOLAP_BICE_CONSUMER 0T 38 38 242 1,004
0A2639F0AA1711DDOE73D01FCOAB0089 xend_BW7_00 20081104 024328 BICS_CONS_SET_GET_SESSION_PROP SAPLRSBOLAP_BICS_CONSUMER 0T 37 ar 0 3,09]
0A2639F0AA1711DDOET3D01FCOAB0089 xend_BW7_00 20081104 024328 BICS_PROV_GET_INITIAL_STATE SAPLRSBOLAP_BICS_CONSUMER 0T Eal 30 9 31,85
[0 oo

Figure 39: STATTRACE RFC Single Records

Itisthe same RFC call. STATTRACE uses Transaction Ids to group the steps, and you can also display
the transaction ID for DSR or STAT record.
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I= Detail Analysis of Selected Statistics Record (=)=}
petailview 21| |G| [& [ F B[ =] B [EE %] [S]aa|Ema]

Memory and Process Info:11/04/2008 02:43:28 RFC

MName of component |Cumpwnemvalue |Uml I

DDIC interface time 0 ms [=]

Max. memory needed 71227743 KB [+]

Maximum Roll Area Memory 175 KB 7

Newly Occupied Paging Memory |16 KB

Extended Memory in Session 71237858 KB

Extended Memory in Transaction| 71237858 KB

Extended Memory Used 71227552 KB |

Private Memory 0 KB

Work Process in PRIV MODE No

Work Process Started? No

Transaction ID b8calfd0aa1811ddb3i200163e20545¢ L

LUW Info End of LUW Z
[=]

Figure 40: STATTRACE Transaction ID

The RFC callsin DSR and STAT can be traced with STO5 RFC trace.
|I9Trs-:é List EMt Qoo System  Help QEW

| & D i@ eae DHE fhan BE 0@

Detailed Trace List

Eo e | e BEIR)

Transaction ‘P|an‘li BrOCess na 1|Proc. Type D!ﬁ|c'|i0ﬂt 181 |User MARKGORDOK | TransGUID bEcadfdiaat 11dob3f200163e20545¢| Date 11704/ 2068

HH:MH:55 M5 | Duration Program |0b]. neme |Op. Curs | Array (Recs. | RC Conn | Statement

824323 539 36,093| SAPLRSE._ |7 Server 1 L] xend . my net 7 Server BICS_COMS_SET_GET_SESSION_PRIP 3 083 404
02:43-28 582 177,090 | SAPLRSE.- | ¥ens_EW7_.| Server 1 1] ¥end.my_nat xend_BW7_80 Server BICS_PROV_OFEW 1,523 1,532

B2:43-28. TGS 31,128| SAPLRSE- | xend_BwWr_.-| Servar 1 ] ®end . my.nat xend_BWT_80 Serwver BICS_PROV_GET_IWITIAL_STATE 371,352 1,025
02:43:28 204 5.000| SAPLRSw _|xend_BWT_ | Server 1 a %8NS . my . netl xend_UW7_00 Serwer RSWR_DE_PERS_GET 1,B4E 1,975
02:43:28.910 5.31B| SBAPLRSE.. | xend_BW7T_..| Server 1 2] XEnS.my.net xend_BW7_00 Server BICS PROV_SET_STATE 810 8 Bdd4
B2:43228.917 25 ,874| SAPLRSE- | xend_BWT_—| Servar 1 =] ®end.my.net xand_BWr_890 Serwver BICS_PROV_GET_FMEMBERS 2,215 2,865
82:43:22.9M 4 TE5E| SAPLRSE - |»end BWT_._ | Server 1 ] ®ens . my. net xend BWT_80 Server BICS_PROV_SET_STATE 920 8 965
02:43:29.003 1,201 | BAPLRSE.. | Xen8_BwT_..| Server 1 L] XENS.my.net xend_BW7_00 Server BICS_CONS_GET_RSADHIM_PARAH 208 453
82:43-28 641 B56| SAPLRSE- | xend_mwWr_. | Server 1 @ Xend.my.nat xend_BWT_B0 Serwer BICS_CONS_GET_RSADNMIN_PARAM 298 453
824329 013 16,148, 858 SAPLRSE - | xeni_BWT_.| Servar 1 (] xend.my. net xend_BW7_80 Server BICS_PRON_GET_RESULT_SET 145 189 1 055
B2:43.45 405 3T, BA6| SAPLREE. | xen8_BWT_..| Server 1 L] Wend.my.net xend BW7_80 Serwver RSBOLAP_BICE_STATISTIC_INFD 1,80% 1,041

Figure4l: ST05 RFC trace matchesRFC datain DSR and STAT

This trace was made during execution of the query that is being analyzed, and you can see that the RFC

times on BW?7 correspond to the RFC statistics in the DSR and STAT records.
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So, from Figure 34 we know that the main component of time for the Java step is RFC call timeto BW?7.
And we saw in Figure 37 that about 2/3 of the RFC time in BW7 was DB time. At this point, we can
use STO5 to do an SQL trace of the query when it runsin BW7, to determine why the DB timeis so

long.

L4 EEEFR

Tracelist Edt Goio System  Help

& I IBCEe DHE BDLan BE @

Detailed Trace List

68| ooic informasion |[29 Explan | 273 B]/2)

Transaction ?|Nl}l‘lt PrOcess no 1|I'H}c. Type I]IA|C11EM lﬂl|u:ar MARKGORDOK |TransGUIC bocadfdbaaiBlldab3if200163ed05450 | Date 1170472008

HH:AH- 55 HS | Duration Progran dbj. name o, Curs Array [Recs. (R Copn | Statesent

—

02:43: 29181 10| CL_=D\STATENENT=: FBIC/FFIAR_2006 REOPEN |56 B{RFE | SELECT WHERE [ { { { "DP".
82.434:9.181 18,702,556 CL_S0L_AESULT_SET FETCH |56 B34 B84 B(RIE

82 43\39, 205 3,840 CL_S0L_BESULT SET: FETCH (56 Ga4| oB4 B(RF2

024370301 3, E25|CL S EILT_SET FETCH |56 D34| oB4 B{RIZ

62:43:39. — 3, TO Ll SUL_RESULT_SET FETCH |56 ESd| B84 B(RIF

82:43:39.911 BT CL_S0L_RESULT_SET FETCH | 58 Gi4| Ga4 B R12

82:43:39.914; 1, E44) FETCH |56 ba4| oo4 B(RIZ

82:43:38.921 3,581 FETCH |56 E34| B34 B|RIF

B2:43:30. 926 4,103 FETCH | 56 Gi4| on4 B RI3

82.43:29.911 3, EDT| FETCH |56 Ga4| ob4 B(RIZ

82:43:39.935; 3,E30) CL_SOL_RESULT_SET=== FETCH |56 Ca4| ead BRI

82:43:39.941 3,664 CL_S0L_RESULT_SETasws FETCH | 56 Ga4| B4 BRI

82:43:39,948 11| SAPLRSCONDERSE RSCOELOCKTABLE REOPEN |233 B{RFF | SELECT WHERE “FACTTAB® = °J
02:43:139.944; 351 | SAPLRECONDERSE RSCOSLOCKTABLE FETCH (233 1 1 B{RI3

B2:43:40.174 . FETCH |56 ESd| EBB4 B(RIF

B2:43:40.17 | FETCH |56 G4 GRE4 B|RI2

024340 183 Edl FETCH |56 pas| ond B|Ria

B2.43:40.1E8 3,B41| CL_SOL_RESULT_SET: FETCH |56 Es4| B84 BIRIF

0343741, 635 16 | SAPLRECONDENSE RECOSLOONTARLE REOPER (223 | BRI} |SELECT WHERE "FACTTAR® = “/
B2:43:41.635 SE6 | SAPLRECONDENSE RECDSLOCKTABLE FETCH |233 1] 1 ol Rra

03;43:41 628 V| CL_S0 STATEHENT=============={P fBICIEFIAR_2008 REOPEN |56 | GIRM3 |SELECT WHERE ( { ( [ "OP
U434 837 6,337 |CL_S0L_RESULT_S5E ik FETCH |58 984 90 1403 RI3

624341 654 12| SAPURECONDENSE RECOSLOCCTABLE AEOPEN | 233 | Bl R{3 |SELECT WHERE "FACTTAR® = °/
02 43 41 664 30| SAPLRECORDENZE RECOSLOCKTABLE FETCH | 233 1 L BRI

G2143741, 555|__en IALCAE1 REON_TIOE, REDCHATH) REQPEN | BE | O|RIE | SELECT WHERE “CHANHTHI® = °
62:43:41.5 Sia| 5 H_108.1 REDCHATIL FETCH |88 | o] 1e83| RIS

6343 ;u(- 3 18, 149, 885|547 RSN AP_RICS_PRIVIDER cand_AWT_00 Sarver | 1 7 ¥ani my. et xend_BWT_00 Ser
02 :43:45\183 69| = EXECSTA| | B RS | CORMMIT WORK ON COMWECTION @
034345, 15 TERSE REOPEN | 3B | @lRE | SELECT WHERE °DATDEL" » 24
T D TEMSG FETCH | 39 25 8| 1203 A3

B2 43 45, 853 38, 822|C == == REDOSTATHEADER REENED | 188 T BlRE | INSERT VALUES{ "1MmATIBALY]
B2:43:45 439 483 CL_RS8D_STATOLAPsawases u{P RESDUSTATINFO REEXEL |82 1] 5 BlR73 | INSERT VALUES( “1K00UE1PTHE
03 43:45, 440 1,703 CL_RSO0_STATOLAP= =P RSDOSTATEVDATA REEXEL |02 183 103 O{RIZ | INSERT VALUES| “1KDRUS1PTDR
02 43745 542 Fi0| €L _RESD_STATAOGRDEF===z==zs=a=fF REDOETATAGGRDEF REEXEC | 234 aj 8 [ LAk INSERT vAaLuES| - 28RuGTihavE
63 :43:45, &05 37 6EG| SAPLRSBOLAP_RICS wand_BuT_00 Server 1 ol cenE, my. NSt weni_BWT_00 Ser
0214345 243 44,822 | SAPHEST EXECSTA o] OlRIE | COMMIT WORK ON COMHECTION @

Figure 42: ST05 SQL and RFC trace of query

Thetrace in Figure 42 shows that there is one SQL statement, a select on /BIC/FFIAR_2006 that makes
up 10 seconds of DB time in the 16 second RFC. We would then examine this (using techniques
discussed below) to optimizeit.

7.4,

7.4.1. Indexes do not support predicates

Local predicates are the “column operator value” clausesin SQL. In order to execute these
efficiently, the column must bein an index. If the columnisnot in anindex, then DB2 must read
the table to check whether the row contains the value which is sought.

Types of problems causing high DB request time

Join predicates are the tablel.columnA = table2.columnB clausesin SQL. Nested Loop Joinisthe
most common join method used with SAP, and in order to process an efficient NLJ, the inner table

must have an index containing the columns in the join predicates.

There is an example of thisin Section 7.5.3.
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7.4.2. Misuse of SAP Data Model

SAP often stores data redundantly in more than one table. For example, a delivery document might
contain the order number. And an order document might contain the associated delivery number.
But, the delivery tables are indexed by delivery number, and order tables are indexed by order
number, so if a program has the value of an order number and wants to retrieve the associated
delivery, the program could use either table. But, if the program selects from the delivery table
using order number, there is no index for order number and the select is slow. If the program
selects from the order table, there is an index and the select isfast.

There are three SAP notes (185530, 191492, and 187906) that describe common errors in use of
the data model and how to fix them.

There is an example of this problem in Section 8.5.3.

7.4.3. SELECT in LOOP instead of FOR ALL ENTRIES

If an ABAP program has alist of keysin aninternal table, there are two ways to use the table to
select rows from the database:

LOOP AT internal_table
SELECT ... from DB_TABLE where COLUMN = internal _table-column
ENDLOOP

LOAF AT stpox_tab_tmp INTO stpox_tab.
SELECT SIHGLE j_3amind FROM mara IHTO stpox_tab-j_3afs_flg
WHERE maktnr = SCpox_Lab-idmark.
APPEHD stpmx_tab.
EHDLOOF .

Figure 43: LOOP with select

Each SELECT call in the LOOP will make a call between the application server, and the database
server. Instead, an array operation should be used:

SELECT ... from DB_TABLE for al entriesin internal_table
WHERE COLUMN=internal _table-column

The LOOP AT will make one call to the DB for each value, the FOR ALL ENTRIES will group
the values together, and SAP will create an IN list (there is one column=value in the WHERE) or
an OR (if there is more than one column=value clause in the WHERE.

7.4.4. Data skew causes wrong access path to be chosen

When DB2 estimates the number of rows that will be returned on a select, it uses the column
cardinality and table cardinality to estimate the number of rows with each column value. For
exampleif acolumn AUFNR has 1,000 distinct values, and its table has 10,000 rows, then DB2
assumes that each value specified for AUFNR will return 10 rows.
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However, if many rows contain asingle value, then the data is skewed -- that is the distribution of
valuesin rowsisnot uniform. If datais skewed, DB2 requires additional RUNSTATS
FREQVAL dtatistics, combined with either ABAP HINTs or REOPT(ONCE) BIND option, in
order to use execution values to determine the skew.

There is an example of thisin Section 8.3

7.4.5. REOPT(ONCE) impact

The default method of preparing statements with parameter markers can cause access path
problems in some situations, as shown in the example in section 8.3. To address, the
REOPT(ONCE) option was created, which allows a statement to be prepared with values, but still
shared by all dialog steps that execute the SQL, regardless of the runtime parameters. However,
if the values used for the first execution of the statement are not representative of the normal
execution, this can cause DB2 to choose the wrong access path.

Thisis described in Section 8.5.2

7.4.6. Impact of index column order with range predicates

If an index has n columns, such as (columnl, column2, column3) and an SQL statement has local
predicates columnl = valuel and column2 = value2 and column3 GT value3, then DB2 can use
index matching access on all three columnsin the index.

If theindex columns were ordered (columnl, column3, column2) then DB2 could only do index
matching access on two columns, since any index columnsto the right of arange predicate can’t be
used for index matching access. They can, however, be used for index screening, which isless
efficient.

When creating custom indexes, place columns that will have equal predicates (column = value) as
the first columns, and place columns that will be used for range predicates (gt, It, between) as the
later columns.

Thereis an example of thisissuein Section 8.5.5.

7.4.7. Table is not clustered to support key business processes

When atableis clustered by an index, rows in the table are in the same order asthe index. This
means that rows that are close together in the index will be close together (if REORGS are done) in
the table. When doing array fetch operations, where many rows are retrieved in one call to the
database, clustering the rows will reduce 1/0 delay, and increase the speed of the SQL.

Since there can only be one clustering index, if you change the clustering index from the default
delivered by SAP, they you are choosing to optimize access via a different access than usual. This
will help performance of programs that use clustering index, but slow performance of programs
that read the table using the former clustering index.

An example of changing clustering sequenceisin Section 7.4.7.
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7.4.8. Unnecessary SQL

7.4.8.1. Tablecould be buffered on application server but isnot buffered

Tables that are seldom changed, and where the application can tolerate a small interval between
when rows are changed, and the changes are available on all application servers can be buffered
on the SAP application server to offload the database.

There is an example of thisissuein Section 7.5.7

7.4.8.2. SAP instance buffersaretoo small

If the SAP generic or single record buffers are too small, then tables that could be buffered on
the application cannot fit into buffer, and must be read from the DB server.

There is an example of this problem in Section 7.5.6.

7.4.83. FORALL ENTRIESwith empty internal table

The ABAP FOR ALL ENTRIES statement uses an internal table with alist of keysto be
retrieved for a column or columns. If the internal table is empty, the local predicates on the
columns are not generated in the SQL, which generally causes the program to retrieve rows that
it does not need.

There is an example of this problem in Section 7.5.5.

7.4.8.4. Program retrievesrowsthat are not needed
There is an example of this problem in Section 7.5.4

7.4.8.5. Duplicate (or Identical) selects

SAP STO05 traces can be analyzed for duplicate selects, where the same rows are repeatedly read.
Thisis an application design issue, and cannot be fixed with DB optimization. Check the trace
to determine whether the analysis contains multiple commit points. If there are multiple units of
work, then it would be reasonable for each UOW to retrieve the current values from the tables.

If the trace contains a single UOW, and there are many duplicate selects, then it may be possible
to change the structure of the program to retrieve the data once.

Depending on the SAP version, ST05 calls this either “Duplicate selects’ or “Identical selects’.
|E71race List Edit Goto System Help

g Display Detailed Trace List FT SJHEE &ahmOa &1 @&
Sort by Heading Characteristic Shift+F7
Sort by Physical Storage

il = [

Summarize Trace by SQL Statement Shift+Fa
Combined Table Accesses Ctri+Fa8
Display Identical Selects Clrl+Shift+F8 DIA|C]1&nt 1U1|USEI‘ MARKGORDON | TransGUID 490B707BE6C1B12EDE1000000COAB0089| Date 31.10.2008

=

D lent

[ WHERE "TCODE" = 'ST@3N'
Print
Save as local file Ctri+S [ WHERE TABNAME = 'TSTCA'

Exit Shift-F3 - WHERE TAENAME = 'TSTCA' ORDER BY TABNAME, BLOCKNR

Figure 44: STO05 Display identical selects
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Systern  Help

2 H @@ SHE SDLH HE @

identical Selects

-
Executions|ObjectName Where Clause il
3 [PROJ "MANDT" = '110°' AND “PSPMR" = 00008410 FOR FETCH OMLY WITH UR
¥ |PROJ "MANDT" = '110' AND "PSPMWR" = BOO05411 FOR FETCH ONWLY WITH UR
2 [PROJ "MANDT" = '118' AND “PSPNR" = 00008476 FOR FETCH ONLY WITH UR —
3 [PROJ "MANDT" = '110' AND “"PSPNR" = 00009275 FOR FETCH ONLY WITH UR
3 [PROJ "MANDT" = '118°' AND “PSPNR" = BO012983 FOR FETCH OMLY WITH UR
323 [PRPS "MANDT" = '11B8' AND “"OBJWR" = 'PROO143¥60' FOR FETCH ONLY WITH UR
5 [PRPS "MANDT" = '118' AND “"OBJNR" = 'PROO143762' FOR FETCH ONLY WITH UR
318 [PRPS "MANDT" = '118°' &ND “"OBJNR" = 'FROO143¥66' FOR FETCH OMLY WITH UR
73 |FRPS "MANDT" = '11B8' AND “"OBJWR" = 'PROO144520°' FOR FETCH ONLY WITH UR
278 |PRPS "MANDT" = '118' AND "OBJNR" = 'PROO144521' FOR FETCH ONLY WITH UR
429 [PRPS "MANDT" = *118°' AND “OBJWR" = 'PROO144522' FOR FETCH OMLY WITH UR
168 | PRPS "MANDT" = '110' AND “"OBJNWR" = 'PROGO144607' FOR FETCH OWLY WITH UR
128 [PRPS "MANDT" = '118' AND “"OBJMWR" = 'PROO145456°' FOR FETCH ONMLY WITH UR
13¥ [PRPS "MANDT" = *1108°' AND “"OBJWR" = 'PROO145459' FOR FETCH OMLY WITH UR
125 |PRPS "MANDT" = '110' AND “"OBJWR" = 'PROG145461' FOR FETCH OWLY WITH UR
168 [PRPS "MANDT" = '118' AND “"OBJMR" = 'PROO1454562' FOR FETCH ONMLY WITH UR
8 [PRPS "MANDT" = '1108' AND "OBJNR" = 'PROO1454565' FOR FETCH ONLY WITH UR | |
8 |PRPS "MANDT" = '110' AND “"OBJNWR" = 'PROGO145494' FOR FETCH OWLY WITH UR |~ |
[l [ |[<][v]
| 4 7

Figure 45: ST05 | dentical selects analysis

7.5.

7.5.1. Analysis process for transactions and batch jobs

Transaction

In the case where there is a performance problem with a specific program or transaction, there are two
different paths to take, depending on where the transaction spends itstime. If most of the timeis spent
in CPU on the application server, use SE30 to profile the transaction, and determine where thetime is

spent. Otherwise, start with ST05, which can be used to evaluate database calls, enqueue activity, and

RFC activity.

7.5.2. Guidelines for making database changes

In general, we use this matrix of inputs, when deciding how to address SQL performance problems.

Sometimes, specific business processes require new indexes on tables. Here are some guidelines on
how to approach the problem when you find a program where the predicates do not match the indexes:

ABAP Creator

Table Creator

Action when predicates do not match indexes

SAP

SAP

Check data dictionary for SAP indexes which are
defined in DDIC but not activein DB

Check OSS notes
Open OSS message to SAP

Custom

Custom

Rewrite program if possible

Evaluate table access patterns, whether table can
be buffered

Create index
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Custom SAP e Check datadictionary for SAP indexes that are
defined in DDIC but not activein DB

¢ Review use of datamodel (will generally fix
problem)

e Change program
e Create index (should very seldom be necessary)

7.5.3. ZCR3 — indexes do not match local predicates

Thisis an example of a program where the local predicates do not match the available indexes. This
type of problem is described in Section 7.3.

Performance problem has been reported on transaction ZCR3. Reviewing STO3N, we see that that the
majority of CPU time is DB request time.

&
Systern Help

IH(CEa (BHEODO0(FER (@ m

[ @ seveven |
Instance TOTAL First record 06/02/2008  00:00:00
Period 06/02/2008 Last record 0E02/2008  23:59:59
Tasktype All Time petiod 1 Dayisy  00:00:00

m Datahase i Parts of response time i Gl times i All data

|L‘£Taskwpe Elqﬂ’Aggregation El |E.Iﬁ‘|['ﬁ']||ﬂ|$ El |E EI '| EIUIE}UI@U'

Transaction profile: Times: T Total time (s}, %m’e?step\(ms)

Report or Transaction name[Jok Mame | # Steps[T Respanse Tiffie| @ Time| ProYess.| Avg. Prac. Time| T CPU-[ @ cPUTime| TDHTI.| @ DBTime| NTi..| ¢
ZCRA 1,237 5,384 43528 1424 1,155.2 1,141 9301 ) ixchal 3,100.4 0 |z|
ZI_EASYEMNTRY as0 4,31 4,906.1 121 1376 72 820 3, 4,351 6 0.0 |z|
ZLADU_PHYINY_CNT PR ZLADU_PH.. 7 5505 TU4E334E | 2,080 10300740 10956 0770150 3514 | TE0EEITE | 00
FPK13M 12,986 26,501 11529 12,8189 as57.7 1,022 44 .4 3,702 161.0 0.0
REYWVERRE SYWVERRE 72 3610 A0,1421 a4 T46.1 22 2894 3,540 48.164.0 0.0
T FNrie] == mre e Zom o AT =z TN BT

Figure 46: ZCR3 STO3N time components

The average response time is about four seconds and the ratio of DB to CPU is about 3/1, which does
not seem to indicate abig DB performance problem. We can look at the detailed statistics records to
see whether the averages reflect the transaction performance.

We can also check the statistics records with the STAD transaction, where we see the response time
components for individual dialog steps. Note that in Figure 47, the DB request time is about seven
times as large as the CPU time, which often is a symptom of a problem in the SQL or database. Since
some of the dialog steps are very fast, the long running dialog steps were not visible the averages.
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= DEE
Workioad Edit Tools Golo  Monitor  System  Help

@ | 0 H A EBRR Do BE @ E
SAP Workload: Single Statistical Records - Overview
Download @”@EFM?HE Disp. moda ||E Sel. fields ||}@ Sarver ID a

System: Hunber of RFCs which responded (without errors): 8 ( &) v =

Analysed time: 06/02/2008 / 09:25:00 - 06/02/2008 ¢/ 09:55:00 v hl

Display mode: A11 statistic records, sorted by tine

Started Server Transaction Program T Scr. Wp|User Response [Time in Wait tine [CPU time |[DE req. WME e

tine (ms) | WPs (ns) (ns) (ms) time [ms) |time

ZCAOU_SUBASSH_ASS IGNMENT _MEW 5 i o 1] o

g2 ICR3 ZCADU_SUBASSH_ASS IGNMENT _MEW b qpe@ @ | 278 266 1 50 216

gg:2e:20 ICR3 ZCAOU_SUBASSH_ASSIGNMENT _NEW D BEsE 14]5020000 92,130 91,545 4 11,960 75,758

Figure47. ZCR3 statisticsrecords

Run STO5, then press “ activate trace with filter”. Enter the filters (username or transaction) for the
trace. STO5 traces on asingle SAP application server instance.

=3 [BCE
Perfartance Trace  Edit Goto  System  Help

& 298 €G@ICHR 8Don BRI
Performance Analysis

N set Restrictions for Writing Trace [

User Name

Transaction Name

NOR
Select Trace Select Trace Function Program Narme
0L Trace [ Activate Trace | RS T
Engqueue Trace [ Acthvate Trace with Filter | TRIEETTE
Include
RFC Trace [ Deactivate Trace |
Talile Buffer Trace [ Display Trace |
[ Enter SGL Staternent |
Exclude
Trace Status
ALL TRACES ARE SWITCHED OFF - PROGRESS DISPLAY ON

=P

Figure 48: ST05 trace with filter

After the trace is done, run ST05 — “ deactivate trace”, and then “display trace”. In Figure 49, the
Duration is microseconds, and the “Recs’” column on the FETCH line shows rows returned from DB2.
Thisexample is 60 msfor O rows, whichisslow. Fetching arow (or determining that no rows qualify)
usually takes 1-2 ms.
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= =EE
Trace List Edit Goto System Help

| @ 108 eae BHE DDoa e]c)

Detailed Trace List

|g|| DDIC infarmaltion |@ Explain ”&lﬁ @@

Transaction ZCRSlHor‘K Process no EllPr'tlc. Type DI.F.|I3'Iien‘t mﬂuser """"IIransst CL3GBEZ0N0030E0602060TS5839935500( Date 06/02/2008

HH:MM: S5 N5 |Duration |Program Obj. nane Op. Curs | Array |Recs. [RC Conn | Statement

10:44:16.808 35| ZCADU_SUBASEN_ASSTENHENT_NEW ZCAD_BON_FLAT DECLARE| 37 O|R{3 | SELECT WHERE T_@O . “HANDT" = 7 AND T_
104416809 340| ZCAOU_SUBASSH_ASSTENHENT_NEW ZCAB_BON_FLAT PREPARE| 37 O|R{3 | SELECT WHERE T_B@ . “MANDT" = 9 AND T_
104416809 B[ ZCABU_SUBASSH_ASSTENMENT_NEW ZCAB_BOM_FLAT OPEN ar O|Rf3 | SELECT WHERE T_8@& . “HANDT" = “41@°' AN
10:44:16.609 £i1,490) ZCABU_SUBASSH_ASSIGNHENT_NEW ZCAB_BON_FLAT FETCH |37 187 ] 188| Ri3

10:44:16.871 17| ZCABU_SUBASSH_ASSIGNHENT _NEW ZCAO_BON_FLAT CLOSE |37 ] B[R3

Figure49: ZCR3 ST05 trace
Click “Trace List > Summarize trace by SQL statement” to group SQL, and sum the time for each

statement.
‘@SQL Btaternents Edit Goto System  Help e W
1€ | 100 @& CHE DOLD @®

Summarized SQL Statements: Sorted py duration |
|@H DDIC infarmation | |28 Explain H&l& E E @ g

2]

Executions | Identical|Duration Records | Time/exec |Rec/exec. |AvgTinefR. |HinTime/R.|Length |BfTh |TabType |Obi. nane S0L statement hd
129 o[ 33,129 312 369 256 816 2.9 B9, 781 13,244 104 TRANSP | ZCAD_SUBASM_ASGH SELECT WHERE "MAMDT™ = 7 AMD
112 50( 29,990, 579 4,413 267,773 38.4 6,796 928 1,136 TRANSP |RESE SELECT WHERE T_G0B . "HANDT" =
112 50( 23,480,150 ] 209 644 0.0 208,644 147,828 160 TRANSP | ZCAD_SFDR_LEAD SELECT WHERE T_@@ . “HANDT" =
285 2 3,580 677 2,850 12 564 16.0 1,256 141 358 TRANSP | ZCAD_SFDR_DATA SELECT WHERE "MANDT" = 7 AND
284 5 2,842 192 2,542 18,008 9.0 1,118 162 160 TRANSP [ ZCAB_SFDR_LEAD SELECT WHERE T_@@ . “HANDT" =
250 [ 2,365,570 9a4 9,462 3.9 2,404 3m 162 TRANSP | ZCAG_PB_STAT_HIS SELECT WHERE “MAMDT* = 7 AMD
253 ¢ 1,787,278 12,173 6,748 48.1 140 24 359 TRAMSP | ZCAB_SFDR_DATA SELECT WHERE “MAMDT® = % AND
11z 50 1,258,253 4 11,234 8.0 314,563 6,008 161 TRANSP | ZCAB_BON_FLAT SELECT WHERE 7_8@ . “HAMDT" =
44 30 150,519 440 4,337 10.0 434 140 102 TRANGP | MAKT SELECT WHERE "MAMDT® = 7 AMD
1 1] 133,205 L] 133,205 0.0 133,205 133,205 104 TRAMSP | ZCAD_SUBASM_ASEN SELECT WHERE "MAMDT" = 7 AND

Figure50: ZCR3 Summarized by SQL Statement

This summary has several useful pieces of information —which statements have (in total) the longest
time, whether tables are buffered or not (Bf Tp), average time per execution and average time per row.
With this information, one can distinguish whether a statement takes alot of time because there are
many rows retrieved, or whether retrieving an individual row is slow.

If both “ Time/exec” and “AvgTime/R.” (time per row) are slow, the SQL retrievesrows slowly. Here,
each call to ZCAO_SUBASM_ASSN averages over 250 ms, and retrieving one row averages 89ms,
since there is more than one row on each call to DB2. Thisisvery slow. In contrast, each call to
MAKT averages about 4 ms, and retrieving one row averages 434 microseconds, which is ok.

In Figure 50, we see that the largest component of DB request time is selects on the

ZCAO _SUBASSM_ASSGN table. If we go back (green arrow) to the screen in Figure 49, and then
search for ZCAO_SUBASSM_ASSGN table in the trace, we see repeated slow selects on the table —
each call takes several hundred milliseconds to return 5-10 rows.
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=4
TraceList Edit Goto Systern Help

|@ 3910 ¢0@ SHE BDoD @®

|
=]
[E3]

Detailed Trace List

{&][ boic information | 2§ Explain |24 &2

Figure51: ZCR3ZCAO_SUBASM_ASSGN

Transactioh ICR3| Vork process no l]lPruc. T¥pe DIJ’.[CHen‘t 419] lser ST | WransBUID CL3GEEZDOA0S0E0E0206075839935500) Date  BE/02/2008

HH:MM: S5 M5 | Duration | Program Obj. nane [1]:8 Curs | Array | Recs. [RC Conn | Statement

10:44:58 229 47| ZCAOU_SUBASSN_ASSTENHENT_NEW ZCAD_SUBKSM_ASGH DECLARE(152 0| R3[| SELECT WHERE "MANDT® = 7 BND "WERKS" =
10:44:58 229 SUBASSH_ASSTGNHENT_NEW ZCAD_SUBRSM_ASGH PREPARE(152 O|R#3 | SELECT WHERE "MANDT® = % BND “WERKS" =
10:44;58 22 4| ZCABU_NIBLSSH_ASSTENHENT_NEW ZCAD_SUBRSM_ASEN OPEN 152 O|R{3 | SELECT WHERE "MANDT® = '418" AND "WERK
10:44:58.2 477, 075( ZCABU_SPEASSH_RSSIGNHENT_NEW ZCAB_SUBASHM_ASEN FETCH (152 460 18 68| RY2

10:44.58 70 16| ZCAQLASUBASSH_ASS IGNHENT _NEW 2CAB_SUBASH_ASEN CLOSE (152 8 BlR73

10:44 58 706 Ol_SUBASSH_ASSTENHENT_NEW ZLAB_SUBASH_ASEN REQPEN (152 B R73 | SELECT WHERE "MAMDT® = '418" AND "WERK
10:44:58 706) 397,812 ZCADU_SUBASSN_ASSIGNHENT_NEW ZLAD_SUBASM_ASGH FETCH [152 400 9 180|R{3

10:44:59 024 14| ZCABL_SUBASSH_ASSTGNHENT_MEW ZCAD_SUBASH_ASGN CLOSE [152 ] 0|RIz

10:44:59 024 G| ZCADU_SUBASSH_ASSIGNMENT_NEW ZCAD_SUBASM_ASGN REOPEN [152 0|R{3 | SELECT WHERE "MANDT® = '410" AND "WERK
10:44:59_024| 277,485 ZCADU_SUBASSN_ASSIGNNENT_NEW ZCAB_SUBASM_ASGH FETCH [152 400 ] 100{R/3

10:44:59_302 16| ZCADL_SUBASSN_ASSTGMNENT_NEW ZCAB_SUBASM_ASGH CLOSE (152 1] 0|R#3

10:44:59 302 T| ZCADU_SUBASSH_ASSIGNHENT_NEW ZCAR_SUBASM_ASGH REOPEN (152 0| R#3 | SELECT WHERE "MANDT® = '410" AND "WERK
10:44:59_302| 258,362 ZCAODU_SUBASSN_ASSIGNNENT_NEW ZCAD_SUBRSM_ASGH FETCH (152 400 5 100|R/2

10: 4459 561 22| ZCABL_SUBASSH_ASSTGMHENT_NEW ZCAD_SUBASM_ASEN CLOSE (152 ] BRIz

10:44:59.561 8| ZCABU_SUBSSEN_ASSIGNHENT_NEW ZCAB_SUBRSM_ASEN REOPEN (152 BIR73 | SELECT WHERE "MANDT® = "418° AND “WERK
10:44:50 561 249,001| ZCAOU_SUBASSN_ASS IGNHENT_NEW ZCAB_SUBASHM_ASEN FETCH (152 408 [ 1008)|Ri3

10:44:59.862 19[ ZCAOU_SUBASSH_ASSTGNHENT_NEW ZCAB_SUBASH_ASEN CLOSE (152 ] BlR/3

10:44:59.803 T| ZCABU_SUBASSH_ASSIGNHENT_NEW ZLAD_SUBASM_ASGN REOPEN (152 0|Rf3 | SELECT WHERE "MANDT® = '418" AND "WERK
10:44:59 808 656,425 ZCADU_SUBASSN_ASSIGNMENT_NEW ZCAB_SUBASM_ASEN FETCH [152 400 ] 100|RI3

J[410]

Place the cursor on an OPEN or PREPARE line, and select “ Goto > Display ABAP source” to see the

ABAP source code. The program name starts with Z, so is custom ABAP.

| Program Edit Goto Ullilles(s) Ervironment System Help

|@ 1 JH @@ CHRB 20no AR @B

SR

ABAP Editor: Display Report ZCAOU_SUB

83021 3 C r CS E F=1 o <] patoi |7 ncen |[o repiace [[EF Detoe |
Report [zCanU_sUB Active

(O] ] ] il

|-r|~|

* Bet material descriptions
PERFORM get_matl_desc.

Get reported check information
FERFORM get_rept_check

HMABEB-Get nventory information
IF p_schfl = X',
PERFORM get_inwentory
PERFORM get_wip.
ENDIF.

Fead in assigned sub-assemblies per leading order
IF t_lead[] IS NOT INITIAL
SORT t_lead BY lead_aufnr. "Mo duplicates
| SELECT comp_matnr
factory_top
Tead_aufnr
rep_flay
assn_flag
INTO TABLE t_assgn
FROM zcal_subasa_asgh
FOR ALL ENTRIES IN £_lead
WHERE werks = p_werks
AND Tead_aufnr = t_lead-lead_autnr
L AND comp_matnr IN &_comp.
IF sy-subrc EQ O
SO0RT t_mat_list BY matnr.
SORT t_assgn BY comp_mathr.

LOOP AT t_assgn INTO wa_assgn.
READ TABLE t_mat_1ist WITH KEY matnr = wa_assgn-comp_matnr
BIMARY SEARCH.
IF sy-subrc NE @
DELETE TABLE t_assan FROM wa_asson.

Figure52: ZCR3 - ABAP source

1<[*]

Again from the SQL trace in Figure 49, to see the statement and values of parameters, place the cursor

on an OPEN line, and click the clipboard (Replace placeholder in SQL statement) button.
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e
Syslem  Help

& DA E@e@ae DEHE Hhon BEE S E
Statement with Replaced Placeholders

0L Statemant

SELECT
“COMP_MATHR™ | *FACTORY_TOP® | “LEAD_AUFKR® | “REP_FLAG" , "ASSK_FLAG"
FROH
“ICAO_SUDASH_ASGN"
WHERE
“HAMDT® = 410" AND "WERKE® = "RXO01' AMD "LEAD_BRUFME® [N ( "014000711354° |
‘04000711255 | "014000712968° |, 'O14000712168° | "014000712245°
‘4000712245 | 0140007123117, 014000712368 |, 014000792371°
'M4000T12374" ) FOR FETCH OKLY WITH UR

Figure53: ZCR3 statement with variables

In the SQL statement, there are local predicates (column operation value) on MANDT=,
LEAD_AUFNRIN, and WERKS=. To execute this statement most efficiently in the database, one

would need an index where the first three columns of the index contain MANDT, WERKS, and
LEAD_AUFNR.

To explain the SQL, going back to the trace displayed in Figure 51, place the cursor on one of the OPEN
or PREPARE rows, and press “Explain”.
(=3

Systerm  Help

@ | 3 dH CE@e CHE OTDLOD BE @6
Explanation of SQL Access Path

B view plan table

) S =1 = (= =2

S0OL statement ]

SELECT "COMP_MATHRE" | "FACTORY_TOP* | "LEAD_ALUFMNR" "REP_FLAG® "ASSH_FLAG" FROM"ZCAD_SLUBASH
_ASGN"WHERE "MAMNDT" = 7 AMD "WERKS" = 2 AND "LEAD_AUFMR" IMN {7, 2, 7,7, 2 ,%,7.7,
7, TIFORFETCH OMNLY YWITH UR

[E_]

e el Gl Access path ¢ Table information 4 Index information |

S T BT TE T —
= 8% INDEX SCAN (2 matching columns, sequential prefetch)
= T GAPR3.ZCAB_SUBASHM_ASGN-~A
BH sAPR3 . ZCAD_SUBASM_ASGN

Cached access path

Figure54: ZCR3 Explain

The explain shows that only two index columns (of the three local predicate columns) are matched.
We can display the indexes and index columns with the “Index information” tab.
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= e
System  Help
& | ol H( S@Ee DHEHE Bnhas EE @
Explanation of SQL Access Path
| [ view slan tabis |
sal ] =1 o] - =]
SaL statement |

SELECT COMP_MATMR" , "FACTORY_TOF, "LEAD_AUFNRT,"REF_FLAG", "ASEN_FLAG" FROM "ZCAD_SUBASH
_ASGNTWHERE "MANDT" =  AND "WERIKE" = # AND"LEAD_AUFMR! IN (7, .7, %, 7,7, 2.7,
7,72 FOR FETCH ONLYWITH UR

BE ]

< Higrarchical aceess path |y~ Access path

@[ En] [ Slan[@n[E8]| ooceor | stmge | ngesspace

Schema |index | Index colurnz Clusterratio [%]] 121 key card [Full key cars | Treelevels| Lesfpages| In
SHPRI  ZOAD_SUBASM ASGN-0 | MANDTWERKS,COMP_MATNR FACTORY_TOP LEAD_ALIFNA 100 ] 0,786 3 1,026

Figure55: ZCR3 Index display

MANDT and WERKS are the first two index columns, so DB2 can do index matching access on only
these two columns.  Since there are other index columns between WERKS and LEAD_AUFNR, DB2
doesindex screening for the LEAD_AUFNR IN local predicate. Index screening is processed in the
index, but is not as efficient as matching index access.

We can check the cardinality (number of distinct values) of the columns, to see whether adding a new
index (MANDT, WERKS, LEAD_AUFNR) looks like agood choice. (Actually, from the tracein
Figure 49, we already know that together the local predicates are filtering, since each call returns just a
few rows). Pressthe “ Table information” tab, then select the*ZCAO_SUBASM_ASSGN” table, and
press “Col. Card”.

There are over 40K distinct values of LEAD_AUFNR in the 70K (inFigure 56) rows of the table.

li=g =&
System  Help
[& HAECOe DHE DUSa8 BE GE
. [= Colurn Cardinali =V
Explanation of SQL Access Path I= Colum Cardmalties
[l view plan tabie | (@] =) [ elan]@n]eE
Calumn name
[ B R EEE FESHDATE [
- AISNTIME 19,455
S statement EEEE ASEM FLAG z
SELECT "COMP_MATMR" , "FACTORY_TOF  "LEAD_ALIFNE"  "REP_FLAG™  "ABEN_FLAG" FROM "ZCAD_SUBASH COWP_ME 10
_ASGNT WHERE "MANDT" = 7 AND “WERIKES" = 7 AND "LEAD_AUFNR® IM (7, 7,7, %7, 7,7, 7.7, T‘
7,73 FOR FETCH DMLY WITH LR = COMF_REG_DTE 440
: = - _ = COMP_REQ_GTY 0
- Higrarchical access path |, #ccess path EPTTYRTTRE Tl index inforrnation FACTORY_TOP T
: : 3 EALT_TOP_GTY 13
] 0| Bl@n[@o]aE] | ooicedor | storage | Tablespace | colca. | caldist | FACT_TOP_REQ_DTE 440
Scnerma |rame | Riows| Fages| Row lengin|RUnSTATS?  |REORG? |Bunemeal [voLsTiLE LEAD_AUFHR narz
SUFRT  ZCAD_BUBKEN_ABGH 70736 1528 114 Ferommended Hotneaded  |BED Ho (e 1
MEINS z
REP_FLAG 1
WERKS 3
[~

Figure56: ZCR3 Tableinformation

When the local predicates do not match the indexes, there are several possible ways to approach the
problem. See our guidelinesin Section 7.5.2.

e Do nothing —if theissueis not critical to the business, and is not causing CPU or 1/0 problems

that impact the system and other users, one may leave it alone. Creating too many custom
indexes on atable can impact performance of other programs that update the table
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e Modify the ABAP to match the indexes —in this case, if the program aready has the values for
FACTORY_TOP and COMP_MATNR, so that they could be added to the selection conditions
(e.g. factory_top eq xxx) in the ABAP, then DB2 would have local predicates on all the index
columns, which would give efficient access. Whenever thisispossible, it is a better choice than
adding a new index.

e Last, one can add an index - in Figure 56, we see that there are 70K rowsin the table, and over
40K distinct values of LEAD_AUFNR. On the average, there will be less than two rows for
each value of LEAD_AUFNR, so our select statement with the IN list with ten values will return
on average less than 20 rows. With an index containing MANDT, WERKS, and
LEAD_AUFNR, one would usually expect to be able to retrieve 20 rows in less than 20 ms
(assuming reasonable hit rates), so adding a new index will give a substantial improvement in
performance. Based on the summary in Figure 50, the new index would probably reduce DB
time by about 25%.

7.5.4. ZCR1 — can the SQL be avoided

Thisis an example of the type of problem where SQL can be avoided, asis described in Section 7.4.8.
We've been asked to investigate the performance of the ZCR1 transaction.

= & [=
Load display  Goto  Environment  Systerm  Help el W
@ 3 dHCae CHE vOod BRI @B
Workload in System
’Er ID; Full screen onfoff ;lfﬁ Save view ’7 |
£aExpert mode T instance TOTAL First record 0528/2008  00:00-00
= ‘g\l!fn.'khad L= _I?_a__r!g_q_________________IISJ'IBIIIJDE “Lg:s_l_[_e_g_q[’_r.!_________________EISEBJZI]DE 235958
E E i L= Task type Al Tirme period 1 Days) 000000
AT
b [ asc
b B am Times | Database , Paris ofresponsetime GUItimssm
b [ sap
b [ sap | B Task type :l]qﬁ‘p\ggregallnn Yul Single Records | @!‘&I?[H[ [?‘1| E :\l |E: | El@ﬂllﬁjﬂl# Dl \
E E ;2 Transaction: All data; # Number, T Total time (s), @ Time/oper. (ms)
< B Tota Report o Transaction name .| # Steps| T Response Time| @ Time| Pracess | Avg. Proe. Time| T CPU~| @ CPU Time|TDB Time| @ DB Time| @ Time| T Roll war
< O] Day RFC 573378 1,863,548 20173 388720 4086 104,522 1074 | 473,987 70| 0o 98i[<]
[£) 051292008 Thur RSM13000 238,763 152,623 6388 39,408 1661 14,076 590 91,716 31| 00 (=]
E) 0512812008 Vied SAPMHTTP 161,481 140,733 8715 43827 2714 28,696 1779 | 18,812 4868 | 00 IS
[ osi27r2008 Tues ||| oy 14524 8704 150581 25730 17715 1,858 1280 46,401 31948 | 00 7
% g:if:ﬁa;?g?; ||| (zcPe 7738 42,388 54772 3,181 414 2,280 2021 | 38,885 47861 | 00
B 052412008 5at ZCPB_CMPLST 2,539 37,895 149250 1678 6608 1,044 412 35509 14,0208 | 00
S ZMBOA ITIE] 86,332 31153 | 23853 5844 | 12,722 ’ 34527 P, 10 11
W esia3068 Thir ZCRS 1,560 37,318 37846 2136 13614 1,483 % 3227 i
© O] week ZCR1 5774 34,798 80251 2109 w53 1,418 0,274 52428 ]
) This waek SESSION_MANAGER 34,186 68,077 20177 14,8621 4177 5188 29,082 850.7 i 1
B nsnasnns- asld || |ZCR2 15965 45,548 28528 7330 4501 4,751 e 2707 TeoeE | 00 '
5272002 - 0arlad || [MD04 67.412 46,216 6856 13,890 2062 9,152 1358 26,509 3946 00 1
B namspone . asll || (mest 19878 29,738 14886 4274 2140 2,600 1301 24757 12392 00
(K13 I—— | (7 ard 27,716 741063 3744 BAETZT 3,203 BAGET 24335 85,0681 | 00
~ B Analysis Yiews L=/} |s@oo 498 18,842 40,045.0 728 1,457.4 282 7670 18,803 37,958.2 00
A& workoad Overview [=1|] hyigge 20676 26,298 12718 5626 72l 3537 1706 16,726 809.0 | 00
= {3 Transaction Profile ZKAFE 211 16,588 78,6080 1558 73855 1,225 53044 14,937 707908 | 00
[ standard ZCADR_WRKCTR_ACTMITY_.. Z g 20,684 25855015 6829 7286243 5341 G67GTZS 14954 18567434 000
= T@:‘i”\f““[“ MFEF 15784 22470 14236 5623 3562 1,833 1161 13749 8710 | 00

Figure57: ZCR1 - STO3N statistics

STO3N shows that the transaction is one of the highest impact, in terms of total DB time, and the
average DB time (0 DB time — over 5000 ms) is about 20 times as long as average CPU time (0 CPU
Time — about 250 ms). Such alarge difference between DB time and CPU timeis often asign of a
performance problem in retrieving data from the DB server.
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Using the STAD transaction, we retrieve some detailed SAP statistics records on the system. We see
that some dialog steps run quickly, and that some are slow.

Workload Edit Tools Goto Monitor System Heln

& 3 dH @ CHB D0o0 BR 28

SAP Workload: Single Statistical Records - Overview

(& [&51[2 ][ |[~][%][TT oise. mode |[ES sel. fields [ Sener 0 [

Systen: Number of RFCs which responded (without errors): 1 { 1) =
Analysed time: 05/30/2008 f 10:40:00 - 05/30/2008 / 11:00:00 L
Display mode: 811 statistic records, sorted by time
Started Server Transaction Program T Scr. Wp|User Respanse  [Time in Wait time [CPU time |DB reg. WG e
time (ms) | WP (ms) {ms) {ms) time {ms) [time

ZCR1 g L K 1] 1] a
10:39:56 sapsiBpl3_FCR_OA ZCR1 ZCABU_SHOP_FLOOR_DRIYER_REP b 0858 7 - 25,075 23,866 2 580 22,047
10:48:30 sapsiop13_FIR o0 ZoR ZCABU_SHOP_FLOOR_DRIYER_REP b o%oe 7 42 42 ] 10 24

Figure58: ZCR1 statisticsrecords

Detailed Trace List
ﬁ| DDIC information |@ Explain :Eﬂﬁ]@a
Transaction ZGRIlIJurK ProcEss no 4|Proc. Type DIA|Client 410|User TransGUID GCIGREADNAOLNBASIG] 1431015572500 | Date 0573072008
HHZNM:55 M5 | Duration |Prnura| 083 . name | Op. Curs| Array |Recs. |RE Conn | Statenent
11:43:24 587 5,465| GAPLESYA | JEST FETCH |186 | 400 6| 108|Ri3
11:43:24.593 11| SAPLESYA | JEST CLOSE |186 8 B|RI3
11:43:24.593 5| GAPLESYA [ JSTO REOPEN |209 0|Ri3 |SELECT WHERE “HANDT® = °"410' AND "OBJNR® = ‘QV000T7S228300008001° FOR FETCH OMLY FETGH FIR
11:43:24.593 3,825 SAPLESYA |J5TO FETCH 289 1 1 o|Ri3
11:43:24 597 18] SAPLBSYA [JSTO CLOSE |209 [ 8|Ri3
11:43:24.597 G| SAPLESYA | JEST REOPEN |186 B|Rf3  |SELECT WHERE “HAMDT® = “418' AND “DBJNR® = “OWOABF7S222300000861° FOR FETCH OMLY WITH UR
11:43:24, 597 5, 265| SAPLESYA | JEST FETCH |1B6 | 400 §| 1@B|RI3
11:43:24.693 11| SAPLESYA | JEST CLOSE |186 a B|RI3
11:43:24 603 5| SAPLESYA|JSTO REOFEN |289 B|Ri3 |SELECT WHERE “NANDT® = "41@8' AND "0BJNR® = 'OVOOOT7S2Z28200088001° FOR FETCH OMLY FETCH FIR
11:43:24 603 9,022 SAPLEBSYA [JSTO FETCH |209 1 1 o|Ri3
11:43:24 612 11| SAPLESYA [JSTO CLOSE 209 B B|RI3
11:43:24 512 5| GAPLESYA [ JEST REOPEN |186 B(R13 |SELECT WHERE *HANDT® = "418' AND “0BJNR® = *0VOOOT7522880B080001° FOR FETCH OMLY WITH UR
11:43:24 812 5,881) GAPLESYA [ JEST FETCH |186 400 L 80| R1
11:43:24 619 10| GAPLESYA | JEST CLOSE |186 a 8|Ri3
11:43:24 619 5| SAPLESYA|JSTO REOPEN |209 O|R/3 | SELECT WHERE “HANDT® = "418' AND "0BJKR® = 'OWOOO775228900000001° FOR FETCH OHLY FETCH FIR
11:43:24 619 1,824] GAPLBSYA [ ISTO FETCH |209 1 1 8|Ri3
11:43:24.621 10| SAPLBSYA [JSTO CLOSE 209 0 gl Rri3
11:43:24 521 4| SAPLBSYA | JEST REOPEN |186 0|R/3 |SELECT WHERE *MANDT™ = "410' AND "0BJNR® = 'OV0OG77S228000008901' FOR FETCH OMLY WITH UR
11:43:24. 621 1,932| GAPLESYA | JEST FETCH 186 | 400 & 188|R#I
11:43:24 623 9| GAPLESYA | JEET CLOSE |1B6 L] ol
11:43:24 623 4| GAPLESYA [JSTO REOPEN | 209 O[RIT | SELECT WHERE “HANDT™ = "#18' AND “0BJNR® = 'OVO00775229200000001° FOR FETCH OMLY FETCH FIR
11:43:24 623 1,326) SAPLESYA [ JSTO FETCH 289 1 1 B|RI3
11:43:24. 625 10) SAPLESYA [JSTO CLOSE 209 ] B(Rt3
11:43:24, 625 5| GAPLBSYA | JEST REOPEN |186 O|R#3  |SELECT WHERE *MANDT® = °418' AND "0BJNR® = '0V¥000775229200008001' FOR FETCH OMLY WITH UR
11:43:24.625 2,6062| SAPLESYA | JEET FETCH |186 400 L} 188(RI3
11:43:24 627 103 SAPLESWA | JEET CLOSE |186 a B|R2
11:43:24 628 4| SAPLBSYA|JSTD REOPEN | 203 O(R{3  [SELECT WHERE *HANDT® = *418' AND "0BJNR® = '0V000775224500000001° FOR FETCH OMLY FETCH FIR
11:43:24 628 2,106] GAPLESYA [JSTO FETCH 203 1 1 BRI
11:43:24 630 10| SAPLESYA [JSTO CLOSE |209 L] Gl TE]
11:43:24.620 5| GAPLESYA | JEST REGPEN | 186 ORI |SELECT WHERE “HANDT® = “410' AMD “0BJNR® = 'OW0O0775229500000001° FOR FETCH OMLY WITH UR
11:43:24 630 1,868] GAPLESYA | JEST FETCH |186 | 400 & 100|R/3
11:43:24 632 10| GAPLESYA [ JEST GLOSE | 186 1 BRI

Figure59: ZCR1 STO5 trace

We trace with ST05, and the initial screen of the formatted report looks fine — average times of afew

ms.

141+

In addition to the “ Summarize trace by SQL statement” shown in Figure 50, one can format a trace by

selecting “ Trace list > Summarize trace by tables’.
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= DBE |
Tablelist Edit Goto Seffings System Help ‘

@ DA cae DHR D0LO BE @F
Table Summary - SAP List Viewer
BREEEELEREEREEE |

Combined Table Accesses

Vyork Proc. No 1F'Trpe|C\iEnI1HH'MM 85 MSITransaetinn‘Table Namg |Slatemenl{= Rewrdsl: Access Time| DB Connection|

4 DlA 410 11:4310161 |ZCR1 TSTC SELECT 1 18,965 Ri3 [<]
Dl& 410 11:43:10,189 ZCR1 DDO1L SELECT 1 1,938 Ri3 [
DIA |410 11:4310182 ZCR1 DONTT SELECT ] 7,303 RI3 ]
Dia 410 114310189 ZCR1 DDNTT SELECT o 1,808 Ri3 B
Dia 410 11:4310.201 ZCR1 DONTT SELECT 0 5,484 Ri3
DA (410 11:43:10.207 |ZCR1 DDNTT SELECT 0 5351 Ri3
DA |[410 114310213 ZCR1 DONTT SELECT 0 1,904 Ri3
Dla 410 114310215 ZCR1 DDNTT SELECT 0 2941 Ri3
DA 410 114310118 ZCR1 DDNTT SELECT 0 1,983 RI3
DI& 410 114310220 ZCR1 DDNTT SELECT 0 1,433 Ri3
Dla 410 11:4310.222 ZCRi DDMTT SELECT 0 2316 RI3
DI& 410 114310224 |ZCR1 DDNTT SELECT 0 10,848 Ri3
Dia 410 11:4310.235 ZCR1 DONTT SELECT 0 1,139 RI3
Dla 1410 114310236 |ZCR1 DDNTT SELECT 0 6,375 Ri3

Figure60: ZCR1 - summarized trace

Click on “Accesstime’, and then press the “ Sort in descending order” (inverted pyramid) button. The
I é)ngest SQL statement in the trace (Figure 61) took 21 seconds.

=&
Tablelist Edit Goto Sefings System Help

@ D dH e SHE DDhoao BR @E
Table Summary - SAP List Viewer

|BFEEEFFTRT EEE |

Combined Table Accesses

Work Proc. No. |PTy..|Clien HH:MM: 55 M8 | Transaction| Table Name |staternent = Records|s Access Time|DB Connecti..

N DIA 410 11:43:31028 |ZCR1 GMEL GELECT | 54,636 21,688,356 RI3 [
4 DIA 410 |[11:43:21603 |ZCR1 ZCAD_SFDR_DATA SELECT 414 836,537 i3 =
4 DA 410 11:43:24391 |ZCR1 JEST SELECT 5 134,729 Ri3

4 DIA 410 [11:43:10.249 |ZCR1 DONTT SELECT 0 78,737 Ri3

4 DIA 410 11:43:30804 |ZCR1 AFPD SELECT 10 77,408 Ri3

4 DIA 410 11:43:30.883 |ZCR1 MARG SELECT 10 72,801 Ri3

4 DIA 410 11:43:22444 |ZGR1 ZCA_SFDR_LEAD SELECT 10 70,802 Ri3

Figure6l: ZCR1 SQL sorted by time

54K rowsin 21 secondsis less than ¥2ms per row, which is OK. So, we are not going to make the
program go faster by speeding up the SQL. We need to look at the ABAP program, so see whether this
might be a problem where the program is retrieving more data than it needs.

In the SQL trace, we find the long select on QMEL.
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=g =
Tracelist Edit Got  Syslem Help

| 198 ©@@ CHR D00 BF @8
Detailed Trace List

& [ DDIC information |4 Explain || &] 2]

-
=l
Transaction zcm[woru process no 4|Proc. Type DBIA|Client Hsl User Hil lTraneer CCIBBEODDOOA0BOS501143101557 2500 | bate  O5/30/2008 ;:
HH:MMISS. S | Duration | Progean || DBi. esRe | Op. Clars | Array | Recs. |AC Cann | Statensnt :
11:43:31.028 231 | ZCABU_S...| OMEL PREPARE| 82 O[Rf2 [SELECT WHERE "MENDT® = 7 AND "SERIALNR" = 7 AND "QMDAB" = 7 FOR FETCH ONLY WITH UR :
11:43:31.029 3| 2CADU_S...| OMEL OPEN |88 OfRfZ [SELECT WHERE “MANDT® = "410° AND “SERIALNR® = ° * AND “OMDSB" = GO0DOGO0 FOR FETCH OWLY W1 |
11:43:31,028| 118,380| ZCADU_S..| GMEL FETCH |a8 206| 208 0|R/3
11:43:31.147 255 2CABU_S...| QMEL FETCH |88 296| 298 0|R/3
1143731147 247| 2CA0U_S...| OMEL FETCH |88 296 206 BlRI3
11:43:31.148(  132,083( ZCADU_S...| OMEL FETCH |88 296 296 0jR!3
11:43:31.280 306| ZCABU_S...| GMEL FETCH |88 296| 296 B|R/3
11:43:31.261 289| ZGAOU_S...| OMEL FETCH |88 296 286 0[R!3
11:43:31.281 42,997 | ZCADU_S...| GMEL FETCH |a8 296| 296 0|R/3
11:43:31.325 269 ZGAOU_S...| OMEL FETCH |88 296 296 8iR!3
11:43:31.325 250| ZCABU_S...| DMEL FETCH |88 206 206 R
11-43-31.326] 128 397] 2ea0u &l oMEL FETCH lag 206 208 alprz

Figure62: ZCR1 ST05 QMEL

Note that the values being retrieved are MANDT = 410, SERIALNR =* * (space) and QM DAB =
00000000. Perhaps the program needsto retrieve all rows that do not have a serial number assigned.

In the trace in Figure 62, place the cursor on the PREPARE or OPEN line, and select “Goto > Display
ABAP source”.

I'I?Emgram Edit Goto Utiliies(M) Emvironment System Help

|@ 1 AH CEQ DHE 1000 BE @F

ABAP Editor: Display Include ZCAOI_PE_FORMS

FEEEEEEL EREE RN o R e ) e | oo |- v
Include |ZCARI_PE_FORMS | Active

EREEREE

FORM collect_gnotes .

REFRESH: qnate_tab.

* HHABEDE -- Changed to check completion date instead of status
IF ot_oper([] 15 NOT INITIAL.
2 Begin of Add
Refresh ti_return.
PERFORM get_shipping_supervisor USING pl_werks space.
2 End of Add
get_gnote[] = gt_oper[].

SORT get_gnote BY sup_ord sernr.
DELETE ADJACENT DUPLICATES FROM get_gnote COMPARING sup_ord_sernr. <

| SELECT gmnum objnr serialnr gmtxt
INTO TABLE gnote_tab
FROM gmel
FOR AGLL ENTRIES IN get_gnote
WHERE serialnr = get_gnote-sup_ord_sernr

AND gmdab = ©.
FREE: get gnote.
ERDIF .
ENDFORM. " collect_ghotes

Figure 63: ZCR1 FORM ABAP source

Here, note that the last statement before the SELECT FOR ALL ENTRIES isto delete duplicate entries
in the internal table (get_quote) that isused in the FOR ALL ENTRIES. Thisimpliesthat the internal
table should hold values for serialnr, since the program is looking for distinct numbers.
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Next, check the source code that calls this FORM in Figure 64. We see the FORM called (PERFORM
collect_gnotes), then there is aloop where the quote_tab tableis used. But, before quote tab isread, the
program checks that serialnr isNOT INITIAL, that isblank. So, all the rows that were read for
EERIALNR =‘"* arenot processed.

I Program Edil Golo  Utilities(d) Ervironment Syslem  Help DEW
|@ ndHcee DHE Yoy IR e

ABAP Editor: Display Report ZCA0U_SHOP_FLOOR_DRIVER_REP

el e @) o izl S N Bl ot {17 incer [T Restace [ Deete [0 Onee

Repart ZGADU_SHOP_FLOOR_DRIVER_REP Active

LlElE] 1] [l Bl

| PERFORH collect_gnotes.

1041[+]

SORT gt_oper BY basic_start_dt oper_start_dste ord_seqnr prod_ord plnfl operation

LOOP AT gt_oper .
7 Capture natérial description
CLEAR: wa_nakt.
READ TABLE t_makt IKTO wa_makt WITH KEY matnr = ot_oper-ord_material .
gt_oper-ord_nat1_descr = wa_nakt-naktx._

- HME882 - Check if there are Onotes open for the serial number _
IF ot_oper-sup_ord_serns [5 MOT INITIAL.
READ TRELE gnote_tab INTO wa_gnote
WITH KEY serialnr = gt_oper-sup_ord_seror.

1F sy-subrc EOD 0.
at_oper-gnote_open = icon_display.
wa_ct-T1eldnane = “QWOTE_DPEN'
wa_ct-style = ¢1_gui_alv_grid=>nc_style_button.
APPEND wa_ct T0 ot_oper-ct

ELSE,
CLEAR: gt_oper-gnote_open.
REFRESH: gt_pper-ct.
ENDIF .
EWDLF

Figure 64: ZCR1 main program ABAP source

At this point, we contact the devel opers to discuss the program logic, and whether thisisalogic error
that needsto be fixed, in order to avoid the SQL on QMEL when there are no SERIALNRs to be
selected. Theinternal tableis not empty, but contains a value (spaces) that will never match rows that
are needed.

7.5.5. ZLTRUCK - can the SQL be avoided

Asin Section 7.5.4, thisis an example of a situation when the problem is not slow SQL, but SQL
that is not needed.

We're investigating the performance of the transaction ZL TRUCK, where the majority of dialog

step elapsed timeisDB time. Inthis STAT record, the response timeis 115 seconds, of which
102 seconds is DB request time.
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(] ndE @ DHE DVYOL0 EFE 2@ |
SAP Workload: Single Statistical Records - Details
+ Record || = mecom |[GE]] Time || DB | Tasksmemany | Tame || Eves |

Systen ) Instance et =
Analysed tine: G4/28/2008 7 20 47 88 - ©O4/20/2808 ! 00 5T 08 =
Femcord: 20,4537 - 20,67:32 ILTRUGK  ZLABR_SEARCH_TRUCE_LOAD [}
Analysis 0T Tike 1n sork process
CPU t1ae 16,360 am Humber Roll 1ns 2
AFCACPIC tiae 0as Roll cuts 2
Encueues a
Total tise 1n morkprocs 115,329 as
Load tine  FProorsa 3 as
—Response tise—116 423 & Screen 9 as
CUA 3 ntert 4 as
Wait for work process 0 as
Processing tiee 12,677 »s Rl tine  (ut 8 as 1
Load Time 3 es In 8 as
Generating tine 0 s Hait 8 as
Roll (irveait) time 99 as
Database request tise 102,749 as Frontend  Ho_roundteips 2
Engueve time 0 as EUE time 84 as
Het tise 4 as
Analys1s of ABAP /4 datsbase requests (only expl1citly by apaiication)
Comnection DEFRULT Fequest Time 102, 748 ns
Database reques e T ] Conmit tise S ms
b& Proc Cal L] b8 Proc. Ties B s
Type of Database fleguests Database | Recuest |Awg time ¢
RBA? recue: rovs |Recests|to buffer calle [tine {1s)| row (ns)
Tata 27 | 12,884 | 102,749 e
Direct read 4 o 0.8
Seguential res 5 23 [ 12,884 | 102,749 0.8
Upcate o 9 a0
el ete o a a0
Insere o a LA
Mote: Tables were saved in the tablevuffer

Figure65: ZLTRUCK statisticsrecord

Here, DB request time is 102 seconds, while CPU timeis 16 seconds. But interestingly, there are
over 5 million rows read, which is unusual for a dialog transaction.

Stat/tabrec is enabled, pressthe “Table” button in Figure 65 and we see that LTAP is the table from
\é\;lhich 5 million rows are fetched.

Worklosd  Edit Golo  Monitor  System  Healp

[=3 oA E N eae DHE Do EER @m
SAP Workload: Single Statistical Records - Details
|4 Racond || w Racond || All datails | Tima || OB | Task ! Memony | Enes |

Systes - Instance P

Sralysed time: 04/22/2002 ¢ ZO-47:88 - 04520/2008 ! B0:ST:00

Record: 20045037 - 20,4732 ILTRUCK ZLABR_SERRCH_TRUCE_LOAD v}
Table accesses  [1ist might be incoapletel)

—————— Huaber of rows accessed ——————————

Table name Total Dir. reads Seq. reads Changes Time (ms)
TOTAL 5,143,245 a 5,143,249 a 102,742
LTAR S, 142,309 a 5,142,300 a 85,049
ELAB_TRUGH _CORF a a a a 17,6249
ELAE_TRUCK_LOAD 241 [:] a1 ] 26
HATERLALLL 1 ] 1 L] 24
ZLAB_TRUCK_LOG L] ] L] a 15

Figure66: ZLTRUCK stat/tabrec

Now we can run ZLTRUCK, and trace it with STO05, to find the callsto LTAP, and determine why
it is selecting so many rows. Asin the previous examples, trace and explain the SQL with ST05.
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=
Systern  Help

e T J0 ece CNE onoo o
Explanation of SQL Access Path

view plan table

5 (=Y ] [ [

S0L staternent

SELECT "LGNUM" “TAMUM", "TAPOS"  "QDATLF  "QZEIT" , "QNAME" FROM “LTAF" WHERE "MANDT" = %
FOR FETCH OMLY WITH UR

CEETEIETEETE .« Access path |~ Tahle information | Index information

[= [l query block #1: SELECT
= %% TABLE SPACE SCAN (sequential prefetch)
[ sepPra LTAP

Cached access path
[
Figure67: ZLTRUCK LTAP explain

We see that the only local predicateis MANDT=, which isunusual. Normally, a program will
specify some subset of the data to be retrieved with where clauses on columns.

When we display the APAB, we see the cause of the problem. The program doesa SELECT FOR

ALL ENTRIES, which uses an internal tableto list the keys of the rows to beretrieved. But, if the

internal table is empty, SAP creates the SQL on the table without local predicates on the columns

using the internal table for the selection value. Put another way, FOR ALL ENTRIES restricts the

list of rows, and with an empty table, there are no restrictions.

|I:I?Erogram Edit Goto  Utilities(My Emvironment  System  Help

& T dH @@ DHE rnos BE @m
ABAP Editor: Display Report ZLAOR_SEARCH_TRUCK_LOAD

FRPEERERIEL BRI R@ e LT ot [T reree [ oo 1o on

Report ZLAOR_SEARCH_TRUCE_LOAD Active
[C1=] 0] (Ealcs] [Els)
L o ot e e Begin of
CLEAR t_contT. REFRESH t_cont.
SELECT *

FROM zlad_truck_cont

INTO TABLE t_conf

WHERE Tonum EQ p_lonum

AND  truckno IN s_truck

AND  matnr IN s_matnr

AHD  tanum IN s_tanum

AHD nltyp IN s_nltyp

AHD  wltyp IMN s_vityp

AHD Toaded_date IM s_ldate
AND  1naded_by IM s_loadhby

| SELECT 1gnum " Warehouse number
Tanum " TransTer order
tapos * Transtfer order item
gdatu
gzeit
qname
INTO TABLE it_ltap
FROH Ttap
FOR ALL ENTRIES IMN t_cont
WHERE lgnum EQ t_cont-1gnum
AND tanum EQ t_conT-tanum
AND tapos EQ t_cont-tapos .
IF sy-subrc EQ 0.
SORT it_ltap by Tanum tanum tapos.
DIF.

ERI

Figure68: ZLTRUCK ABAP
© Copyright IBM Corporation 2003 and 2008. All rightsreserved.

Page 60



IBM Americas Advanced Technical Support ====<=

In Figure 68, Ignum, tanum, tapos get their values from the internal table t_conf, so are not
included in the SQL if the tableisempty. Thisleaves MANDT=, which isimplicity added to the
SQL by ABAP.

Theresult isthat the SQL sent to DB2 has one local predicate, MANDT=, even though the
program did not specify any rowsto retrieve in the internal table.

The cure for this problem isto add a check in the ABAP for whether the internal table is empty or
not. If it isnot empty, then the SQL can be executed, otherwise, skip the SELECT FOR ALL
ENTRIES.

7.5.6. A0O71 — can the SQL be avoided

We have been asked to review performance of a program which has alarge percentage of DB

request time. We have traced it with STO05, and summarized the trace.

= oom w
SoL Stabernends  Edd Gobo  Syslem  Help

@ 100 €06 0HR Do DF QE

Summarized SGQL Statements: Sorted by duration

@ DDIC informatian E EE E EIE @

Exacutions | [dentical| buration |Recnrds Tinedexan |mciem. AvgTinedR. |HinTine/R. | Length |BfTp |TabType |0bj. name E0L statement o
25 108 115,234 24 4,610 1.0 4,802 535/!‘? TRAREP | KLA SELECT WHERE "MENDT™ = "AD AND
L 180 104,483 18] 10,448 1.0 10,443 5‘8{ i.212 TRARSP | VBED GELECT WHERE “MANDT" = _a0 AND
34 -1 182,147 B 3,004 a.0 3, b4 41 1321l TRARSF | ABT1 SELECT WHERE "MENDT™ = -AB AND
18 78 100, 761 18] 5,598 1.0 5,593 T1?\,~L& TRANEP |k SELECT WHERE "MANDT" = _AD AND
12 50 93,068 36 7,755 3.0 2,505 173 PE O i LT SELECT WHERE “MANDT" = -AB AND
4 a0, 2e1 16| 22,570 4.0 5, E43 378 576 TRAKSP FREL [KSERT VALUEE( -AD , A% | A2
42 168 37,603 ng T,086 2.6 g1 53 258 TRAKSE |ZTU SELECT WHERE "MAHE®" = .AQ
[ 168 6,487 ] 12,738 6.0 12,738 468 18 TRAKSE |J SELECT WHERE "MANDT" = -AB AND
12 100 73,E03 12 6,150 1.0 6,150 TE4| 1,640 TRAKSF | HRRC SELECT WHERE "MENDT™ = -AD AND
] G4, B05 56| 1,187 1.0 1,157 473 304 TRAKSE | G034 UPDATE SET °CHZUBB" = "CHZuae*

Figure 69: A071 summarized SQL trace

In Figure 69, note that the third entry (AQ071) is set to be buffered (Bf Tp = Ful), but the program is
making callsto the DB server to retrieverows.  Normally, buffered tables should be avery small
percent of DB time, since the datais usually already in the SAP buffers.

DB calls to buffered tables can happen if the generic buffers on the application server are too small,

such that the table does not fit in memory on the application server. We run STO2 to display the
buffer activity.
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Bt fer HitRatio %|AVloc, KB |(Freesp, KB|% Free Sp, |Die, Size|FreeDirEnt| % Froe [N Saps [8 Accs
Hametab (HTKE) 0
Table detinition 9g.97 [ 13,260 1,003 9,02 | 29,000 3,517 9.02 ] 716
Field detinition 93.95 [ 09,047 5,192 5.41 39,000 27,603 54.20 |G B9z
Short HTAR 100.00 4,210 1,156 3e.97 9,750 3,872 3.7 1] 5,678
Inttial records BE.GE [ 11,719 9,207 a7.60 9,750 1,673 1518 |EEEy 9,539
0
proaran 9369 | @9, po0 5.070 0.79 | 200,080 176,064 53083 |EEN 335
CUA 9854 10, 800 775 9.45 5,000 4,504 .13 | T 135
Screen 98 56 19,532 4, 461 24.08 | 18,080 g 457 8457 104
Galandar 1608 .68 LT a45 958.23 488 365 96 2% ] 1%
are Qg @ 4 B 3, 36T 9974 & aea 1,483 94 94 a
a
Tables a
Beneric ke 99 .43 | 125 954 i 417 5.77 | 58,080 8, 7H1 17 .52 | DONSERET| 25, 450, 321
Gingle record 95 &4 i 3,400 5.70 1,080 T T2 60 | SN 540
0
Export/iaport a7 .o 48, B00 14,499 4,18 | 28,000 14,012 o 0 | EEE
Exp.! Imp_ SHH ag . 41 T 3,226 95, 61 2,000 1,005 [ i

Figure70: ST02
In STO2 shown in Figure 70, note that there are many DB calls for data that is in the generic buffer.

See section 9.2.4 for information on using STO2 to check if the generic buffer istoo small.

If the generic buffer areaistoo small, then tables that should be buffered cannot fit in buffer
memory on the application server, and this will cause performance problems, and excessive DB
cals.

There can also be DB callsfor buffered tablesif the ABAP uses “BYPASSING BUFFER” option.
Display the ABAP from the STO5 trace, to check if BY PASSING BUFFER is specified.

7.5.7. ZREF — can the SQL be avoided

We' ve been asked to investigate the performance of a program. We trace and summarize the SQL,
and see that there is a Z table which accounts for about 15% of the DB request time.

@] T :iB eGe CHE DDA BE O
Summarnized SQL Statements: Sorted by duration
2 | DOIG information |22 Explain [ & T G/ B [ s

uuuuuuuuu Idemtical | buration Records Tineferes |Recifexec. || AvaTinefR. (RinTinefR. | Cenoth |B¥To | | TabTyoe || Obd. naas BL statesent =4
5,652 44 6,770,128 2,933 1,197 8.5 2,308 5| 36 | deact [TRANSP | ARRA SELECT WHERE *HANDT® = 7 AW
2,685 ] 3, 626,428 14 1,349 a1 25,719 18| 1,026)|deact | TRANEP | MARC BGELECT WHERE ( T_B1 . “HANODT™
2,682 bl 3,506,312 1,223 1,338 a5 2,941 645] 1,026 |deact | TRANE? MARLC SELECT WHERE "HANDT® = 7 AND
2,681 168 3,574,624 1,220 1,343 a5 2,938 a4 72 |deact | TRANEP ZREF SELECT WHERE "HANDT® = 7 AND
4 a £88, 026 4,848 224 522 1,212.8 185 156] 1,026 |deact | TRANEP HARC SELECT WHERE "HANDT® = 7 AND
13639 43 18,465,590 10, 365 1,348 a.g 1,782

Figure71: ZREF ST05 summary

In Figure 71, note that the table ZREF accounts for a bit more than 15% of the DB request time,
and it is not set to be buffered. Sinceit isacustom table, it may be that the buffering was not set
correctly.

Check the table accesses with ST 10, to see whether it might also be a system-wide candidate for
buffering. For more information on buffering tablesin SAP, see Section 9.2.5.

© Copyright IBM Corporation 2003 and 2008. All rightsreserved.

Page 62



IBM Americas Advanced Technical Support

= T ploB e@o DHEB ODAO DE @

Parfonnmance analysis: Table call statistics

Choose || Al tables || Generic buffer | Single record buffer | Sort | Analae tstle | Seners <-=tables [ Since startup

WD

Gysten: A1) servers Mot buffered tables
Time frame of analysis ©
Table ABAPIIV Processor requests D8 sctivity
Changes# Total Direct Seq. Changes Calls Rows
Total (&) reads reads artected
"Total® 22B79039653 18532205187 2378440, 820 868393 ,546 6853088 ,572 30676180438
HARC a.e7 37e, 725, 692 233,802,360 144 554 864 268,468 16,071,206 510,428,665
MARA a.8d 05,485, 637 | 259,166, 480 46,324, 394 4,754 569,807,733 | 1671083,135
MARD 1148 156 762, 198 G4, 236,013 43, 7TE3 307 17740878 264 105 843 446,723,630
KHAT 885 118,135,093 | 105,799 622 4,278, 065 58,306 224,544,747 | 520,079,600
MRKT ) 96 416,219 79, M3, 786 17,260 852 1,575 219,867 866 11627178661
IREF 8 8@ 105,731, 300 B7, 755,983 17,974, 326 am 193,300,121 115,698, 827

Figure72: ZREF ST10

The majority of selects are via select single (direct read) but about 20% are select. Generic
buffering would support both select single and select, single record buffer would only support the
select single.

Use DBO05, to check the size of the table and its key columns for generic buffering.

[OIrary Edn o0 =18 Helg
& ol ce@ DHE Cnos BE @B
DEOS: Analysis of Table with Respect to Indexed Fields
D&

S i

| Tatle 29€F @

Analysis Tor prienary key L
Analysis for spacifed nelds

Fiald 1
Fiald 2
Field 3
Field 4
Field 5

[ Submit anahsis in background

Figure 73: ZREF DB05

© Copyright IBM Corporation 2003 and 2008. All rightsreserved.

Page 63



IBM Americas Advanced Technical Support ====<=

gtem alp
ala @@ QHE ODOH0 BE @i
DEB0S: Analysis of Table with Respect to Indexed Fields

Dateltime of analysis

Bnalyzed table: ZREF

Total sausber of rows: 2,701 roes
Reguested bytes par ros: 72 Dytes per row
Reguested bytes to be buffersd 100%: 140,232 bytes
Current buffering node: na butfering

The distribution to the clients follows

client 109 2,781 rows 140,232 bytes
flows par bistinct 1 " 141 1,087 10,80 160,861 Rore than
generic key values - 18 - 08 - .6a0 - 18,088 - 100,008 -1 ,0089,000 1,000,080
Key fields Nuaber of areas that are specified by the peneric key and comtain the given nusber of rows
1 FANDT 1 ] [ o a 1
2 WERKS i) 156 495 17
3 RESMK a,re 2,78

Figure 74: ZREF DBO05 data

The table has few rows, and would only require 140K for full buffering. It isnot currently
buffered, but it looks like a good candidate for buffering — it isrelatively small and seldom
changed. One could buffer it generic on two columns (mandt, werks), or fully buffer the table to
offload the DB requests to the application server.

One would need to discuss with the application devel oper whether this table meets the third
criterion for buffering — can the application tolerate a short interval where the datais out of sync on
the app servers. When buffered tables are changed, it takes minute or so (depending on the SAP
parameter settings) to propagate the change to all app servers. For customization data, it is usually
OK to have this small interval when the datais not the same.

For business data like stock on hand of a material or an account balance, one cannot have different
information on different app servers, and these types of data would not be buffered in SAP.

7.5.8. Changing clustering sequence to optimize access times
In this example, the index supports all the local predicates, but SQL is till slow.

DB2 can cluster atable, which meansthat it places the rowsin the table in order based on the
valuesin a column or columns. SAP delivers the system with clustering defined on the ~0 index
of each table, but in order to optimize a specific business process, the clustering sequence may
need to be changed.

Please note that when the clustering sequence is changed, programs that have SQL that uses the
former clustering index will probably run slower. Clustering should be changed only after
evaluating the performance constraints of abusiness process, and considering the impact on
programs that will lose the benefit of the original clustering sequence.
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In this example, we have traced a program and found that the largest part of DB delay is selects on
the MDSB view (RESB table), where each row takes about 6 msto retrieve. 6 ms per row is rather

long.
_@Sgleammems Edit Goto Systern  Help QE‘W
|& 1 IBC@@ DHB Do DR 08

Summarized SQL Statements: Sorted by duration

[0 ntormaton /%G exprain | E31 8 5% [ 2] )

-

Executions| Identical| Duration Recards Time/exec |Rec/exec. |AvgTime/R.|WinTime/R. | Length|BfTp |TabType |Obj. name SOL statement |
62 c] 14,938 976 2,754 240,951 7.0 6 657 219 592 VIEW NnpsE SELECT WHERE “MANDT™ = 7 AND “MATN
62 [:] 1,300,051 62 20,969 1.0 20,969 1.3186 472 TRANSP | KBED SELECT WHERE "MANDT® = 7 AND “BEDI
309| 20| 1,075,068 308 3,479 1.0 3,478 844| 1,788 TRANSP | HARA GELECT WHERE "MANDT™ = ? AND “MATN
62 [:] 681 804 62 18,997 1.8 18,097 1,838 129 TRANSP | KBKO SELECT WHERE “MANDT® = 7 AND “BEDI
62 t] 466,825 62 7,528 1.0 7,528 2,092 [l TRANSF PLAF SELECT WHERE "MANDT™ = 7 AND "PLNU
62 [c] 343 397 62 5,539 1.8 5,539 646| 1.720 TRANSP | ¥BAP SELECT WHERE “MANDT® = ? AND “VBEL
124 89| 321 965 124 2,586 1.0 2 596 661 151 TRANSP sTZU GELECT WHERE "MANDT™ = ? AND "STLT
62 B| 250,083 (] 4,034 8.8 4,834 954 303 TRANSP | KBEZ SELECT WHERE "MANDT® = 7 AND “BEDI
62 197,584 62 3,187 1.0 3,187 BEE 128 TRANSF KBKO UPDATE SET “TYPKZ" = 7 , “AUFPL" =
62 98| 196,595 a 3.1m 6.0 31 625 21 TRANSP | MDMA SELECT WHERE "MANDT® = ? AND “MATN
B2 98| 190, 388 124 3,871 2.0 1,535 397 204 TRANSP STKO GELECT WHERE "MANDT™ = ? AND "GTLT
56 188,385 56 3,363 1.8 3,363 77 218 TRANSP | ZCAB_PLORD_CHE INSERT VALUES(? , 7 , 7.7 .7 .
62 98| 181,831 62 2,933 1.8 2,833 8922| 1,448 TRANSF | NARC SELECT WHERE "MANDT™ = 7 AND "MATN
62 8| 180,127 62 2,905 1.0 2,905 813 208 TRANSP | MKAL SELECT WHERE “MANDT™ = 7 AND “MATN
62 98| 177,041 62 2,B56 1.0 2,856 BB2 a1 TRANSP MAST GELECT WHERE "MANDT™ = 7 AND “"MATN
A1 as 173 R1A A1 ERTS ta 5 a4k faal 1 ada TRaNeD | wane SEIECT WHERE *MANRT® = 9 AND *UERK

Figure 75: Slow selectson MDSB

When we explain the statement, we see that the RESB~M index is being used to access the data,
with five columns in the index.

T

SQL statement |

SELECT * FROM"MSDE" WHERE "MANMDT' = 7 AMD"MATNR" = ? AND "WERKSE" = 7 AND "XLOEK" = ? AND "KZE
AR"=7FOR FETCH OMLY WITH UR

e Gl Access path | Tableinformation | Index infarmation

= [ query block #1. SELECT
= 28k INDEX SCAN (5 matching columns, seguential prefetch)
= & SAPR3.RESE-N
[ s»Prz_ReSE

Figure 76: RESB~M explain

And checking the index statistics, we see that the cluster ratio of the RESB~M index islow, which
means that it is not likely that sequential rows in the index are near to each other in the table.

Index information

I !glﬁl EI@&I@ ﬂIEH DOIC editor I Storage l Indexspace ]

Schema [Index |Indexco|umns l Cluslerralio[%]l 1stkey card. Fullkeycard.l...[ Leafpages Indexkaysl...|...]Clustering Clustered
SAPR3 |RESB-0 MANDT RSNUM RSPO5,RSART 100 1 55181592 4 606,382 55181704 2 5 ves Yes
SAPRI  RESH~M MANDT MATNR,WERKSE XLOE I, KZEAR BDTER 55 1 6,676,254 4 127540 65,181,704 3 0 |No No

Figure 77: RESB clustering

With the data we have so far, we know the statement is slow (6 ms per row), but we cannot see
what the impact is of I/0O delay on the statement. The STO5 trace shows statement elapsed time, but
not the components (CPU, 1/0, locks, network, etc) of the elapsed time. To see the time
components, we need to use ST04 and find the statement in cache.
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/ Totaltime distracross all execs i Aun statistics perexec . Total statistics across all execs

Statermenttest . Identification and status Mg time distr.per exac

£y, elapiexec | 0147317

Avg. CPU time 0.001369

Aoy, weait time Q14594

£y, sy 110 time '
Ay, read wait Eenad

Aoy, write wiait 0.000000

Aty lockdlate b wait 0.000002

Ay, global lock wait 0.000000

Ay, EL swatch wait 0.000000

Avg. other wait time 0.000355

Figure 78: RESB time per execution
Each execution averages about 150 ms, and amost al is synchronous 1/0 delay.

When you compare an ST05 trace and ST04 statement statistics, the elapsed times will be different,
since ST04 is an average of al executions since the statement was prepared, and STO05 is a subset

of DB calls.
Btatement text - ldentification and status . Y Avgtime distrperexec . Total fime distracross all execs 4 FAwg_statistics per exec . Total statistics across all execs

Execs | sec 0.23052427623

AvD gelpaces 20.68 S —
Rows examiexecs 26.18

Rows proclexecs [ 26.18

Gelpages J procassed 1.11

Examined fprocessed 1.00

Sync reads f execs | 1805

Synch writes fexecs Tl o] a.eo

Ag sync WOs 18.66 1

Avg VO duration 0,885

Fwg soris 0.00

Awg idx scans 1. B8

Awg Ibl scans g.00

Avg RID fails stor | Q.00

Awg RID fails limit [ 0.80

Awg parallel groups ) : FL B IJD

Figure 79: RESB statistics per exec
Note that rows examined and rows processed are the same, which isgood. This means that none of

the local predicates are applied on the table, they are all applied in theindex. But, there are 18
synch I/Os for each execution, and the statement has a hit rate of (26.18-18.05)/26.18 = 31%.

Thisis asecondary index with low cluster ratio, so rows that are sequential in the index are not
sequential inthetable. Thiswide distribution of data causes I/O on the table when rows are read
for the result.

Synchronous I/O can also be caused by reading rows with indirect references, which is when rows
have been updated and the update could not be saved in the original location. SAP suse of DB2
RTS detects when REORG is needed due to indirect references. The DB2 NEARINDREF and
FARINDREF display the number of near and far indirect references. Check whether REORG is
needed, before evaluating changes in clustering sequence.

In order to speed up the statement, we can change clustering sequence so that all the rows are
clustered by the RESB~M index, and there will be fewer getpages, as well as fewer 1/0s per
execution.
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Here is an example of statement times for a select using RESB~M, when RESB is clustered on this
index. Note that the statement hit rate is much higher than in Figure 79.

|IE§I.aIi5Ii-:s Edit Golo  Systam  Help el
|& 190 @@ CHEB 1hod R @B

DB2 for z/OS: Statement Cache Statistics / Details

F Statistics fiald | 2 484F || %, BW statistics || 23 invalidate SOL

LE at [11:36:58| day [A6/06/2008 08 svstam OB2
DB stast (155537 | day 04/06/2008 DB releass 8.1.5
Lastresat day Drata sinca DB start

Exgcs | sec 0.02E4339945
Forg gelpages 90,85
Raows axamiaxecs 298,20
Rinas procienees 298 28
Gaages |/ procassed 0.13
Exarmingd f procegsed 1.088
Syne reads | execs 511
Synich writes S evecs 0. Bg
£ syne VO3 5.11
fory MO disraltion 0 _0DaG
Fvg sorts 0.8
AN ila SCAns 1.00
Foeg Ebl scans 0.Bp
Fyg RID fails slor 0._68
A RID fall lirmit 068
fyg parallel groups 068

Figure 80: access by RESB~M after clustering on ~M

Now the statement hit rate is over 90% (98 getpages — 5 synch reads) / 98 getpages. So, with the
rows clustered on the ~M index, there are fewer 1/0O operations per execution, and the DB calls will
retrieve the rows more quickly.
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7.5.9. Modify Program so that data retrieval matches clustering sequence

WEe' ve been asked to review performance of areporting program. The STAT record timesare in
Figure 81.

Analysis of time in work process

CPU time 122,800 ms Number Roll ins 2
RFC+CPIC time 0 ms Roll outs 2
Engueues 0
Total time in workprocs 402,178 ms
Load time Program 4 ms
——Response time——— 402,196 ms— Screen 0 ms
CUA interf. 0 ms
Wait for work process 1 ms
Processing time 122,880 ms Ro11 time  OQut 0 ms
Load time 4 ms In 0 ms
Generating time 0 ms Wait 17 ms
Rol11 (in+wait) time 17 ms
Database request time 280,294 ms Frontend No.roundtrips 2
Enqueue time 0 ms GUI time 17 ms
Net time 0 ms

Figure 81: Financial report STAT times

The mgority of timeisDB time. The STAT record DB statistics show that each row takes on
average 2.7 ms, and if using the datain Figure 82 we divide DB calls (107,190) into DB time
(280,294), each call takes about 2.7 ms.  So, we do not have a problem with individual calls being
extremely long. (Note that we need to calculate call time, since the STAT records show time per
row, which is not the same as time per call.)

Analysis of ABAP/4 database requests (only explicitly by application)

Connection DEFAULT Request time 280,294 ms
Database requests total 123,395 Commit time 2 ms
DB Proc. Calls 0 DB Proc. Time 0 ms
Type of Database Requests Database Request |[Avg.time /
ABAP request rows [Requests|to buffer calls |time (ms)| row (ms)
Total 107,198 123395 63 | 107,190 | 280,294 2.6
Direct read 8,057 16146 25 14,831 1.8
Sequential read 99 141 107249 38 | 107,190 | 265,463 LT
Update 0 0 2} 0 0.0
Delete 0 0 ] 0 0.0
Insert 0 0 2] 0 0.0

Figure 82: Financial report STAT DB times

Since the mgjority of timeis DB time, we use STO05 to trace the program when it isrunning. Note
the progression of BELNR values on the calls (they jump up and down). We will determine the
table clustering sequence later, and compare the data access pattern to that.
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Duration |Dbj. name |Op. Rees. |RC Statement

5|RFBLG REOPEN O|SELEGT WHERE “MANDT® = '308' AND "BUKRS" = '3010' AND "BELNR" = '2009868200' AND “GJAHR™ = 2009 ORDER
2,780 (RFBLG FETCH 1 100

8|RFBLG CLOSE ] (]

3|RFBLG REOFEN B|SELECT WHERE “MANDT® = '308' AND “BUKRS" = '30818' AND “BELNR" = '2809636653°' AND “GJAHR™ = 2009 ORDER
2,302 |RFBLG FETCH 1 160

7 |RFBLG CLOSE ] 0

4 |RFBLB REOPEN B|SELECT WHERE “"MANDT® = '308' AND “"BUKRS" = '3010' AND "BELNR" = '2009968977' AND “GJAHR" = 2009 ORDER
2,403 |RFBLG FETCH 1 100

8 |RFELG CLOSE (i} 0

Figure 83: Financial report ST05

As expected from the STAT recordsin Figure 82, each call retrieves one row per call, and each call
lastsabout 2.5 ms.  We explain the statement, and find that it matches the first four columns of the
RFBLG~0 index.

Explanation of SQL Access Path

OB SR

S0L staterent |
‘SELECT "MANDT" ,"BUKRS" , "BELNR" , "GJAHR" ,"PAGENO" , "TIMESTMP" , "PAGELG" , "VARDATA" FRO

M"RFBLG" WHERE "MANDT" = ? AND "BUKRS" = ? AND "BELNR" = ? AND "GJAHR" = ? ORDER BY "MANDT"

"BUKRS" ,"BELNR" ,"GJAHR" , "PAGENC" FOR FETCH ONLYWITH UR

Hierarchical access path ( Table i

< Clauery block #1. SELECT
7 {8% INDEX SCAN (4 matching coluans)

= T3 SAPR3.RFBLG~0
Figure 84: Financial report access path

[l s#pr3.RFBLG
Usually the ~0 index is also the DB2 clustering index, but as shown in Section 7.5.8, that can be

changed. We check the index information in explain.
Explanation of SQL Access Path

B[R EE

SQL statement |
SELECT "MANDT" ,"BUKRS" , "BELNR" , "GJAHR" ,"PAGENOQ" , "TIMESTMP" , "PAGELG" , "VARDATA" FRO

M *RFBLG" WHERE "MANDT" = 7 AND "BUKRS" = ? AND "BELNR" = ? AND "GJAHR" = 72 ORDER BY "MANDT"

"BUKRS" , "BELNR" , "GJAHR" , "PAGENQ" FOR FETCH ONLY WITH UR

calaccess path | Accesspath | Table informs Index information
[Ga] 2] [Z o] 2]@n|@=|E8|| ooicedtor | storage | indexspace |
slindex  |Indexcolumns [clusterratio_[1st_[Full key caro.[Tree_[ Leafpages| Indexkeys| Rows nearopt| Rowdfar opt|Clustering [Clu tered

8. RFBLG~0 MANDT,BUKRS,BELNR, GJAHR, PAGENO 94 1 3,761,213 5 199,009 3,761,213 81,767 IJIB Yes

MEE ]

oo .

Figure 85: Financial report display index

Since RFBLG~0 is the clustering index, this means that for fixed values of MANDT, the BUKRS

will be in ascending order, and for fixed values of MANDT and BUKRS (e.g. 300 and 3010 in the
trace in Figure 83) the BELNR values will be in ascending order. But, we saw in the trace that the
BELNR is not being fetched in ascending sequence.

&) a[F[R] %] [Enl—-} O]& =] & =] 18] PN
Table name | Executions/”| Avg.elap.time "\ Elapsed time |Avg.CPUtime  |avawaittime [ [Avg.sync.uO time \avg sync. LOs
RFBLG 100,352 0002046 00:01:44.9414 0.000117 0.001929 0001746 42

TETCO 349 216578 00:01:15.565% Q.001788 0.214789 182544 4.54

Figure 86: Financial report ST04

We find the statement in the SQL cache as shown in Figure 86, and note that Synch 1/0 is about %
of the statement elapsed time.
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When we access the rows without following the clustering sequence, this can increase I/O, since
out-of-order access lessens the likelihood of finding the requested row in DB2 buffer pool memory.

In this case, we ask the programmers to review how the dataisretrieved. For instance, if the keys
for rowsto be fetched from RFBL G are stored in an internal table, the internal table could be
sorted to match the clustering sequence.

Compare the response time in Figure 86 with the following statement in Figure 87, where thereis
almost no wait time.

Tapl_e_r_name [E_xe__cu{:ons |Avs;._e_lag_.time IElapse_d time ‘[Avg.-;F'U time ]Aug w_a|t time av‘g._sync.t_ro ||me[mg.sync. li0s ] TS scans ISons
RFBLG 14,471 0.000057 00:00:00.8293 0.000054 0.000003 0.000000 0.oo o o

Figure 87: Financial report - RFBLG for ordered select

This statement in Figure 87 comes from a program doing the same select on RFBL G, but where the
keys to be selected were ordered in the program internal table to match the clustering sequence.

Duration |Obj. name |Op. Recs. | RC Statement

886 |RFBLG FETCH 1| 100

5|RFBLG CLOSE ai ]

3|RFBLG REOPEN O[SEMECT WHERE *MAMDT* = *180' AMD *BUKRS® = ‘1010° AND “BELMR" = ‘2008556578 AND “GJAHR™ = 2008 ORDER BY "MANDT® , “BUKRS" , "BEL
788 |RFELG FETCH 1| 100

5|RFBLG CLOSE B ]

3|RFELG REOFEN B[SELECT WHERE "MANDT™ = "1B@' AND "BUKRS™ = '1810" AND "BELMR™ = *20808556579' AND "GJAHR™ = 2808 ORDER EY "MANDT" , “BUKRS™ , "BEL
889 |RFBLG FETCH 1 100

5|RFBLG CLOSE g ]

3|RFELG REOPEN O[SELECT WHERE "MANDT" = *100' AND "BUKRS® = '1010' AND *BELNR® = *2008556580' AND “GJAHR® = 2003 ORDER BY "MANDT®" , “BUKRS® , "BEL
681 |RFELG FETCH 1| 100

5IRFBLG CLOSE ol ]

Figure 88: Financial report ordered rows

Since each select isretrieving asingle row, it may also be possible to further optimize this program
with array select. But regardless of whether array or single row selects are used, retrieving the
rowsin a way that matches the clustering sequence will generally help reduce DB request time.

7.5.10. Analysis of multiple dialog steps with transaction SQLR

The SQLR transaction (also named SQLR0001 or /SQL R/0001 program, depending on SAP
version) can be used to merge an STO5 trace with STAT records, in order to match SQL operations
to their dialog step, as one would need to do when analyzing a trace from a business process made
up of several dialog steps.

Since one goal in improving performance is to find problems that have a significant affect on
performance, by comparing the length of the SQL operations with the amount of database request
time for the dialog step, one can estimate the possible improvement available.

In this example, there was a complaint about the performance of VAOL. The STO05 trace has

already been made while auser ran al the dialog steps of the slow the VAO1 transaction. Now we
are going to re-process the ST05 trace with SQLR.
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@ 00 cee.

| SQL trace interpreter

(3
Trace date
Trace filename ElusrsaplRPNDONog TRACEDDD LOG
Trace user tr .
Trace date B1/14/2003
Trace starttime 10:19:12
Trace end tirme 10:41:18
Tahle names
Tasktype
Without update tasks L]
With update tasks i)
Only update tasks L
Application logic
SOLR customizing @
R/3 component hierarchy )

L]l [ (4[]
J

Figure 89: SQLR initial screen

Just as with STO5 trace list function, in Figure 89 onefillsin the start and end times, along with the
name of the user to be analyzed, selected tables, etc.

© Copyright IBM Corporation 2003 and 2008. All rightsreserved.

Page 71



IBM Americas Advanced Technical Support

Functions Edit Goto

Systern  Help

a0 e DHE fnog BRE @m

SQL trace interpreter

= Total| B WFID | B  Deselect [Hl Stat record | [H} Functions | % & B Cand. func. level Cand. sub func. level

Prag. colurmn 10

Table calumn 10

User: TRESSET Instance name: DAGO System ID: RP1 Server: usdl7Gsrap L2
Start date: 81/14/2003 Start time: 18:19:12 End date: B1/14/208083 End time: 108:41:18 Lzl
5T )vh.mm.ss.ms Duration Frogram Tahle Buf. table|Operation|Records |PID
\9/ 10:26:08. 661 874 | SAPLSZRO ADRC REOPEM g | 3

9 | 18:26:088. 662 2,828 [ SAPLSZAD ADRC FETCH 1 301

9 | 18:26:088 665 16 | SAPLSZAD ADRCT REOPEN g ] 3

9 | 10:26:088. 665 1,113 [ SAPLSZAD ADRCT FETCH 1 301

9 | 10:26:08. 666 14 | SAPLSZRD ADRG REOPEN g | 3m

9 | 10:26:088 666 969 | SAPLSZAO ADRG FETCH 8 | 3
10 | 18:26:089.932 1,154 | SAPLSDIF DOFTX X PREPARE 01 30
[l [ I[«I[»]

| 1/

Figure 90: SQLR formatted trace

The formatted trace is similar to an STO5 trace, containing duration in microseconds, table name,
and time of day. Inaddition, the STAT record is assigned a number, which is displayed in the
“ST” column.

Response |DBE req. E

I | Start time End time Tecode (Prooram T |¥p [time(ns) |time(ms)

1 10:25:05.498 |10:25:05.500 |SESSI |SAPLSMTR_WAVIGATION D| 3 1 o

2 (1@8:25:05.500 |10:25:09.124 [SESS5I |SAPLSMTR_WAVIGATION D| B 3,639 349

3 1025 06,481 |10:25:.06. 480 <adm message= i} 2} 9 0]

4 10:25: 06 604 |10:25:06. 604 <adm message= i} 2} 1} 0]

5 [1@8:25:11.307 |10:25:11.309 [SESS5I |SAPLSMTR_WAVIGATION D| B 1 o

6 [18:25:11.309 |10:25:14 290 [SESSI |SAPLSMTR_WAVIGATION D |1 2,980 91

T 10:25:11.937 |[10:25:11.945 <adm message= i} 1 8 o

8 10:26:12 060 |[10:25:12. 060 <adm message= i} 1 2} 0]

9 (10:26:08.381 [10:26:08.710 |va01 SAPMY45L D1 328 24

10 |10:26:09.882 (10:26:11.008 |WAE1 SLPMY45L D |1 1,125 180

11 10:26:13.037 |10:26:13.346 | WAD1 SLPMY45L D |1 308 [0}

12 |10:26:13.961 (10:26:14.503 |WaE1 SAPMY458 b1 542 ¢ 38N

13 |10:26:34 607 (10:26:38.677 | Wi SAPMY458 D| B 4 069 3,281 25

14 |10:26:38.126 |10:26:38.638 |WaEd SAPMSEY 2 511 &1/?
Llell [ |[1[+]

Bk  Ccancel

Figure91: SQLR STAT record display

In this example, we would review the formatted trace in Figure 90 for SQL related to dialog step
ID 13, since that isthe dialog step with the longest DB request time, and thus the greatest
opportunity for improvement.
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7.6. Batch

7.6.1. Analysis process for batch

As with transaction analysis, the two main tools are ST05 and SE30. Use STO5 to find inefficient
SQL, and determine what activities take the most database request time. SE30 is used to profile the
time running on the application server.

Since batch jobs are long running, one can gather additional information on the job, using ST04
thread information and ST06 CPU information, to get an end-to-end profile of elapsed time that
includes CPU on the application server, CPU on the database server, delay on the database server,
and “overall not accounted” time, which includes network time and STAT “missing” time. The
sources of delay in DB2 are discussed in more detail in section 8.1.

If thejob islong running and the statistics for a counter have wrapped, then the STAT records are
not helpful in filtering the problem source — whether it is excessive database request time, etc.
Analysis of the job whileit isrunning is required.

Evenif the STAT counters have wrapped, the data recorded in stat/tabrec may still be valid, so
stat/tabrec and rsdb/stattime can be helpful in gathering data about performance issuesin long
running batch jobs. These two SAP parameters should not be enabled all the time, just during

detailed problem analysis.

7.6.2. Using SE30 to determine cause of excessive CPU use

SE30 can be used to determine the components of response time for batch jobs or transactions.
When the problem is high CPU use on the application server, SE30 will show which ABAP
routines take the most time. One can then focus on these problem areas. When running SE30 for a
transaction, start the transaction from within SE30. When tracing a batch job, trace thejob in
paralel with SE30, asin this example.

For this example, assume that we have already reviewed the STAT/STAD or ST03 statistics for

this next job, and have determined that the majority of elapsed timeis CPU on the application
server.
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G| 290 H @@ BHE NDON HAE @
ABAP Runtime Analysis: Initial Screen

BN Tips & Tricks

Measurement

@00 Comment

In current session In parallel session

® Transaction l@ Enahle/Disable
e a ek

) Program

) Function module

@ Execute I

Restrictions

Yarj DEFAULT
Standard variant
A g

Change

7| Perfarmance file

Ternp Application. . SAPMSSY1
. Short description REMOTE
Va”antMeasurementdate O1/31/2003 B9:18:15
File size in KB 1,153
|In Analyze | Otherfile... B Fieinfo. @ Delete..

° ou are logged onto a hostwith mare than one processor (see lang text)

Figure92: SE30initial screen

To run SE30 using customized traces, select the TMP variant, then press the change button.
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A H @R EHE DDO0IRE @ o

|

Alremart =
( nternal tables

Runtime Analysis: Change Measurement Restriction Variant

) Frogram {partsy ~ Statements

Duratnitype

Modularization units
Methods

Events (00}
Function modules
Subroutines

Database accesses Diata transfer

Open SQL EXPORTAMPORT
Mative SGL DATASET
Contexts

[] DE-level ops

Screen

Flow logic
Formatting for frontend
Madules

Message handling

ProgramsiTransactions/C Routines

Generation/Loadng
Generate LOAD

Read aoperations
Change operations

Miscellaneous

ASSIGN, PF-STATUS, SET LOCALE, ...
Statistics

[ Kernel-level runtirme adminstration
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Figure 93: SE30 Statement options

To trace activity on internal tables (this cannot be traced with ST05) select the Read and Change
operations at the bottom left.  This can make the trace grow very quickly. Inefficient read from

internal tablesis a common scalability problem in ABAP programming.
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Wariant Edit Goto  Systern Help

B3ld @I e@eQ SHE DDoO0 BE @0
Runtime Analysis: Change Measurement Restriction Variant
2 Save as.. G

Wariant THP

I[«][»]

Frogram {parts) k Statements Duratnitype |

Max. size offile 2,008 KB
Maximum runtime 1,800 Seconds

Aggregation

O Bycall

) MNone

[] with memary use (if aggretation nat used)

NED

| <

Figure 94: SE30 set duration and aggregation
Limits can be placed on the trace time, or size of tracefile.

The aggregation radio button controls how the trace is summarized. If “None” is selected, then you
will be able to see the response time of each DB operation, each internal table read, etc. Full
aggregation summarizes all the callsinto asingle total time. One can calculate the average time
from count and total time, but one cannot seeif there is a skew in the call times.

Save and go back to theinitial SE30 screen (Figure 92) and press the “ Enable/Disable” button
under “in parallel session”.
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List Edit Goto Settings ystem  Help

2 OH e SHE anon BE @ m
Start/end measurement in selected WP
Gy T Y C AR N T (R

Mo. On Type Status FReason Time User Report Action Table KB HName L7
o DI&A  Running THOMAFX SAPLYWE1A

1 DIA  Waiting

2 DI&A  Running 402 GORDOMY SAPRSATO

3 DIL  Stopped CPIC THOMEFY SBPLVE1A

4 DI&A  Running GORDOMY SAPLTHFE [
5 DIL Waiting

G DIA  Waiting

7 DIA  Waiting

g DIA  Waiting

9 DIA  Waiting

10 DIL Waiting

11 DIA  Waiting

12 DIA  Waiting

13 DIA  Waiting

14 DIA  Waiting

15 DIL Waiting

16 DIA  Waiting

17 DIL Waiting

| <

N

Figure 95: SE30 processlist
Select the process to be traced, and press the activate button (4th button from left).

List Edit Goto Settings y=term  Help

2 OH e SHE ONhon BE @ m
Start/end measurement in selected WP
A S R =

I[41[»]

No. On Type Status Reason Time User Report Action Table KB Name

2] DIA  Running THOMAFY SAPLZY_CRPPRICING

1 DIA  Running GORDOMYX SAPLTHFE

2 DI&  Running 444 GORDOMY SAPRSATO

3 @ DIa EANER CPIC THOMAFX SAPLYE1A fusrisap/RPO/DYEEMGSE0/ data/ATODOOOY
4 DIA Waiting [
5 DIA Waiting

6 DIA Waiting

7 DIA Waiting

8 DIA Waiting

] DIA Waiting

18 DIA Waiting

11 DIA Waiting

12 DIA Waiting

13 DIA Waiting

14 DI& Waiting

15 DIA Waiting

16 DIA Waiting

17 DIA Waiting

N

| q

Figure 96: SE30 activated trace

Run the trace for awhile. Then deactivate it. This brings you back to the main SE30 panel again.
Press Analyze.
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@ Al H e EHE DDLO0IFRE @

ABAP Runtime Analysis: Initial Screen

Tips & Tricks

Measurement
@00 Comment
In current session

In parallel session
|&  EnableiDisable

® Transaction
) Program
) Function module

@

Execute

Restrictions
THP

Temparary variant

Yariant

EC8lsd 2]

Ferformance file
Application
Short description

SAPLYETA

REMOTE

B1/31/2003 09:31:25
53

Otherfile...

Measurement date
File size in KB

it

Analyze =3 B Fieino. @ Delete...

Figure 97: SE30 analyze
After the analysisis done, you get an overview of time during the trace interval.

aldH @@ EHR DDLO0 EE @0

I Runtime Analysis Evaluation: Overview

BEEfeeNEE& S ¥

I[«1[»]

Frogram SBPLCSLS = APD Time 0g9:42:12
User GORDOMX Date o1431/03
Execution time in microseconds:
SEAP | I—— 20,254,738 = 100.0%
Datahase o = 0,0%
R{3 System 9,473 = o.o0%
| | | | | | | | |
T T T T 1 T T T T 1
o% a0% 100% 20,264,211 = 100, 0%

- Mo entry found - ‘

KD

K| T [« ]

Figure 98: SE30 Runtime Analysis Overview
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In Figure 98, 100% of 20 seconds elapsed time (units are micro-seconds) isin ABAPtime. This
contains CPU processing, as well as RFC and other time on the application server. Pressthe ‘Hit
List” button on the top left.

Runtime : is Edit Goto LUtilities tern Help
3 H e BHE HDLD BE @
Runtime Analysis Evaluation: Hit List
aa i T B ¥
Mo, Gross Net|Call ;
1] 20,264 211 9,473 [Runtime analysis
180 19,983 457 142 740 |Loop at IT_9572
1200 19,972 482 7,596 [(PERFORM COLLECT_SL_DOC_PARTS
GO 19,194 258 2,621,477 [Loop at IT_9573
3,586 16,729,080 |Read Table IT_9610
60 560,624 |Read Table IT_8573
120 189,631 161,259 [Loop at IT_9571
120 49 796 |Loop at IT_OG06
120 15,691 |Read Table IT_96088
G 12,687 |Read Table IT_9606
3,596 11,199 [Append IT_9610
180 T26 [Read Table IT_8582
240 443 |Loop at IT_O
G 350 (Loop at IT_9576
G 203 (Append IT_9G6B6
G 179 [Read Table IT_8575
G 154 (Loop at IT_9560
60 149 |Read Table IT_9577 __
G 113 [Read Table IT_89574 L=
[l (][]
| A 7

Figure 99: SE30 hit list

Then sort by Net time to determine the routine where the most time is spent. Thisisnet asin
Net/Gross, not network.
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Runtime an s  Edit Goto  Utilities Systerm  Help
2AH I CEQ SHB fDhon BHE @@
Runtime Analysis Evaluation: Hit List
aa oh T B ¥
Mo, Gross Net|Call ;
3,536 16,729,080 |Read Table IT_9518
60| 19,134,258 | 2,621,477 |Loop at IT_9573
&0 560,624 |Read Table IT_3573
180| 19,983,457 142,740 |Loop at 1T_9572
120 189,631 181,253 |Loop at 1T_9571
120 49,796 [Loop at IT_3606
120 15,691 |Read Table IT_0508
£0 12,687 |Read Table IT_05G6
3,536 11,199 |8ppend 1T_9510
11 20,264,211 9,473 [Runtime analysis
120| 19,972, 482 7,506 |PERFORM COLLECT_SL_DOC_PARTS
180 726 |Read Table IT_3582
240 443 |Loop at IT_B®
&0 350 |Loop at IT_9576
&0 203 |Append IT_3606 B
&0 179 |Read Table IT_3575
&0 154 |Loop at IT_9568
&0 149 |Read Table IT_0577 L
&0 113 |Read Table IT_3574 |+ ]
LD [ [«][v]
| sort by nettime 4/

Figure 100: SE30 sorted by Net time
Drill in to the long-running Read Table.

Calls of Read Tahle IT_9610
[4]
No Gross MNet|Line [Include Call E‘
3,481 4 976 822 |LCsLsum Read Table IT_96 [
3,517 4,949 gz2|LCsLsum Read Table IT_96
3,512 4,941 822 |LCsLsum Read Table IT_S96
3,366 4,934 gz2|LCsLsum Read Table IT_S96
3,584 4 937 A22 | LGSLSUMm Read Tahle IT_89A
3,584 4,937 gz2|LCsLsum Read Table IT_S96
3,323 4,932 g22|LCsLsum Read Table IT_96
3,251 4 927 822 |LCsLsum Read Table IT_S96
3,156 4 926 g22|LCsLsum Read Table IT_96
3,524 4 924 B22 | LGCSLEUMm Read Tahle IT_896
3,387 4,924 gz22|LCsLsum Read Table IT_896
3,544 4 922 A22 | LGSLSUMm Read Tahle IT_896
3,486 4,914 gz22|LCsLsum Read Table IT_S96
3,344 4,918 g22|LCsLsum Read Table IT_96
3,306 4,918 822 |LCsLsum Read Table IT_96 £
3,457 4 916 gz2|LCsLsum Read Table IT_896 [+]
[l [ |[«[»]
o bh S GrossiMomet B 3%

Figure 101: SE30 long reads from internal table

Each read from an internal tableis nearly 5 ms., which isvery long. In genera, internal table read
will be just afew microseconds. Press“display source code” on the bottom row.
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Systern  Help

Goto  Utilities  Environment

Bl H e BHE D000 BE @0
Function Builder: Display CIF_SL_DOC_OUTBOUND

Edit

Function module

4m ®| 2|93 I.‘EH E IR RN S | @ | Pattern | & | Insert || Change || Delete ||&5| | Function module docurner

Function module CIF_SL_DOC_OUTBOUND Active
Aftributes k Impart k Export k Changing k Tahles k Exceptions " Source code |

B [2le)] @i @im

| IF S¥-SUBRC <= 0.
APPEND IT_ATPFIELD TO ET_ATRFIELD.
ENDIF .
ENDLOOP .

read guot_vh (1:n)
LOOP AT IT_OUOT_YE WHERE
DELMR = IY¥_DOC_MUMBER AMD
DELPS = IY_ITHM_WUMBER.
READ TABLE ET_OUOT_WE WITH KEY IT_QUOT_VE.
IF S¥-SUBRC <= O.
APPEND IT_OUOT_WE TO ET_QUOT_YE.
ENDIF.
ENDLOCOP .
* read coclst (1:n)
LOOP AT IT_COCLST WHERE

I[«1[]

I[«][»]

WBELMW = IY DOC_NUMBER AND —
POSMRE = IV_ITH_WUMEER. ;
READ TRELE ET_COCLST WITH KEY IT_COCLST. EL
[l KD
| W

Figure 102: SE30 cursor positioned after offending line
The cursor will be positioned after the slow statement. Page up to see the statement.

em Help

Edit

Goto  Utilities  Environment

Bl H e BHE D000 BE @0
Function Builder: Display CIF_SL_DOC_OUTBOUND

Function module

4m ®| 2|93 I.‘EH E IR RN S | @ | Pattern | & | Insert || Change || Delete ||&5| | Function module docurner

Function module CIF_SL_DOC_OUTBOUND Active
Aftributes k Impart k Export k Changing k Tahles k Exceptions " Source code |

A = S EFEEY

I[«][»]

I[«1[]

LP5 = IW_ITM_NUMEER.
< READ TABLE ET_ATPFIELD WITH KEY IT IELD.
T — FndNialaTud L

APPEMD IT_ATPFIELD TO ET_ATPFIELD.
ENDIF.
ENDLOOP .
* read guot_vh (1:n)
LOOF AT IT_QUOT_WE WHERE
DELMR = IY¥_DOC_MUMBER AMD
DELPS = IY_ITM_MWUMBER.
READ TABLE ET_OUOT_WE WITH KEY IT_OUOT_VE.
IF S¥-SUBRC <= O.
APPEND IT_QUOT_WB TO ET_OUOT_YE.

ENDIF .
ENDLOOP .
*  read coclst {1:n) e
LOOP AT IT_COCLST WHERE i
YBELN = T¥_DOC_NUMBER AND EL
[0l NED
| 4

Figure 103; SE30 slow statement found
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Now we have found the statement, what is the problem? Since thisis SAP code, we could open an
OSS message. SE30 has a Tips and tricks section, with common problems. Thisisthe ‘linear

search vs binary search’ example.

Staterments  Edit Goto  Systerm Help

I inear search vs. binary Search

4 4 P Pl & Measureruntime [l Listexamples e

= icioges) =] microsee 0
Linear search in an internal table Binary search in an internal table
READ TABLE ITAB INTO WA READ TABLE ITAB INTO WA
WITH KEY K= % 5 WITH KEY K= E
(4] BINARY SEARCH. (4]
(<] (<]
anof an o [+]

-

-

search through all entries is wery time-consuming.

Try to keep the table ordered and use bhinary search

* or used a table of type SORTED TARBLE.

IT TAE has n entries, linear search runs in Of n ) time, whereas
binary search takes only O( log2( n ) ).

»

-

»

I[4]
IT internal tahles are assumed to hawve many (=20) entries, a linear H
(4]
[~]

Lal[+]E IL4[+]

| d 4

Figure 104: SE30 Tipsand tricks—linear search vsbinary search

So, in our example above, the fix (from SAP) would be to change the ABAP to use the “BINARY
SEARCH” option on the “READ TABLE” operation.

7.6.3. Sample of SQL cycle analysis in batch
When tracing a batch job, it isimportant to find the cyclical behavior of the job, so that analysis of
the SQL can be performed through at least afull cycle. Analyzing and aggregating several cycles
is preferable, in order to average out the impact of transient conditions.
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Start, list, and summarize an STO5 trace of the batch job. In the summarized trace, look for the
markers of acycle. First, look for the “commit work” statements. There may be several cycles
within a single commit work, there may also be one cycle per commit work, or there may be
several commit works per cycle. In this case, choose the update to TSTO1 as the marker for a
cycle. Select the starting line, then “edit > select beginning”.

™ SOL Trace: Select Data for Compression . : =10] =
Trace SQL Edit Goto  Swstem  Help Q
& || TEeeGc@ EHE atan | BEE|@
Cancsl selaction
=]
[pTD> Pro Cli Time Tcode/pr Table Z2QL op Pecs. Time
oon729s84 BTC E10 12:47:43 251 ADFCEDATE IN= 5 23 _685
00072984 BTC 510 1l2:47:43.Z7%5 — COMMIT WODRE -— cwr 0 28,741 C
00072984 BIC S10 1l2:-47:-43.394 TSTOL UPD 1 15,132
00072984 BTC 510 1Z:47:43_410 - COMMIT WORE - cr o 2,397 =
Q0072984 BTC 510 lZ:47:43.421 NAST ZEL Q 22
ono72954 BTC 510 12:47:-44 S06 VELTH SEL 1 43 _513
00072924 BTC E10 1lE2:47:44. 256 VEDL SEL 1 s0,.675
00072584 BTC S10 12:47:44.528 FHAL SEL 1 34,985
000723984 BTC 510 1E:47:44_ 3964 VEERE SEL 1 Z,.036
0opo7E924 BTC E10 1Z2:47:44.959 BRIV ZEL 1 2,242
00072584 BTC E10 12:47:4d4. 574 BEIKP SEL al 31,555
0007924 BETC E10 1lZ:47:45.00& VERDP SEL 2 ll4 .20
00072984 BTC 510 12:47:45_123 EIDO SEL El g4 872
00072284 BTC 510 1l2:47:45.Z27 VEAP SEL 1 Z1.064
OD07E924 BTC E10 1lE:47:45. Z49 VEAP SEL 1 E6 . 377
onoo725s4 BTC E10 12:47:-45 278 VELD SEL 1 2,758
Q0072984 BTC 510 lZ:47:45.281 VEATD SEL kS Z.45L
00072984 BTC 510 12:47:45_ 284 VEATD 2EL i 2,172
00072284 BTC E10 1l2:47:45.Z88 VBAT SEL p X 10,324
00072984 BTC S10 12:47:45.299 VEAP SEL it 1,953
00072984 BTC E10 1Z:47:-45_ 302 VELD SEL 1 2507 -J
Q0072284 BTC E1Q0 lZ:47:45.3z2l VEPA EEL p S 1.9
ooo072984 BTC 510 12:47:-45_ 3285 VEBATP 2EL 1z 45 _S537
00072984 BTC 510 1E2:47:-:45.374 VELE SEL 1 Z,.636
00072584 BTC 510 12:47:45.378 LIKF SEL 1 5,537
00072984 BTC 510 12:47:45_ 391 EMAE] SEL 1 2,963
opo7E924 BTC E10 1Z:47:45. 395 BRIV SEL =2 2,053
00072584 BTC E10 12:47:45. 3298 FENEL S3EL al 24,284
O007Z984 BTC 510 1E:47:45.423 SADD SEL 1 2,115
00072984 BTC 510 12:47:45_426 VEPA SEL i 1,645
00072284 BTC 510 12:47:45_ 429 STHHE SEL o 53,392
OD07E924 BETC E10 1lE:47:45.4933 STHHE SEL o 1lE2. 828
ono725s54 BTC E10 12:-47:-45_ E07 STHIT SEL [a] 11,336
00072284 BTC 510 l1l2:47:45.512 STHH SEL Q 1,683
00072984 BTC 510 12:47:45_ 521 LIKP SEL 1 1z 132
00072984 BTC E10 1E:47:45_ E34 VEDE SEL 1 2,813
OD07E924 BTC 510 lE-47:45.533 VEF& SEL 1 22,814
oon729s84 BTC E10 1Z2:47:45_ 6828 WITTH SEL 1 1,768 -
1| | 3|
[ ) | B

Figure 105: TSTO1 - Select starting point in summarized ST05 trace
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Then, use “find" to locate additional markers of the cycle— TSTOL.

- ™ Find x|

Ho. of hits: 7
OoOO072254 BETC 510 1z2:47:43_. 324 TSTOLl TP 1 15,1
ooo7zESg4 BTC 510 1z:-47:-42 226 TETOLl TP 1 11,1
Q007524 BTC E10 1lZ2:47:E54. 304 TETOLl TP 1 1.7
ooo07zE3s24 BETC 510 1z:47:E85E7_Z&1 TETOLl TP 1 2.5
ooo7zEsg4 BTC 510 12-42:00. 228 TETOLl TPD 1 4,9
OoOO072254 BETC 510 12:45:03_455 TSTOLl TP 1 5.1
ooo7zEsg24 BTC 510 1zZ:42:0&6_ 4322 TETOLl TP 1 1z,.5

4|

Poszition curzor I m Find again I - I

Figure 106: STO05 cycle marker example
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Select the end of the cycle: “edit > select end”. Here, the selected range ends with the
ARFDSDATA insert before the TSTO1 update.

™ cQL Trace: Select Data for Compression =101 ]
Trace SCOL  Edit Goto  System  Help -
& || e SHNB nnan DR @
Q ? Compress ﬁ
=
PID Pro Cli Time Tcodefpr Table SQL op Recs. Time
00072984 BTC 510 12:48:03.269% ARFCSDATA INS 4 25,930
00072924 BTC ES10 12:48:02. 295 - COMMIT WORK - cu o 71,520 c
00072984 ETC S10 1Z:48:03_458 TETOL TFD 1l 5,131
00072954 BTC 510 12:48:03.464 = COMMIT WORK - cw 0 15,328 €
00072924 BTC E10 1Z7:428:=03_480 MNAST SEL o a7
00072934 BTC 510 1Z:48:04_ 8558 VEUK SEL 1 Z,074
00072924 BTC 510 12:40:04.0877 VERA SEL 1 1,874
00072954 ETC 510 1Z:48:04. 580 VERK SEL 1l 4,966
0007EF54 BETC 510 1Z2:45:04.858% VERP SEL 3 30,317
00072924 BTC E10 12:428:04_940 UBAP SEL X 31_259
00072934 BTC 510 1Z:48:04_ 372 VELP SEL X 4,332
Q0072224 BTC E10 12:48:04.5277 VEAD ZEL 1 2,956
00072924 BTC 510 1Z2:48:04_ 397 VEFPLA SEL i 3,702
00072554 ETC 510 1Z:45:05. 002 SADR SEL 1l 39,862
ooo7z2924 ETC 510 1Z2:48:05.043 VEAP SEL 3 4,202
00072924 BTC E10 1Z:42:05_049 VBLAK SEL X Z2,294
00072554 BTC 510 12:48:05.052 LIEP SEL 1 8,771
00072924 BTC 510 1Z2:48:05.064 FRAL SEL 1 2,924
00072354 BETC 510 1Z:45:05 068 KO SEL 3 1.974
00072584 BTC £510 12:48:05.071 HNELl SEL 1 1,397
00072924 BTC E10 1Z:48:05.073 SADDR SEL X 1,263
00072984 BTC 510 12:48:05.075 VEPA SEL il 1,378
00072924 BTC S10 12:429:05.077 STHH SEL o 2,345
00072954 ETC S10 1Z:48:05_080 STH SEL 1l 1,644
Q0072254 BTC E10 12:48:05.0832 STHL SEL 1 4,584
00072924 BTC E10 1Z:428:=05_089 STXH SEL o 1,634
00072934 BTC 510 1Z:48:05.091 LIEP SEL 1 Z5,08Z
Qo072oe4 BTC 510 12:40:05.117 VEIR SEL 1 1,944
00072954 ETC S10 1Z:48:05.11% VEFA SEL 1l 15,324
0007EF54 BETC 510 12:45:05.135 VITK SEL a4 30,807
00072924 BETC 510 1Z2:48:05_ 166 LF&Ll SEL 1l 1,614
00072934 BTC 510 1Z:48:05_ 163 STXH SEL o 40,454
Q0072224 BTC E10 12:48:0F5.210 FHAL ZEL 1 1,350
00072924 BTC 510 1Z2:48:05_212 VEBAK SEL i 2,430
00072254 BETC 510 12:45:05.215 KNER SEL 24 c.506 _I
00072924 BETC 510 1Z2:48:05_ 218 EBESID SEL i 4,943
00072924 BTC E1D0 1Z:48:05_ZZE STXH SEL o 1,810
Q0072224 BTC E10 12:48:0F5.227 byt ZEL 1 1,822 -
« | ;l_l
I love [Toass #

Figure 107: STO5 select end

Use “edit > set tcode” to put an identifier into the trace. ST05 does not care what is entered, so
make it something that will help to interpret the result, if you look at this a month from now.

- M et new transaction code il

T code/program IEJ.-:--:-p

w#  Continue Iﬂ Cancel |

Figure 108: ST05 set tcode
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Press the summarize button (also labeled compress in some SAP versions) to compress the trace,
and then sort by time.

"™ SQL Trace: Display Compressed Data - | O |i|
Trace SOL  Edit Goto  Systern Help L |
& [T B eae@ CHNB DDon R @
|=a
-
Teoda/py Table SQL op Accesses Recs._ Time Pereoeant
SLOOP VEAP SEL (13 loz S08,.005 l4.1
SLOOFP OETH SEL Z6 137 581,260 9.0
ELOOP VERP SEL 40 65 E41,475 8.4
ESLOOP STHH SEL 27 3 474 546 7.4
LLOOP EERD1 SEEL z0 d ) 21Z,.040 4.2
SLOOP MARC SEL 30 30 30Z_651 4_7
SLOOF ATAE-TCPOZ SEL 10 1,830 290,318 4.1
SLOOP VEFA SEL & s 252,698 3.9
LLOOP HAZT S2EL 10 [ 220,089 3.6
LLOOP KOCLU SEL 5 13 212 _158 3.3
SLOOP HAET UrD 5 5 197 _.309 3.1
SLOOF HART SEL S0 30 158,637 £.5
sLOoop SADER SEL 1z 13 15Z,448 Z-.4
ELOOP TEPA SEL 15 15 180,300 2.3
SLOOP STXL SEL 1g i 147,558 e |
SLOOP EIPOD SEL z Z5 143,947 e
SLOOP ATAB-TCPOO SEL 7 7 13Z,463 Fai
SLOOFP ARFCEDATA INs 5 27 1z5,.208 2.0
SLOOP ARFCSSTATE INS s s 125,088 1.9
ESLOOP FNAL SEL 1z 18 111,617 17
LLOOp LIKED SEL a =] 107,719 1.7
SLOOF VEBAK SEL 13 13 10Z 068 1.6
SLOOF YEUH SEL 5 5 0,543 1.4
SLOOP TFO12 SEL 1s o 22,166 aa
LLOOP ESTD S2EL £ s 75, 824 1.2
LLOOP FNE1l SEL 5 13 £7.362 o.9
SLOOP EIEKP SEL z £ 54,976 0.9
SLOOF Eww SEL 13 Z3 S5Z,429 0.8
SLOOFP FILENANE SEL 10 o 43,414 0.7
SLOOP VITK SEL 4 4 42,996 0.7
ESLOOP LFAl SEL 4 4 38,663 0.6
LSLOOP TSTO1 UrD 13 5 6,624 0.6
SLOOP FILENAMECI SEL 10 o 36,164 0.8
SLOOP VERK SEL 13 12 35,422 0.8
SLOOP FNHK SEL 10 10 34,406 0.5
Total 491 2,288 &.426,007 lo0.0
=
[ovR 1001 2

Figure 109: ST05 summarized and sorted

Now evaluate the summary and look for slow tables. The time units are microseconds. At the top
of the figure, 102 VBAP rows are read in 908 ms (908,005 microseconds), for an average of almost
9 ms per row, which isabit slow.

Since the top tableis only 14% of DB time, unlike the transaction trace in section 7.5.2, there is not
abig problem on any of the tables. The purpose of this section is to demonstrate a process for
analyzing SQL for batch jobs.

If there were a problem, use STO5 to explain long running SQL statements, check whether a better
index is available, of if anew index might be needed, or if the program should be changed.
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8. Check for inefficient use of DB resources

8.1.

DB2 accounting data — delay analysis

DB2 accounting data can be used to determine where timeis spent processing in DB2. Timeis gathered on
each DB2 thread, and is broken down into “class 17, “class 2", and “class 3" time.

Class 3 suspend time is when the thread is suspended, and waiting for a DB2 action (commit, 1/0,
row lock, etc).

Class 2 Elapsed time iswhen DB2 is processing a request — it contains the Class 3 delay time, as
well as CPU timein DB2 (class 2 CPU time).

Class 1 CPU istimethat athread is processing SQL from SAP — it contains class 2 CPU, plustime
processing on S/390 outside DB2, e.g. timein the ICLI.

Class 1 elapsed time isthe time athread isallocated. Thisis not a useful performance metric with
SAP.

Not attributed time = Class 2 elapsed time — Class 2 CPU time — Class 3 suspension time. It isthe
time that isleft when all the time that DB2 can account for is removed from DB2 elapsed time. Not
attributed time happens when DB2 considers a thread to be runnable, but the thread is not running.
This might be caused by a CPU overload on the DB server, a paging problem on the DB server, etc.
In some versions of SAP, thisisreported as“Other” timein ST04 “times”.

Outof DB2 In DB2
: Class 1 Class 2 Class 3
; Elapsed Elapsed Suspensions
—= thread allocate : _andCPU  and CPU
- - ) r
e I i a
— 1.SQL : | - -
; | [I
— = 2, SQL E | I
— thread deallocate ﬁﬂﬂﬂ[ﬂﬂﬂ[;{ ,,,,,,,,,,,,,,,,,,,,,,,,,,,,, |

Figure 110: DB2 time categories

At asystem-wide level, the ST04 “global times’ function (or DB2PM accounting report) can be used to
display the main sources of delay in DB2. Since these delays are generally a symptom of another problem
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(e.g. inefficient SQL causes excessive I/O which causes high I/O delay in DB2), ST04 “times’ is best used
to get an overview of the system performance in DB2, and to get afeeling for the possible gains which can
be achieved from tuning.

ST04 (DBACOCKPIT) statement cache display can be used to examine the delays of individual statements.

ST04 “global times’ datais calculated from active threads. Since SAP DB2 threads may terminate and
restart over the course of a day, one should evaluate ST04 “times” at different times of the day, or aggregate
the thread accounting history with DB2PM, in order to see the overall impact of delaysin DB2. Long
running threads, such as threads for monitoring programs, can skew the “global times’ data. Check the
ST04 thread display, and sort the threads by time, to determine if ther are long-running threads that are
skewing the “global times” data.

A ratio of about 50% delay in DB2 and 50% CPU in DB2, is very good for a productive SAP system. If the
inefficient SQL has been removed, and the DB2 subystem is achieving 50% CPU in “global times’, then
there is probably little opportunity for improvement. Ratios of up to 75% delay and 25% CPU are very
often seen in normal productive systems. If, however, the system has aratio of 80% (or higher) delay to
20% (or lower) CPU, and you want to improve overall DB server performance, then some additional
analysis can show if thisisasign of a system-wide performance problem (inefficient SQL, slow /O
performance, etc) that needs to be addressed. In general, the bigger the delay, the larger the opportunity for
improvement, and the easier it isto get improvement.
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Figure 111: ST04 global times

8.1.1. Components of DB2 delay
The DB2 administration guide (SC26-9003) describes the “class 3" delays in detail. The most common
delays seen with SAP systems are:

e |/O suspension, which is synchronous read by a DB2 thread. Synchronous I/0 is executed by the
thread running application SQL.

e Phase Il commit, which iswait for commit processing, which includes logging.

e Other read suspension, which iswait for prefetch read, or wait for synchronous read by another
thread. Unlike synchronous I/O, prefetch is not done by the DB2 thread running application
SQL, but by prefetch processes.

e Other write suspension, where the DB2 thread is waiting for a DB2 page to be written.

e Lock/Latch suspension, which islogical (row level) lock suspension, as well as DB2 internal
latch delay, and latch suspensionsin IRLM.

e Page latch suspension, which is DB2 page contention. Since only one thread at atime can be
changing a page, if several different threads simultaneously try to change different rowsin the
same page, there will be page latch contention. Also, in tables with very high insert activity,
DB2 space mapping pages may have contention.

e Open/Close suspension, which is dataset open and close.
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8.1.2.

8.1.3.

Global lock suspension, which is data sharing locking suspension.

Key indicators in DB2 Times

Suspend in DB2 high - (class 3/ Class 2 elapsed) —when thisis high (e.g. over 75-80%), DB2
execution is often blocked while DB2 waits for events such as 1/0, locks, etc.

Not attributed (or “Other”) high —when thisis high (e.g. over 20-25%), DB2 execution is
blocked due to an operating system issue such as CPU overload, workload prioritization, paging,
etc.

CPU time high - (Class 2 CPU / Class 2 elapsed) —if thisis high (e.g. over 60-70%), there may
be problems with inefficient SQL, such as tablescans on moderate sized memory resident tables.
It may be asign of awell-tuned system (high hit rates, short suspend times), though in generdl, it
isunusual to see a system with Class 2 CPU greater than Class 2 Elapsed.

Length of individual suspensions—long average duration for 1/O suspension, other read |/O,
other write 1/0, and commit can be indicators of 1/O performance problems.

Actions to take for DB2 times indicators

High CPU time:
0 Look at ST04 statement cache for inefficient SQL.
0 Check DB2 trace settings
High “1/0 suspension” time (also called “ synchronous read and write”):

0 Generally the largest source of delay in DB2

0 Check for inefficient SQL, see section 0. Inefficient SQL will reference more pages than
necessary, which makes it difficult for DB2 to keep necessary data in bufferpools and
hiperpools.

o After checking SQL, if average suspension timeis good (e.g. < 10 ms) and total 1/0
suspension time is high, then the DB2 bufferpool hitrates are probably low. See SAP
manual 51014418 “SAP on DB2 UDB for OS/390 and z/OS: Database Administration
Guide” regarding buffer pool isolation, and evaluating size of bufferpools and hiperpools.

o If average suspension timeis bad, look for I/O contention with z/OS tools such as RMF
Monitor 111 and RMF Monitor I.

o Anayze frequently accessed tables that might be candidates for DB2 hardware
compression. Many SAP application tables compress well. Hardware compression will
store more rows per page, which generally helps increase hitrates and reduce 1/0.

High “Commit phase 11" time (formerly captured under “service task switch”):

o Not afrequent problem. This occurs on very large change intensive systems, or when the
log datasets have been configured incorrectly.

0 Check performance of I/O to logs

o Check configuration of logs— they should be configured with logs on different disksto
minimize I/O contention between logging and archiving

o Review implementing compression of tables with high change frequency, to reduce data
written to log. (Compression can exacerbate a page latch contention problem, since each
page contains more rows when the data is compressed.)

High “Other read suspension” time:
0 Usually the second largest source of delay in DB2
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0 Check for inefficient SQL —if the SQL predicates and table indexes are not well
matched, DB2 often chooses an access path (table scan, hybrid join, etc) that will use
prefetch. If the SQL problem isfixed, the inefficient access path is often replaced with
an indexed access path, which references fewer pages, and does not have to use prefetch.

0 Check for I/O constraint using RMF I11 and RMF |
e High “Other write suspension” time:

o Thisisnot seen often. It occurs on change intensive batch workoads

0 Check disk write performance — check /O contention, and I/O indicators, such as write
activity and write cache misses with tools such as RMF I, RMF 111, or ESS Expert

e High “Lock/latch suspension” time:

0 Isamost awayslogical (row) locking, which isfundamentally an application or data
design issue.

o Check for row lock contention on un-buffered number ranges, or number ranges that are
buffered using only a small block of numbers. See section 9.2.7.

o Find the tables causing the suspensions. With recent versions of SAP, this can be done
with ST04 statement cache. Companies without RFCOSCOL ST04 may do thiswith
lock suspension trace (IFCID 44,45), or by reviewing ST04 statement cache and |ooking
for change SQL with long total elapsed time.

o Find the programs causing the suspensions, using ST04 cache analysis, if necessary
followed by SE11 “where used”.

0 Investigate SAP settings that may help. Asexamples, we have seen locking problems
with RSNASTOO resolved by program options, and locking problems in financial
postings resolved by using “posting block” and making process changes. These changes
are business process specific, and would need to be researched in OSS after the table and
program with the locking problem are found.

0 Review possible application changes, such as grouping changesin SAP internal tables to
be processed together just before commit, to reduce the time that locks are held in DB2.
Control level of parallelism of batch jobs and update processes, to maximize throughput.

0 (The above assumes that the system design is set, and cannot be changed to aleviate a
locking constraint. System design would include issues such as the number of ledger
entries and number of entriesin statistics tables. Fewer statistics or ledger rows will lead
to more lock contention, since more information is being aggregated into a few rows.)

e High “Page latch suspension” time:

0 Thisisnot seen often. It occurs on very large change intensive systems.

o Concurrent updates to a page by different threads will cause page latch contention on data
pages.

o Highinsert activity can also cause page latch contention on spacemap pages.

0 Run page latch suspension trace (IFCID 226,227) to confirm whether data pages or
Spacemap pages are causing suspension.

o If the problem is not space map pages, but updates to different rows in same page,
consider reducing MAXROWS on thetable. Thiswill increase I/O activity and reduce
bufferpool hitrates, while reducing page latch contention.

o If the problem is high activity on spacemap pages, consider partitioning to distribute the
insert activity to different partitions or consider using the MEMBER CLUSTER option

(@)
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on the table. MEMBER CLUSTER will reduce the number of pages mapped by each
spacemap page. It will cause the clustering index to become disorganized faster.

o Consider changing the clustering sequence on the table, to spread activity through the
table. Verify that thiswill not cause performance problems for other programs that
reference the table.

e High“Open/Close” time:

o This occurs when the number of frequently accessed datasetsin an SAP systemislarger
than maximum open datasets, which is controlled by the DB2 DSMAX parameter

0 Increase DSMAX, after evaluating the impact on DBM1 VSTOR using SAPnote 162293.

o Confirm that the catalog for the datasets in the DB2 database is cached in VLF

e High“Global lock” time:
o Thisoccurswith DB2 data sharing, which is beyond the scope of this paper.
e High“Not attributed” time (displayed as “Other” in some SAP versions):

0 Check OS paging and CPU utilization on DB server — RMF I, 11, and I11

o Check WLM priorities of DB2 and other address spaces, to confirm that the ICLI and
DB2 have the correct priority.
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8.2. DB2 delay analysis examples

8.2.1. Good STO04 global times

™ Global Times oy ]
Database analysis Edit Gobo  System  Help -
@ || Ao e | CHE anaa A @
Reset Sincereset  Since DB start
S ampling at IJ.3:1.5:43 IDS;‘DG;’ZDDJ. Diata since ILast, reset
Last reset |12:10:33 |os/03/2001

Percent of time spent in DB2

Processing Iﬁ
Suspended m
Othker Iﬁ

|
Suspensions

% of time waiting Avverage duration [ms]

Synchronous reads and writes 12.213 6.529
Cammit, abort, deallocate 1.003 4_3937
Other agents' reads 7.071 10.z23z
Other agents' writes 0.019 2.077
Locks and latches 0.373 z.247
Page latches 0.000 [i}
Open, cloze. HSM recall Z_08E 21_573
Dataspace manager services z. 762 94_228
SYSLGRMG recaording 0.308 9.73
Other synchronous EU switch services IW lﬁ
Global locks 0.008& 1511
Motify meszages 0.192 5l_0&9
Drain locks 0.000 1}
Claim releases 0.000 a
Archive log read 0.000 [i}
ARCHIVE LOG QUIESCE command 0.000 a

[PE3(11(400) > [ustcaz0s [OWR | 0215 7
Figure 112: Good ST04 times

In Figure 112, the CPU timein DB2 (processing time) is over 50% of thetimein DB2. Thisisour first
filter for good DB2 performance. The average times for synchronous read and write are good — under
10 ms. “Other agent read” prefetch timeisvery good at 10 ms. Asis often the case, “ Synchronous read
and write” (also reported as “1/0 suspension” in some versions) is the largest component of delay.

The one indicator that is somewhat high is“Other” (Not attributed) at nearly 14%. Thisis often under
10%. If Z/OSisusualy running at high utilizations (80% and up), ST04 times will often show “other”
or “not attributed” time of 10% to 20%. Y ou should expect that “Not attributed” or “ Other” time would
run abit higher if the DB server often runs at high CPU utilization.
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8.2.2. Rather suspicious ST04 times

Database analysis  Edit Goto  Systerm Help

& afdH €@ SRR DOa8E

Global Times: DB2 UDB for z/0S

Reset | Sincereset | Since DB start

[4]

Fercent oftime spentin DB2 El
Processing 17 106

Suspended 74 G5G

Other 8. 238 B
Suspensions

% oftime waiting Average duration {me)

gynchronous reads and writes a7.oa3 4. 418

Commit, abart, deallocate 1.8831 7.029

Other agents' reads 29 814 10.193

Other agents' writes B o023 g.712

Lockilatch susp. 4 368 47 313

Page latches [ o004 a.25

Open, close, HSM recall B o062 61 . 683

Dataspace manader senvices . 045 38 .65

SYSLGRM recarding B.12e 189 .635

Other synchronous EU switch services 2,787 1]

Global locks A, oo ]

Matify messages pele] 3.512

Drain locks b 043 §.332

Claim releases A, oo ]

Log writes B, 000 B.aa0

ARCHIME LOG QUIESCE command B. o8 0 E

[+]
L]l [ I[«][+]

| d 7

Figure 113: ST04 with long total suspensions

In Figure 113, the delay time is about 82% (74.6+8.2) with CPU about 17%, which is at the high end of
normal delay in DB2. Average read times for synchronous read (4.4 ms) and other agent read (10 ms)
are both ok, so the problem islikely alow hit rate, rather than slow 1/0. We need to check the SQL
cache, and look for inefficient SQL (Section 8.4).
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8.2.3. ST04 Times points to constraint on DB server

|| Percent of time spent in DB2
Frocessing 9. B62
Suspendad 33,176
Cther
Buspensions

% of fime waiting Average duration {ms)

Synchronous reads and writes 149,611 §53538
Cammit, abor, deallocate B.928 7.895
Other agents' reads 2.837 B.189
Other agents' writes 0.e02 11.561
Lockfaich susp. 6. 691 32.a
Page latches g.043 107 .008
Open, close, HSMW recall 2.049 B . 305
Dataspace manager senices 3.978 127 .956
EYSLGRMNY recording B.867 4. 614
Other synchronous EU switch senices 7914 a
Global locks 6.802 a
Hotify messages o.o00 i}
Drain locks £.355 6.0@2
Claim releases 6.688 ]
Log writes g, eea 8. 000
ARCHMNE LOG QUIESCE commiand 6.

Figure 114: ST04 timeswith high “Other in DB2"

ST04 times shows “ Other” timeisvery high —57%. This points to a problem on the database server --
usually a storage or CPU constraint. From SAP, we could use OS07 to get a snapshot of activity, to see
if the problem is still occurring. (Since “thread times” is historical information, we may need to go back
to performance history statistics, using RMF |, to check the problem)

Next actions would be to:
e Review historical CPU statisticsin RMF 1, to verify whether this occurs often
Check SQL cache for inefficient SQL
Evaluate operational changes such as limits on batch
Review changing LPAR CPU weights to give the LPAR more CPU
Etc.

© Copyright IBM Corporation 2003 and 2008. All rightsreserved.

Page 95



IBM Americas Advanced Technical Support

8.3. Impact of data skew and parameter markers on prepare

The access path chosen by DB2 can in some cases be different when the statement is prepared with
parameter markers (the origina SAP R/3 way) or with parameter values (via ABAP hint described in SAP

note 162034) or REOPT(ONCE) bind option.

When you are evaluating a statement, and want to check whether it will choose a different access path with
values or markers, you can use a process such as the one outlined in this section. It isaway to test the
impact of prepare with literals on a productive system, or other system, without having to modify the ABAP

source code.

Asafirst step, trace the statement execution with ST05. This exampleisrun on a system that is not using

the REOPT(ONCE) BIND option.

Trace Edit Goto

) 2

Systern Help

1H @@ SHE ODLD BE @

Basic Trace List

& DDIC info 98 Explain | & Extended list [ Replacevar. (&) & Lang names
[+]
Transaction = PID = 4492 |P type ‘E]'ient = 108| User = SHIFMAMD E
Duration |ObjectWame|0p. Rec RC Statement
37 REDPEN B O|SELECT WHERE T_BO . "MANDT® = '18@° AND T_BO . "MAUFNR® IN {
114,266, 8 AFKD FETCH ] [t}
229 LFKO REOPEN ] O)5SELECT WHERE T_&0Q "HANDT " 1got MWD T_G@ "MSUFNRE" IN
125,245 0(AFKD FETCH ] £}
37| AFKO REOPEN ] O|SELECT WHERE T_B@ "MANDT" 1" AND T_BE "MAUFNR" IN
152,004 9(AFKD FETCH a o}
38| AFKO REOPEN ] O|SELECT WHERE T_B@ "MANDT" 10" AND  T_BB "MAUFNR" IN
157,426 6 AFKD FETCH ] K}
137 | AFKD REOPEN ] O|SELECT WHERE T_B@ "MANDT" 100" AND  T_BE "MAUFNR" IN
166,287, 1| AFKD FETCH ] ]
37 | AFKO REOPEN a O|SELECT WHERE T_B@ "MANDT" 100" AND  T_BB "MAUFNR" IN
O LFKD FETCH ] [t}
[+]
[~]
[0l I[«J[+]
| 14

Figure 115:; Slow join on AKFO

Performance is not good. Each call takes 120-150 seconds (Duration isin micro-seconds and if the number

istoo large, digits on the right are lost) and returns no rows (Rec is 0).

If you select the ‘REPOPEN’ line, and press explain, explain will be done with parameter markers.
Statements prepared with parameter markers cannot make use of DB2 frequency distribution statistics.
Prepare with markersis the normal way statements are prepared, without REOPT(ONCE) or an ABAP

HINT.
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System

Help
BdH e SHE DDOo0 BE @
Expianation of SQL Access Path

«’s DB2 installation pararneters Wiew plan table

EERIEEFRERE
SGL staterment

SELECT T_01 ."MANDT', T_01 "AUFKR", T_02 . "FOSKR", T_01 "OBJNR", T_01 . “AUTYP" T_
01 "KOKRS" T_01 "WERKS", T_02 "MATNR" , T_00 . "PLMBEZ', T_D2 ."SAFNR", T_02 ."WER
D", T_02 . "OBJMP",T_02 . "PROJN" , T_02."PWERK', T_02 . "SOBKZ' T_02 . "RKZBWS" K T_01

Hierarchical access path | Accesspath | Table infarmation | Indexinformation |

|[«][»]

[1[> | T}

= [Jguery block #1: SELECT
7 @) NESTED LOOP JOIN
= @) NESTED LOOP JOIN
=7 8% INDEX SCAN (1 matching column)
7 & SAPR3I.AUFK~E
[l sePR3 . sUFK
=7 48% INDEX SCAN (2 matching columns)
7 & SAPR3I.AFKO~ -
[ saPR3. 8FKD
=7 8% INDEX SCAN (2 matching columns)
= & SAPRIAFPO-O
[ saPR3. AFPD

[l

[0l <[]
| g

N

Figure 116: AFK O explained with parameter markers

The driving table of the joinis AUFK, using index AUFK~E. Thejoin order isAUFK, AFKO, AFPO.
Since each call shown in STO5 took 120 to 150 seconds, and returned no rows, we know this was not a good
choice. A three-way join that iswell indexed should take just afew ms per row.
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Select the “Index information” tab to display all indexeson al tables. Thisinformation will be used to
compare predicates to available indexes.

[EIHERIEEE ERE]

S0L statement

SELECT T_01 . "MANDT', T_01 “AUFKR", T_02 "POSKR", T_01 . "OBJNR", T_01 "AUTYP" T_ ﬂ

01 . "KOKRS" , T_O1 . "“WERKS" , T_02 . "MATHR", T_00."PLMBEZ' T_02 “"SAFWR", T_02 ."WER [«]

D", T_02 "OBJWP T_02 "PROJW", T_02 "PWEREK!' K T_02 "SOBKZ T 02 "KZBWS",K T_01 [+]

Hierarchical access path k Access path k Table information ' Index infarmation

E| | =z || El |E-:ﬂ El || DDIC editor | Storage Indexspace

Schema |Index Index calumns Clusterratio [%]| Full key card.|  Cardinality] Tree le
SAPR3 |AFKO~0  [MAMDTALFNR 100 45084 45084

SAPR3 |[AFKO~1  [MARDTAUFPL 45 45 026 45094

SAPR3 [AFKO~2 [MARNDT,PROMNR 100 1,656 495084

SAPR3I [AFKO~3  [MANDTALUFNT AUFPTAPLET 100 1 45004

SAPR3 [AFKO~4  [MANDTAUFPTAPLIT 100 1 45094

SAPR3I  [AFKO~5  [MAMDT MAUFMR PRODNET 100 ] 45084

SAPR3 |AFKO~E [LEAD_AUFNR 7 g8 45094

SAPR3 [AFKO~D  [MARNDT,DISPO 32 84 495084

SAPR3 [AFKO~F  [MARDTFEVOR 35 101 45004

SAPR3 [AFKO~FP  [MARMDT,PLNTY PLNNR,FLMBEZ 51 4423 45094

SAPR3 [AFPO~0  [MAMDTALFNR POSHR 100 80,722 80,722

SAPR3 [AFPO~1  [MARMDT MATHR PWERK DNRELELIKZD.. 7a 54,202 80,722

SAPR3 [AFPO~2 [MARNDT,PROJMN 100 1,785 80,722

SAPR3 [AFPO~3  [WMARDT KDAUF KDPOS 7 8,190 80,722

SAPR3 [AUFK~0 [MARMDTALFKR 100 41 294 41,294

SAPR3I [AUFK~4  [MAMDT KOKRS ABKRS AUART 46 55 41,284

SAPR3 |[AUFK~B [WMARMDTAUTYP WERKS 39 187 41,2094

SAPR3 [AUFK~C  [MARDTALUART KOKRS 46 55 91,284

SAPR3I [AUFK~D [MARDTPSPEL 100 1,704 41 204

SAPR3 [AUFK~E [MARMDTPROCKHR PROSA 45 4297 41,294

[ L4 []

| d 7

Figure 117: AFKO join - index display
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From the SQL trace in Figure 115, use the ‘replace var’ button to view the statement with all parameter
valuesfilled in.

The local predicates are MANDT (on all three tables), AFKO.MAUFNR, AUFK.LOEKZ, and
AUFK.PKOSA. If any of these has an uneven distribution of values, then prepare with literals may allow
DB2 to choose a different, and better, access path.

& 2 dH @@ CHE DDho0 FE
Detailed SQL Statement With Replaced Variables
SOL Statement %
SELECT
T_81 . "MANDT" |, T_@1 . “AUFNR" , T_@2 . "POSNR™ , T_@1 . "OBJMRE" |
T_@1 . "RUTYP" , T_@1 . "KOKRS" , T_@1 . "WERKS" | T_B2 . "MATMR" |
T_@@ . "PLNBEZ" |, T_@2 . "SAFWR" | T_®@2 . "VERID" , T_B2 . "OBJWP" |
T_@2 . "PROJW" | T_@2 . "PWERK" , T_@2 . "SOBKZ" | T_B2 . "KZBWS" |
T_@1 . "LOEKZ" , T_@1 . "PKOSA"  T_@1 . "SWSLS" | T_@1 . "PROCMR"
T_@1 . "FLG_MLTPS" , T_@@ . "PLMAL" , T_@& . "PLMNR"™ , T_&@ . "MAUFMR"
T_@@ . "PRODWET" , T_@@ . "COLORDPROC"
FROM
{ ( "AFEO"T_GB INMER JOIN  "BUFE"T_@1 OW  T_@1 . "MAEWDT" = ‘1eEO0' AND T_@
o . "AUFMR"™ = T_@1 . “"BUFMR" } LEFT OUTER JOIN  "AFPO"T_OZ2 OW T_B@2 . "M
ANDT" = *10@° AND T_@0 . “"AUFMR" = T_@B2 . "AUFMR" )
WHERE
T_08 . "MANDT" = ‘"1@0°' AND T_G0@ . “MAUFNR" IN ([ '010000059906°
'MMEgEEEs990Y " | "E1008ER53908° | 010000059969 | 01000059915
'MEQOEESE9916" | "E100EER53918' | '010000059919° | 01000059920
'MEgEEEs9921 " | "E100EEE53922' | 010000059923 | 010000599260
'MMEEOEEs992Y " | "E100EER59934° | 010000059935 | 010000599360
'MMEOOEES993F " | "E100EE059943 | 010000059945 | 0100000599460
'MEO0EE59954 " | "E100EEO59962 | 010000059973 | 010000059974
'MMEOOEES9STYE" | "E100EER539F9' | 'O010000059982° | 010000059983
'MMEOOEES9984 " "E100EEE59985' | 010000059986 | ‘01000059987
'MoEopese9ee”t | ‘010000059989 3 AND T_@1 . “LOEKZ" = ' ' AND  T_O1 . -
"PKOSA" = ' ' FOR FETCH OMLY WITH UR E|
[+]
[dle]l Al<][»]
| d /7

Figure 118: AFK O statement with replaced variables

Copy the statement to the windows clipboard with the GUI cut and paste, or download to afile using the
%PC OK code or the “system > list > download” menu path. We will use this later to explain the statement
with values.

Comparing the local predicates with the indexes, we see that
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e AUFK~E (MANDT, PROCNR, PKOSA)

e AFKO-~5(MANDT, MAUFNR, PRODNET)
Both support evaluating local predicates on anindex. AUFK.LOEKZ isnot in any index, so DB2 must
read the table row to determine whether the row satisfies the local predicate LOEKZ="".
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As shown earlier, in the Table Information tab, one can select atable and display column cardinalities.
|

IS Colum Cardinalities [
o] (B [S]6n]= =]
Column name | Caldinality|
KVEWE 1 [=]
LOEKZ 2 [~]
LOGSYSTEM 1 ]
LTEXT 3
MAMNDT 2
oBJID 2
OBJNR 23,426
OTYPE 1
FDAT1 1
FDATZ 1 B
FDAT3 1
FHASD 2 -
PHAS1 2
FPHASZ 2
PHASZ 2
FPROSA 51
PLGKZ 1
PLINT 2 I—I
PRCTR 51
[=1=JaTaul N1 =3 ~ATaT EI

Figure 119: AUFK Column Cardinalities

The cardinalities for this example are (not all are displayed here)
e PKOSA -51
e LOEKZ-2
e MAUFNR-8

DB2 then estimates how many rows will be retrieved using the ratio of the cardinality of the column and the
number of rowsin thetable. For instance, if there are 51 values of PKOSA and 90,000 rowsin AUFK, then
on the average “PKOSA =" will retrieve 90,000/51 rows, that is 1764 rows. Likewise MAUFNR IN is
estimated to retrieve 8/90000 rows for each IN list element. So in this case, DB2 considers that MAUFNR
IN will retrieve many values —that it is not filtering.

But if the values are not distributed uniformly in al rows, then it could be that PK OSA=xxx retrieves many
more values than PKOSA=yyy, or that the number of rows matching MAUFNR IN isfar fewer than the
estimate of 8/90000.

In a case where we know that the SQL is being executed inefficiently, we need to check whether there might
be skew (non-uniform distribution) that is causing DB2 to estimate incorrectly and choose the wrong access
path. (Inthisexample, it could also be the case that the filtering local predicate ison LOEKZ, which is not

indexed.

Tofind out if there is skew, use aquery “select column, count(*) from table group by column order by 2
desc;”.
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SELECT MAUFNR, COUNT(®*) FROM AFKOD
GROUP BY MAUFNR
ORDER BY 2 DESC ;
- +
| MAUFNR | |
- +
1_ 96307
2_| 014200204352 146
3_| 014000136735 &1
4_| 014000187506 &0
5| 014000025390 7
o_| 014000153405 rir
7_| 014000087950 77
8_| 014000110384 76
9_| 014000129038 75

Figure 120: Query to check for skew

In Figure 120, we see that thereis not a uniform distribution of rowsin all values, and that “ spaces’ isthe
value that occursin almost all rows.  Since our SQL in Figure 118 includes numbers for MAUFNR, we
know that if the number isfound, very few rows are returned. So, MAUFNR IN isafiltering local predicate
when the value is not spaces.
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Perform RUNSTATS on the tables using FREQV AL on the MAUFNR column, to gather column
distribution information. See SAP note 1008334 for examples of the syntax. Here, the statistics after the
RUNSTATS are displayed viathe ST04 explain ‘ Col dist.” Button in the ‘ Table information’ tab.

Calumn Distributions

BIEERIEEREE

Column graup Column value Type Cardinality]  Frequency [%]
MARDT PROME 10000000000 Freq. 1- 98126065
MAMDT PROME 10000000314 Fregq. 1- 0.030496
MAMDT,PROME 10000000722 Freq. 1- 0016824
MAR DT, MALIFNE Card. a 0.o0oooa
MARDT MALFME PRODMET 100002000013362 Fregq. 1- 0.oooaz
MAMDT MALFMNE PRODMNET 100001000002425 Freq. 1- 0.oooaz
MARDT MALFNE PRODNET 100001000000340 Freq. 1- 0.oooaz
MARDT MALFMNRE PRODNET 100 Fregq. 1- 99 9926349
MAMDT MALFMNE PRODMNET 10000200001 3612 Freq. 1- 0.oooaz
MARDT ALFRT Card. 1 0.o0oooa
MARDT ALFPT Card. 1 0.o0oooa
MARDT ALUFPTAPLET 1000000000000000000...|Freg. 1- 100.000000
MALIFFMR 001000002425 Freg. 1- o018
MALFFR 001000000340 Fregq. 1- 0. 118
MALFFE 002000013362 Freq. 1- ooo11a
MALIFFMR 002000013612 Freq. - noo111a
MALUFTR AOOLOEARAE@ |Freo. 1- §9.993204
MALFFE 002000015681 Freq. U- ooo11a
MALIFME 002000013642 Fren. \ ooot11a
4

[«][]

Figure 121: SKEWED data distribution in MAUFNR column

Note the uneven distribution in the values of MAUFNR —in 99% of the casesit is not a number, so the local
predicate MAUFNR IN (numberl, number2, number3) should help to eliminate extraneous rows, sinceit is
searching for rows with numbers.

Next, we explain the statement with literals. Either use the STO5 “Explain one statement” button, or from
an SQL trace as shown in Figure 115, press the “ Editor” button (second from right). Paste or upload the
saved statement with parameters. Y ou may need to edit the text to quote literals, or remove trailing blanks

from lines.
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0L staternent  System Help
& 2l H CEQ  CHE OO HE
Update SQL Statement
[E B 29 Explain
FAE[E]
SELECT T_ "MANDT™ |, T_@1 "BUFNR" |, T_B@2 . "POSNR" |, T_@1 .
"OBJWR" ,  T_@1 . "BUTYP" , T_@1 . "KOKRS" , T_@1 . "WERKS" , T_ @2 .
"MATMR" ,  T_@o@ . "PLMBEZ" |, T_B2 . "SAFMR" , T_02 . "VERID" , T_@2 .
"OBJWP" . T_@2 . "PROJN" , T_@2 . "PWERK" , T_@2 . "SOBKZ" , T_ @2 .
"KEZBWS" ,  T_m . “"LOEKZ" , T_@1 . "PKOSA" , T_@1 . "AWSLS" , T_@©M
"PROCWR" , T_@1 . "FLG_MLTPS" , T_@@ . "PLMAL" , T_A@E@ . "PLMMR" , T_@@
_ "MBUFWR™ , T_@@ . “PRODMWET" , T_@@ . “COLORDPROC®
FROM ( ( "AFKO"T_08 IWMER JOIN  “BUFK"T_@1  OW  T_@1 . "MANDT" =
‘180" AWD T_@a . “SUFMWR" = T_@1 . "BUFMR" ) LEFT OUTER J0IN
"AFPO"T_02 OW  T_02 . “"MANDT" = "1@@°' AMD T_@@ . "AUFNR" = T_0Z2 .
“BUFMR" 7 WHERE T_0@ . "MANDT" = *1@8' AWD  T_@a . "MAUFNR" IN [
"M EEEARS99AG " |, 'ETRAAAAAS990Y ", 'ETAQA0E59908' , ‘100000598980
‘Uopeeesa91st . 'ETEEAARE9916 | 'OTOQQ00059918° |, ‘100000599190
"M EEEARE9920 Y, 'ETEAAAAR9921 | 'E1AQA0E59922 ', 'A10000059923°
0100059926 |, 'E10000059927' , '010000059934° |, '@10000059935°
'U1OEEeas9936° |, 'ETREQAAE5993Y | 'O10000059943' | ‘100000599450
‘010000059946 |, 'E10000059954° 0 '010000059962 " |, '@100000599F3C
‘Uopeeesaar4 o 'ETEEAAEE99YEY | 'OTOQQ000599Y9" | ‘10000059982
"M EEEARS9983 ", 'E1RAAAAES9984 " | 'E1AQA0E59985' , 'A10Q0000S98986°
‘g1eopaes99gy . 'E100EES9988" | 'E1000OE59989° ) AWD  T_@M "LOEKZ"
= ' " MND T_M . "PKOSAL" = ' ' FOR FETCH OMLY WITH UR
ELH,CM Ln1-Ln 22 af 22 lines
| 4 7

Figure 122: AFKO statement with variables

Pressing ‘Explain’ will now explain this statement with values. This prepare with values allows DB2 to use
column distribution information to prepare the statement.
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System

Help

afd H @@ OEE DN

Expianation of SQL Access Path

s DB?2 installation parameters Wiewr plan table

SRR

|[«][»]

g

GIL statement

SELECT T_01."MANDT' T_01 . “AUFNRE", T_02 . "POSHME", T_01 . "OBJNE", T_01 . "ALUTYE",

T 01 . "ROKES", T_01 "WERKE" T_02 . "MATME", T_00."FLMBEZ', T_02 . “SAFMR" T_02."

YERID®, T_02 . "OBJMP", T_02 . "PROJN', T_02 . "PWERK", T_02 ."SOBKZ', T_02 . "KZBWS"

END]

Hierarchical access path | Accesspath | Tableinformation | Indexinformation |

LDl

= _1query block #1: SELECT
7 @) NESTED LOOP JOIM
7 @) NESTED LOOP JOIN
7 8% IN-LIST INDEX SCAN (2 match
¥ &3 SAPRI . AFKO-5
[ stPR3 . BFKD
7 48% INDEX SCAN (2 matching colu
¥ &3 SAPRI . AUFK-~A
[ saPR3 . ALFE
7 48% INDEX SCAN (2 matching columns
7 &8 SLPR3 . AFPO-A
[ sapR2 . 8FFO

[+]
[+]

<]

W

Figure 123: AFK O explain with variables chooses different access path

Now, the driving table is AFKO using index AFKO~5, whichis MANDT, MAUFNR, PRODNET. The
join order isAFKO, AUFK, AFPO.

DB2 used the frequency distribution for MAUFNR (shown in Figure 121) to determine that this index
would be agood choice. The FREQVAL statistics together with the statement values tell DB2 that the
statement is looking for values that seldom occur in MAUFNR, so thisindex with the new join order will

eliminate many candidate rows when the first table in the join is accessed.

In addition to the count SQL in Figure 120, one can also use SE16, with the parameter values, to determine
whether the predicates on AFKO filter well. Here, run SE16, and fill in the values taken from the SQL
‘replace vars' above.
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g 2la@ @@ BHBE nnoan AR @
Data Browser: Table AFKQ: Selection Screen

oo
o
oo
o

010000059906 010000059959|

Figure 124: SE16 to test predicatefiltering
Press ‘ number of entries'.

Figure 125: SE16 filtering test number of entries

The SE16 test shows that for this sample, the MANDT and MAUFNR column alone will eliminate all rows.
(MANDT isimplicitly used by SE16). Thus, if DB2 chooses the join order shown in Figure 123, it will be
more efficient than the current access path.

At this point, we know that the solution requires that we make DB2 aware of the skew:
e We need to modify the ABAP source (SAP note 162034), to add a hint so that the statement will be
re-optimized with values at execution time, and
e RUNSTATSwith FREQVAL should be done on the AFKO table, and
e If DB13isused for RUNSTATS, exclude AFKO from DB13 runstats.
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8.3.1. REOPT(ONCE) as alternative to ABAP HINT

Asan dternative to using ABAP HINTS, with DB2 V8 there is now a new bind option REOPT(ONCE)
that can also help DB2 to prepare statements with values.  With REOPT(ONCE), thefirst time a
statement is prepared, it is prepared using the values, but the cached version of the statement has
markers, so it can be executed for different input values. If there are DB2 frequency statistics on
columns with skew, REOPT(ONCE) allows DB2 to determine the skew while still sharing the
statement. REOPT(ONCE) affects the entire system. An ABAP HINT affects only a single program.

An ABAP HINT can be used to fix an individual program, but when the statement is prepared, the
parameter values will be in the cached statement, so the statement cannot be shared for executions with
different parameter values.

See SAP note 1008334 for more information on REOPT(ONCE).

If the problem in section 8.3 were to be solved using REOPT(ONCE), the solution would be:
e Gather FREQVAL statisticson MAUFNR in AFKO table
e Bindthe DB2 plansfor SAP with REOPT(ONCE) (which affects the entire system)
e Donot add HINT to ABAP.

8.4. Process for identifying slow or inefficient SQL

When starting performance analysis from the DB server, thefirst step isto check the efficiency of the SQL
issued by the SAP programs. That is, check that the SQL matches the available indexes, and so does not
have to search too many data and index pages to return aresult. Many DB and OS performance problems
(low bufferpool hit rates, high CPU utilization, 1/O bottlenecks, etc) can by symptoms of inefficient SQL.
Before trying to alleviate problems in these areas, it is best to check whether the root cause is inefficient

SQL.

The SAP DBACOCKPIT (ST04) transaction is used to examine the DB2 statement cache, in order to
review the SQL that is currently executing, or was recently executed, on the DB server. InaDB2
datasharing environment, this statement cache is specific to each active datasharing member, and can be
separately reviewed on each DB2 subsystem, or can be merged in ST04 by selecting ALL for the DB2
datasharing member.

By default, statement performance statistics are not accumulated in DB2. In order to enable statement
counters, the command “START TRACE(P) CLASS(30) IFCID(318) DEST(SMF)” can be used. Any of
the user classes (30, 31, 32) can be specified. This does not actually write datato SMF, but enables
gathering statement statisticsin memory in DB2. Enabling IFCID 318 uses a small amount of CPU, but
without it, it is nearly impossible do to performance analysis on an SAP system on DB2 for zZ/OS. If you are
not doing performance analysis, and need to conserve CPU, IFCID 318 can be turned off.

The statement cache counters are accumulated for each statements in the statement cache. Statements that
are not executed for awhile can be pushed out of cache, at which time their statistics are lost. Statements
that are executed relatively frequently can stay in cache for days or weeks. Thismeansthat if IFCIF 318 is
always running, we don’t have a known starting point for statement statistics, and without a known starting
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point it is difficult to compare the impact of different statements. It is helpful to stop and re-start IFCID 318
periodically when doing statement cache analysis. This does not affect the statements in the cache, but it
resets all the statement counters. For instance, one could stop and start IFCID 318 in the morning, and then
view the statistics during the day, to examine SQL that is run during the day.

This section describes and has examples of the indicators of inefficient SQL. Possible solutions to
inefficient SQL are presented in alater section.

The key indicators of inefficient SQL are:

e Highrowsexamined and low rows processed —thisisasign that DB2 is evaluating local predicates
on the table rows, and not in the indexes.

e High getpages and low rows processed — this usually is a sign that DB2 cannot do matching index
access, as when the local predicate columns are not al in the leading columns of the index, and DB2
must do index screening. It can also be caused by poor clustering, indirect references, or data
fragmentation.

e Long statement average elapsed time — this can be a symptom of 1/0 constraints, row lock
contention, or other delays.

The elapsed times of statements in ST04 statement cache do not include network time. It istime where the
SQL is being executed on the DB server. Thisisdifferent from SAP “database request time”, which
contains DB server time, as well as time communicating with the DB server over the network.

When searching the statement cache for inefficient SQL, it is helpful to sort the statement entries by total
getpages, total rows processed, total elapsed time, or total CPU time and then use the three key indicators
above (high rows examined/getpages and low rows processed, long average elapsed time) to find individual
Broblem statements. The sort presents the high impact statements on the top of the list.

HERE
System  Help

(V] ndEe@a CEER BTLaS(EE @
DB2 for z/OS: Cached Statements Statistics/ Specify a Filter
&y Display
H I|I|Svs1em Configuration I\DE ¥ | @ Display statements thal exceed a threshold of [100000
f systerr = for the following selection [nurnber of getnages 3
DB2 for 208 Database Administration | () Display statements with highest Mumber of executions =
T Performance

DR SUs Sty O Display statements with BY STATUID value of

Thread Activity

Statement Cache

Global Times O Dizplay historieal statements

Data Sets Statistics

Figure 126: DBACOCKPIT to display statement cache
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s Lal I 1)
Sfatistics Edit Goio System Help .

@ | p o @@ae SHBanon IBR @m
DB2 for z/OS: Statement Cache Statistics: Overview
[ Refiesn || Details |[2 Anar || B statistics field || B string || Reset |[ Since reset | Bw statistics |23 invalidate s6L

[W | (@system configuration | WDE» | Hem. 7| at[14:31:32) day [E6/06/2608) DB system | DB2
[ systerr =l DB stan [03:01:63 day |84/66/2008] DB release  [8.1.5 |
Last reset | day | | Datasince 0B start

DBZ for 205 Dalabase Adminisiration |

B T 721181 -1 | =) o I
Threa;ﬂsﬁ\?il‘:m " Table name |Executiond ava.elaptime [Elapsedtime  awg.CPUN.. [Avawaittime|Av sync 0 time [va.sme. . [TS scans[Sors [Getpagesiprocro.. [Examur
Statement Cache JEST 118,300, 0.001683 Drays 002 07-27 0ooo27 0.001561 0.001355 0.32 0 ] 032 .00 |[+]
Global Times WARA 83417, 0000832 20033412875 0000124 |0000708 0000613 0.16 0 0 273 100 [+
E?;liﬁnﬁf:i::wm WATERIALID 223007.. 0.000313 1925330098 0000054 |0.000259 0000217 0.08 0 XL 1.00
D3 Parameter Check0B1g | INEX 166,109 0403838 1858287057 0000296  0.403643  0.001278 0.32 0 0 4.47 0.00
FrRG T rEEe e | 141.026.. 0000362 1410009337 0000060 |0.000301 0000255 02 0 ] - 100

b ) Space OMEL 20880  1.838719 10423338540 0152014 1687705 0036418 1146 il . 282 0.42

I [ Backup and Recovary ADRVF 33873 0958483 10:36:57 5763 0. 4B0GES 0477814 0.032930 1282 0 ] 2,320,738.50 oo

I [ Configuration COHDR 3,328,695 0.002985 08:12:51.2350 0000467 0.0094949 0008432 1.02 i { elli ) gan

I Jobs MARC 60,504, 0.000511 05:34:54,3945 0000132 0.000379 0.000304 013 [} ] i 1.00

Figure 127: ST04 cached statement statistics sorted by elapsed time

In the example in Figure 127, the highlighted statement on ADRV P has high “getpages/processed row”,
which isasign of inefficient processing.

Select a statement and press “Details’ to see the statement, as well as execution statistics.
|=

EE =
Slatistics Edil  Goto System  Help

@ | ndE Cad BHE HDL0 EEI@®
DB2 for z/0OS: Statement Cache Statistics / Details

Hem. at 14:36:08| day |06/06/ 2008 D systern De2
DB start  09:01:03 day D4f06/ 2008 DB release B.1.5
Last reset day Diata since DE start
_ AT ideniincation and stafus |/ Avafime distrner exec | Total ime distracross all execs | Avo statislics per evet | Tolai stalistics atross all exets |
| Explain
I [ ERE R EEE
S0l staternent

SELECT * FROM "ADRWP" WHERE "CLIENT = 7 AND "FERSNUMBER" = 7 AND
“OMMER = FOR FETCH ORLY WITH UR

Figure 128: ST04 details - statement text

The statement text displays the local predicates (where column = value clauses) that can be matched to the
indexes, to determine why the ratio of “getpages/processed rows” is high.
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= HEE |
Statistics  Edit Gelo Syslem  Help ]

@ 190 e@e BHE anon IR @B |
DB2 for z/OS: Statement Cache Statistics / Details

SE Statistics field ABAP || %y BW statistics ||93 Invalidate SQL
| J[E aeep ||

Hen | at [14:36:08] day [06/06/2008) DB systern  [DB2
DB start  |09:01:03 day [04/06/2008] DBrelease  [B.1.5
Last reset day Data since DB start

4 Statement texd II/ Identification and status gETVRT=RE T8I -1 Totaltime dislracross all execs I{ Arg. statistics perexac o Total statislics across all execs

A, elaplexec 0958483
Avg. CPU time 0.480668
A walt tirme 0477814
Ayg. syne 110 ime 0.032930
Aviy. read walt 0121786
A, wiite wail 0.000000
Avg. Iocklateh wail 0.001431
Awe. alobal lock wait 0.000000
A, EU switch wait 0,000000]
Aug. other wait time 0.321667

Figure 129: ST04 details - time per execution
Figure 129 shows that each execution runs nearly one second, and uses about %2 second of CPU.
HE

|Ig§Ialislics Edit  Goto  Systam  Heip
& D 1B edaCHE BhLs R @8
DB2 for z/OS: Statement Cache Statistics / Details

SE statistics fiatd | 2y a84P ||, BW statistics || 23 invalidate SaL

Hen. at 16-27:46| day 04722/2008) DB systam B2
DB start  (15:55.37 day 0D4/06/2008 DB relesse F.1.5
Lastresst day Data sinca DB start

e el Total statistics across all execs |

< statementted | Identfication and stalus |, Avg.lime distper exec |~ Total lime distracross all exece

Emgos f sac 0.05831730713
A0 QElpHGES 3,219.62
Rows avamisiecs 50,181 .15
Rinss rocimics o.ee 4—
3afpages f procassed 9945300 . BB
Examingd f processed 18282537966
Syne resds  execs 2. 38
Synich writes f execs a.o8
Fvg sync U0s 2.38
#ag N0 duration a.004
Fg sors 0.6
A e SCanG 1.68
Fouqg fol scans 0.6
#xg RID fails stor o.oB
Fog RID falls limit o 68
Fwg parallel groups 0. 0B

Figure 130: ST04 details— statistics per execution

But Figure 130 shows that each execution on the average returns no rows (Rows proc/execs). Ingenerd, a
statement that returns no rows and which can effectively use indexes would use a fraction of one ms of
CPU, and have an elapsed less than one ms, so the actual one second elapsed time and ¥2 second CPU per
execution are high.

High rows examined per row processed in Figure 130 means that local predicates are being evaluated on
table rows.

From the “ statement text” tab in Figure 128, one can press explain to view the execution plan.
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If it isavailable, explain will retrieve the actual access path in usein DB2. When you see the “ Cached
access path” is checked (see Figure 132), you know you are looking at the real access path used by DB2.

If cached access path flag is not checked, it is possible that explain plan for explain with parameter markers
is not showing the actual access path that was used by DB2. One example of when this can occur is when
REOPT(ONCE) isthe bind option —in this case, DB2 will prepare the statement with parameter values, but
the statement cache will not have the values. If thereis skew in the data, then when the statement is
prepared with markers from the cache the access path will be different.

If the cached access path is not available, you will see a popup:
I= Turn on parallelism far EXPLAIN?

@ Turn on parallelism for EXPLAIMNT

Figure131: Turn on parallelism popup

Press“No”, except if explaining query SQL on Bl InfoProviders (Cubes, ODSes, DSOs, €etc).
Explanation of SQL Access Path

M I [ ) ) (B =

SaL staterment

SELECT * FROM "ADRVP" WHERE "CLIENT' = ¥ AMD "PERSMUMBER" = ? AND "OWHER" = ? FOR FETCH OMLY 1A
THUR

Hierarchical access path Access path i Tahle infarmation i Index information

= [lguery block #1: SELECT
= %}INDE}{ SCAN (2 matching columns)
= B SAPR3. ADRYP-D
[ sePR3 . sDRYP

Figure 132: Explain Hierarchical Access Path

If you pressthe “Index Information” tab, the indexes are displayed, and can be compared with the local
predicates.
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Explanation of 8QL Access Path

| [ view alan table |

i3 Y i M ][] | =
S6L stalement

SELECT * FROM "ADRVF WHERE "CLIENT = 7 AND "FERSHUMEER" = * AND "CWYMER" = 7 FOR FETCH QMUY Wil
TH UR

Hiararchécal access path | Access path * Table informalion Iy miarmation

[H] ] @n] Bl@an[@n]EE])| oocedtr | soage | ndespace |

Sthema [indey [t eaumns | custerratio 11| 1stkey cand| Full key card|  Tree leveis| Leafpages| ncexbeys| Rowsnesropt]  Rowst
SAPRY  ADRYR-D CLIENT PERSHUMBER CONSNUMBER 100 4 4234 4 34| 142304 928

Figure 133: Explain Index Information

The local predicatesin the statement are CLIENT=, PERSNUMBER=, and OWNER=. But the index
only supports CLIENT= and PERSNUMBER=. OWNER isnot in anindex. In order to improve the
performance of this statement, a new index on ADRV P would be needed. Sincethisis SAP code and
an SAP table, one would search for SAP notes, and if none were found, open a message to SAP.

8.4.1. High getpages and low rows processed (per execution)

A getpage is when DB2 references atable or index page, in order to check the contents of the page.
Examining many pages will use additional CPU, and contribute to pressure on the buffer pools. The
situations where high “getpages per row processed” indicator will be seen are:
e Predicates contain columns which are not indexed, or not in the index used to access the table
¢ Predicates contain range predicates, which causes columnsin the index to the right of the column
with the range predicate to be evaluated with index screening rather than index matching

e Index screening, when there is an index column with no local predicate, but index columns on its
lef and right with local predicates on the columns

In cases wher e a statement never returnsaresult, “ Getpages/processed” in “ Avg statistics per
exec” isreported in ST04 as 0, since the quantity (getpages/ 0) isundefined. If you see a high
impact statement (high total rows, high total getpages, or long elapsed time) where
“Getpages/processed” is0, check the “ Avg. statistics per execution” tab, and look at “ Avg.
getpages’, which is a per-execution counter.

8.4.2. High rows examined and low rows processed (per execution)

A row is examined when DB2 checks arow in atable to determine if arow satisfies the predicates, or to
return arow. If arow can be disqualified based on predicates that can be processed viaindex access,
this does not count as a“row examined”. When DB2 must read the rows in atable (rather than just the
index) to determine whether arow satisfies the predicates, then “rows examined per row processed” can
be high. Situations where this commonly happens are when:

e Predicates contain columns which are not indexed, or not in the index used to access the table

After finding a statement with high “rows examined per row processed”, one should aso check the
average number of rows examined and rows processed, to confirm that the statement is inefficient.
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In cases wher e a statement never returnsaresult, “ Examined/processed” in “ Avg statistics per
exec” isreported in ST04 as 0, since the quantity (rows examined / 0) isundefined. If you seea
high impact statement (high total rows, getpages, or long elapsed time) where
“Examined/processed” is 0, check the “execution statistics’, and look at “ Avg. rows examined”,
which isa per-execution counter.

When index-only accessis used, rows examined per execution will be 0, so “ Examined/pr ocessed”
will also be 0, regardless of how many rowsarereturned. Check “ Getpages/processed” to
evaluateif the statement is executed efficiently.

8.4.3. Long “average elapsed time” per execution
There are a number of reasons why one execution of a statement may take along time. In the case
where the statement fetches, inserts, or changes hundreds or thousands of rows, it isnormal. Check
“Avg rows processed” to see the number of rows returned per execution. In the situation where only
few rows are processed on each execution, or the time per row processed islong, it could point to one of
severa things:

e 1/O constraint on disk where the table or index resides
Logical row lock contention, which is seen with change SQL and “select for update”.
Inefficient SQL as described above
DB2 contention on page latches
Indirect references or disorganized data cause excessive |/0O

The Statement Cache “Avg. time dist per exec” tab will point out what the likely problem is, since it
separates lock, 1/0, and other waits into separate categories.

Figure 134 shows the statement cache sorted by total elapsed time. Individual statements can be
reviewed, to find those that have long average elapsed time (Avg. elap. time).

e = =] |
Statistics  Edit Goto  Systern  Help 1

@ | IdEHece I DHE nhaa IR 0D |
DB2 for z/OS: Statement Cache Statistics: Overview
|G Refresh |[[@ Details || aBaP |[E Statistics field || B string || Reset || Since reset || =, By statistics |23 nvalidate soL |

[EN | Efisystern Configuration I‘Q\DE * | nen. T &t [14:55:36) day [06/06/2008) DB system Dez
B system =] DE=larl  |B2:01 03] day 04/06/2008) DB release 8.1.5
: Lastreset day | Datasince  [DB start

DB2 for /05 Database Administration |

°@;§;°g;‘:;;;emmw L1 (1= I T = = =1 = =] [
Thread Ackvity Table name |ExeculiongAvg.elaptime [Elapsed tima TAwg.cPU L. [argwait time | Avg sync 0 time [#vg.sync. U, [T scans|Sors | Gelpages/proc.io... | Examuproc iows
Staternent Cache JEST 118,200... 0.001688 Days00Z07:27  |0.000127 0001661  0.001356 0.3z [} [] 0.32 1.00 =
Global Times MARA 89417, 0000832 20739:41.2875 0000124 0000708 0.0006189 016 0 0 273 1.00 [~
E‘Z“;i";_‘g 95;'2‘:‘:‘:‘9 . MATERIALID 223.097.. 000033  19:25:39.0038 0000054 |0.000258  0.000217 0.09 [ i 218 1.00

ion Par r
INDX 169,100 0403939 18:58:29,7057 0000296 0403643 0001278 032 i 0 4.47 0.00

DBZ Parameter Check (DBE16) - _
DB Connecl Parameter Check | |MBKT 141,028.. 0.000362 14:10:00.9337 0.000060  |0.000307 | 0.000255 012 [ 0 242 1.00

Figure 134: ST04 statement cache slow statement
Each statement takes nearly half a second (0.4039), and most of the time iswait (0.4036).
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Staternent text .l Identification and status i Aug time distrper exec i Total time distr.across all execs g

Execs fsec ]
Avg getpages 3.97
Rows examiexecs o.on
Rows proc/execs o.89
Getpages f pracessed 4.47
Examined / processed o.on
Sync reads [ execs o.32
Synch writes f execs o.on
A sync i0s o.32
Avg 11O duration o.o04

.o
.og
A thl scans .o

Avg s0Ms o
1
2]
Avg RID fails star o.on
2]
2]

Avg idx scans

Avg RID fails limit .o
Auwrg parallel groups .og

Figure 135: Slow SQL with few getpages

Figure 135 shows few getpages per execution (3.97) and little 1/O per execution (0.32), sothelong sql is
not caused by processing lots of data, we can check time distribution.

Statement text '| Identification and status RGN RT=TREET Total time distr.across all exece | Avg.stafistics perexec - Total statistics across all execs
Ang. elapiexec 04039349
Avg. CPU time 0.000296
Aurg. wait time 0.403643
Auwg. sync 0 time 0.00127a

Auwg. read wait 0000003
0.000000
0.397819
Avg. global lock wait 0.000000
Avg. EU switch wait 0.000000

Avg. other wait time 0.004542

Aurg. werite wait
Aurg. lockilatch wait

Figure 136: ST04 timedistribution
Figure 136 shows It islock and latch wait, which is almost always an application issue.

M |dentification and status i Avg time distr.per exec i Total time distr.across all execs i Awi.statistics per exec i Total statistics across all execs

[ B R (=) = X8 [

SQL statement

UPDATE "IND' SET "LOEKZ" = ? ,\"SPERR" =7  "AEDAT'=? "LISERA'=?
JVPGMID" =7 "BEGDT' =2 ,"ENDDT'= 7 ,"CLUSTR"=? ,"CLUSTD"=?
WHERE "MANDT" = ? AND "RELID" = ? AND "SRTFD" = ? AND "SRTF2" = ?

Figure 137: ST04 statement

The ABAP and the run processes for the application needs to be examined to determine why there are so
many concurrent processes updating the same row in the database, or whether they hold the locks for too
long.
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8.5. Examples of ST0O4 statement cache analysis

8.5.1. Predicates do not match available indexes

SAP ECC, as atransaction processing system, generally uses simple SQL that can be executed
using index access on a single table, or nested loop join on multiple tables.

The most common problem with inefficient SQL is when the local predicates (selection criteriain
the SQL) do not match the available indexeswell. In this case, DB2 will choose the best access
path it can find for the predicatesin the SQL. This access path may still be rather inefficient.

An SQL statement scanning a small in-memory table will often be indicated as a CPU usage
problem, rather than having long total responsetime. Here, the statement cache has been sorted by
CPU, and we look for statements with high * Avg. CPU time'.

@ 0 @8

Statement Cache Statistics: Overview

Q) Refresh | [B Details [ aBaP & @ B Statisticsfield | B Sting | Reset  Since reset

lepces 4.832 423 2.675 6,082 (EIE: ] 1.771180:22:12.4838](
LIPS 26. 056 316 3. 046 1.142 g.000 20.895/80:16:02,7858(
FEBEP 0.596 1552 0.515 0.000 0.00a 0.004/00:13:19.8031/([«]
TOEVE 0.155 4960 B.137 0.060 0.000 B.000/80:11:20_1006([ -

Figure 138: FEBEP - ST04 sorted by CPU
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After sorting the ST04 statement cache by CPU, the statement accessing FEBEP shown in Figure
139 was near the top of thelist. We want to determine whether it is efficiently coded, or if it can
be improved.

&l === 2 3dHCEQ CHE DDOD @
| Statement Cache Statistics: Details

B Statistics field [ ABAP

0872672003
pe/1e/2003

Staternent text

Explain |
SELECT "BATCH" , "KUKEY" FROM "FEBEP" WHERE "MANDT" = ? AND "NBBLN" = ?
AND "GJAHR" = ? FOR FETCH ONLY WITH UR

Figure 139: “details’ display of FEBEP statement from ST04 cached statement

Make note of the local predicates (MANDT=, NBBLN=, and GJAHR=) for later reference.
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In Figure 138, the statement accessing FEBEP uses amost 500 ms CPU per execution, which is
very high. It could be normal for a statement that retrieves many rows. Select the statement, and
press Details to see more information about the statement.

In the “details’ display, select the “Avg. statistics per exec” tab to check the per-execution statistics
for the statement, and see that it is performing 17,886 getpages per execution, and it processes
(returns) less than one row (0.62) per execution. An efficiently indexed R/3 statement usually
needs at most afew getpages per row processed. “Rows exam/exec” is very high, so we know
local predicates are being applied on table rows.

Statement Cache Statistics: Detalls
SF Statistics field [ ABAP
Mem. _ at 21:36:16  08/26/2003  DBsystem  DB2
DB start 20:47:34 08/10/2003 DB release 7.1.8
Lastreset Data since DB start
Ayg time distr per exec L Total time distr.across all execs Avg statistics per exec “.
Execsf sec 0.03110132892
Avg getpages 17886.51 <«—m
Rows examfexecs 111051 .81
ROWS proclexecs 8.62
Getpages / processed 28741 .43
Examined/ processed 178446 .68
Sync reads f execs 0.24
Synch wtites / execs 0.00
Avg sync /O time 0.008
Avg O duration 0.003
Avg sorts 0.00
Avg idx scans 0.60
Avg tbl scans 1.00
Avg RID fails stor 0.00

Figure 140: ST04 cache “details’ display of execution statistics
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Next, from the “ statement text” tab in “details’, explain the statement to check the access path
being used. The explain shows that tablespace scan isused. All rows were read from the table,
and all local predicates applied on table rows.

Systern  Help

B H Q@ CHE O
Expianation of SQL Access Path

s DBZ installation parameters Yiew plan table
BIEBIEEE

SGL staternent

SELECT "BATCH" | "KLUIKEY' FROM"FEBEP" WHERE "MAMDT" = ? AMND "MBBLM" = ? AMD "GJAHR" = 2 F...
CH oMLY WITH UR

|[«I[»]

Hierarchical access path k Access path k Tahle information k Index infarmatian

< 1 query block #1: SELECT
P {ﬁT.ﬂ.BLE SFACE SCAN (sequential pr
[ sePR3.FEBEP

[l

[l [W«][*]
| J

N

Figure 141: Explained statement from ST 04 cached statement details
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Use the explain ‘Index information’ tab to check to seeif thelocal predicates (MANDT=,
NBBLN=and GJAHR=) arein an index on FEBEP.

System

Help

Expianation of SQL Access Fath
{¢ DBZ installation parameters | [B] view plan table
—Tir []
EIERIEEDE &
SaL statement ]
SELECT "BATCH"  "KUKEY" FROM"FEBEF" WHERE "MAMDT' = ? AMD "MBBLN" = ? AMD "GJAHR"= 7 F ...
CH OMLY WITH LR
Hierarchical access path h Access path k Table information  Index infarmation
= RN El | DDIC editor Storage Indexspace
Schema |Index Index columns Clusterratio [%]| 15t key card.| Full key card] |
SAPR3 FEBEF~0 MAMNDT, KUKEY ESMUNM 1 1 110,682 [«]
[~]
[l M [«][v]
| 4 7

Figure 142: FEBEP - ST04 Index infor mation

In Figure 142, note that neither NBBLN nor GJAHR isin the one index, so the index will not be

used to access the table. MANDT isin theindex, but has cardinality 1, so it probably does not
filter.
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Now check if either predicate column has high cardinality. Cardinality is the number of unique
values. If either column has high cardinality, it would make a more efficient way to access the table

with anindex. (The exception being when the data is unevenly distributed, as shown in Section
8.3)

Systern  Help

) AEEI -G IR

Expianation of SQL Access Fath
¥ DBZ installation parameters Yiew plan table
—Tir []
mIERIEERE &
SaL statement ]
SELECT "BATCH"  "KUKEY" FROM"FEBEF" WHERE "MAMDT' = ? AMD "MBBLN" = ? AMD "GJAHR"= 7 F ...
CH OMLY WITH LR
Hierarchical access path h Access path " Tahle information h Index infarmatian |
H B=| [Ex R | DDIC editar Starage T ablespace Col.card. Col.dist.
Schema |MName Rows Fages| Row length| RUMSTATS? |REORGY
SAPR3 FEBEF 110,682 1 468 (Mot needed Mat needed
[~]
[l M [«][v]
| 4 7

Figure 143: FEBEP - Tableinformation
Choose the table, and pressthe *Col card.” button, to see column cardinality statistics.
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Colum Cardinalities
[F || &= | (43 = | EH
Calumn narme Cardinality
GSBER 1 [«]
PRCTR 2 []
VERTN 1 |
YERTT 1
PROTA, 1
CHECT 110,632
STAW 1
THTW 2
EPYOL 1
[MFC 1
IMFO2 3
AMSID 104,539
IMTAG 1
rBBLM 110,632 1
AK1BL 1 |
AkBLM 11,180
KMELA 3,329
AEOA 1 —
AMEDM 34872 %
AoT™H ATE

o

Figure 144: FEBEP column cardinality statistics

In Figure 144 we see that NBBLN has 110,682 unique values, so it will filter well, as Figure 143
showed 110,682 rows in the table. Each row has adifferent NBBLN value.
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Next, find the culprit. Use the ABAP button in Figure 138 to display the ABAP source code.

Program  Edit Goto  Utilities  Environment  System Help
& 2aH @O BREE S0aa8 8
ABAP Editor: Display Report ZBFR_CHECK_APPL
& = | %% @ |eE 1 |E S| &S D || @ raten || & | nsert || Replace || H
Report ZBFR_CHECK_APPL Active
FAEE EE
endloop. [«]
it p_nhorchn = ‘X' E
SORT i_lineitems descending BY customer augdt doc_no. —
else.
sort i_lineitems descending by customer augdt aughl.
endif. | |
* get Tockhox information for checks -
if p_norcn = ‘X'
Toop at i_lineitems.
clear Tebep.
select batch kukey into (i_lineitems-batch, febep-kukey)
Trom fehep
where nhhln = i_lineitems-doc_no
and gjahr = i_lineitems-fisc_year. E
endselect .
it sw-cihrr ne R Iz‘
. Li44Z, Co1 Ln432-Ln 447 of 1264 lines
| d 4

Please see Section 7.5.2 regarding the process for evaluating when to add new indexes. Since the
program is a custom program (Z*), the first action is always to investigate whether the program
could be modified to match the available index. The next action would be to review if thisisa
problem of misuse of the datamodel. The last action would be to add a new index that matches the
statement.
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8.5.2. Impact of REOPT(ONCE)

As described in Section 8.3, the default method of preparing statements with parameter markers can
cause access path problems in some situations, such as when there is data skew, and filtering depends on
the values used in the SQL.

To address this issue, the REOPT(ONCE) option was created, which allows a statement to be prepared
with values, but still shared by all dialog steps that execute the SQL, regardless of the runtime
parameters. However, if the parameters used with first execution of the statement are not
representatlve of the normal execution, this can cause DB2 to choose the wrong access path.

3lallsllcs Edit Golo  Systam  Help Q.EW
(¥ 1 ARIeEe BHE U0 EE @
DB2 for z/CS: Statement Cache Statistics: Overview
) Refrazh | Detaiis || ABsF || TF Statistics flald |m"m Sinca reset || %y BW statistice || 3 mvalidats SOL

[H | Edsvstem Configuration | ®wpE s | Hen 7| at[18:40:49] day [05/13/2008 OB system 082
[ systam :l| DB stat 8224 43| day 84 /06/2008 DB release 8.1.5
Last reset day Diats sinca DB start

DBZ for 05 Database Administrasion |

e A Sl alziE] [¥a)i@E] o) S]dalan|Hn) i)
Thread Jlt'.swi'ls- : Table name |Enecutions  [woelaptime  [Elapsed fme T GPULme  [awwaitlime  [Ava sune 0 tme &g swe 005 [TSscans [Sorts
Statement Cache SRRELROLES 5514 155864617 Dars00D 22:43 10001937 145862630 45804736 36.670.96 [} a [=]
Clibal Tiemes REPCSRC 13386168 WODTTHE 04:00:01.1741 000 27 0000979 000082 1.05 [} o [;]
Diata ots Statstics M 688 13.374483 02:3%31 6513 0.000250 13374203 0.005144 088 [} [ m

Figure 145: SRRELROLES

In Figure 145, we have sorted the cache by elapsed time, to find the statements with the most impact on
responsetime. Each select on SRRELROLES takes 155 ms, of which 145 msiswait. We need to
look at the statement details to see why there is so much delay.

Select the statement, and press the “ Details” button.

3lallsllcs Edit Golo  Systemn  Help
& oA B Saed DEE YO8 EE EE

DEZ2 for z/OS: Statement Cache Statistics / Details

SF Statistics flald | [ a82P | B statiztics || 23 invalidste saL

Hen at [18-51:14| day [A571372008] 0B systam (TF]
DB gtart @2 24:43 day 04/06/2008 DA releasa g.1.5
Lastresst day Cata since OB start

< Igentnication and status | Avg lirne distrper exec f Todal time distr.across all execs | Ayl S1alislics per eXec |’ Total stalistics across &l execs

Emlaml
= [[E=1 = I E=)

S0L statarment

SELECT "O8JKEY" ,"OBJTYFPE" , "LOGSYS" , "ROLETYPE" ,"ROLEID™
“UTCTIME™ FROM "SRRELROLES" WHERE "CLIENT" = 7 AMD "OBJKEY" = 7 ANDr
“DBJTYFE" = 7 FOR FETCH QRLY WITH LIR

Figure 146: SRRELROLES statement text
Local predicates are CLIENT=, OBJKEY =, OBJTY PE=.
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Izreesthe “Av(g statistics per exec” tab.

Slatislics  Edit Golo  Systam  Help
& 0D ABIeaa EHRE I BHO80 EE @
DB2 for z/OS: Statement Cache Statistics f Details

SE Statistics field | By saap || B4 statistics || 23 invalidsie SaL

Men . &t 18°51 14 day 051372008 DB systam oz
DB stast  B2-24:43 day 04/06/2008 DO release g.1.5
Lasztresat day Drata sinca OB start

 Total stalistics across all execs

Exgcsfsen 0. 01734356538
Awh gElpanes 349,826 83
FOWs Sxamiexecs 331,300 41 4+—
RS grocriamecs 0.18
Gatpages / procassed 24p7343 58
Exarningd f grocessed 2270850 A6
Sync reads | Bxecs 36,6380 12
Synch wrikes §axecs o.eg
ANg SyTe 0= 36,830 12
#ng MO duration a_0a1
Ag sorts 0. Be
Axg bdx Scans 1.88
A Tl scans o B8
#xg 1D fails stor o.pp
Aug RID fails limit o.es
Axg parallel groups o.eg

Figure 147: SRRELROLES statistics

Figure 147 shows each execution processes over 331K rows, to return less than one row. Local
predicates are not being evaluated in the index, but on the table (high Examined/processed).

Go back to the “ statement text” tab, and press “Explain”, then press “Hierarchical Access Path” tab.

Explanation of SQL Access Path

= wiew plan tabie I
7 Y e R =Y ] [T =

SaL statement |
SELECT"0ORUKEY" , "OBJTYPE" , "LOGSYS" ,"ROLETYPE" , "ROLEID" |

CUTCTIME FROM“SRRELROLES WHERE "CLIEMT™ = % AND “0EIKEY = 7 AND

“OBUTYPE™ = 7 FOR FETCH ONLY WITH UR

© Bccess path | Table information | Index irfornation. |

]0a] o

= [Cdouery block #1: SELECT
= {8 INDEX SCAN (1 matching colusn) L FE——
 E§ SAPR3.SRRELROLES~A03
[ S#FR3 . SERELRILES

Figure 148: SRRELROLES Hierarchical Access Path

Access is one matching column in index SRRELROLES~003. There could be index screening on other
columns, we need to check the indexes.

Press the “Table information” tab, then select the table and press “Col card”, to display the column
cardinalities, which we will need for index evaluation.
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=
Syslem  Hedp

& | OB IeGae SDHE I RDON EE @GR
Explanation of SQL Access Path

| E View plan tbie. |
gl L] [B]d=]t ]

[B0L stalement |

= Colum Carsnalties B

(B85} [ [S] &S = o e

I‘Ca;nl‘rﬁaﬂlil
1

; . Hherarchical steess path |/ Access pa JEEFTEVRTETETTCRNN  (ndex infornalion |
[ E| E?J| Q|@a|mﬂ-' ooiceattor | Storage | Tabtespace | coleara | ocotais |

Sehoma [warmo | Rows Pagos| Rewlanoih|RUNSTATS? |REORG? |eunfersoot [VOLATRE | ﬁ;;\,”s e
i

SAFRI  SRRELRCLES 3,170,182 | €406 85 Notneaded  Nolacodes | BF2 Ko i ey TFEF]

GEITYPE z

ROLEID 3,170,164

ROLETYFE L

UTCTINE 501,120 |

Figure 149: SRRELROL EStable column cardinality

One can aso display the column distribution information (i.e. DB2. FREQVAL) by selecting the table,

and pressing “ Col dist.”.
ES’-“?.'T....?."f.'?......._..___ Lo 81 Eﬁy

o ABIeEa DHBINUOO BB
Explanau‘on of SQL Access Path

] [ EE ™ EE S

| SOL staterment

< Higrarchisal accass pafh | Arcess path 4
i

M) [Bz] [B]@z|Ez]88]| ooweder | swoege | Tabespace | colcarg. | colaist |

|schema [Name | Rows| Pages| Rowlengih| RUNSTATS?  [REORGT |Butrerpoal [voLATILE |

SAPR3  BRRELROLES 3,170,192 B4,098 B5 HNotneeced  Notneeded  BPZ Mo
(= Column Distribulions [£]
121 I (=T [ =Y el [ =]
Column group Lo valug High value | Cardlnalrr,'| Frequenm,'[%]"
CLIENT 343130 343130 1 100000000 §
CLIEMNT.OBIKEY 2954162 o.oomoon ©
CLIENT.OBJIKEY, MEUTYPE 2954,162 Q000000
CLIENT.OBIKEY QEITYPE LOGSYS 370,182 0.0000on ©
CLIENTROLETYFE 4 0.00000a
CLIEMT,ROLETY PE,OEUTYPE 4 0000000 §
ROLEID S6T44ESATIGAIE3AI03,, 467 44EAATIRAIEILI03. 1 0.000053
ROLEID SBT4AE4ATA444624302,, 4ET44EANT 444634302, 1 0.000052 1

Figure 150: SRRELROL ES column distribution
Press the “Index information” tab to see the indexes.
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|_uc£s|r_-'n Help = e
= 2B eae DHE G uLes IE e

Explanation of SQL Access Path

= view plan tabis |

L1 S ) = ] (= =]

S0L statement 1
SELECT "OEJKEY" , "OBJTYPE" ,"LOGSYS" ,"ROLETYPE"  ~ROLEID", [
"UTCTIME FROM "SRRELROLES™ WHERE "CLIENT = ¥ AMND "CBUKEY" = 7 AMD =]
"OEUTYPE" = 7 FOR FETCH ORLY WiITH UR =l

Higrarchical sccess path | Access path . Table informason Indes mformation

HE] En]  Bldan]E@n]eEE])| oocedtor | sworage | ndexspace |
Schema |ndex |inde colurans | Clusterestio p%]] 15t key card | Full key card | Tree bsvels| Lesfoapss|  Indexkers| Rews ne
SaFR3 SRRELROLES~0 CLIERT, OBIHEY O8UTYPE LOGEYS ROLETYFE 100 1 170,192 4 A6, 06T FAT0A9Z
SAFR]  SRRELROLES-001  ROLED 45 3170184 3,170,164 3 27098 3170192 d
SAPRI SRRELROLES 002 CLENT,ROLETYPE, CBITYFE,CBIKEY 100 1 3,138,220 4 89,621 FAT0192
SAFRI  SRRELROLES-003  CLIENT,UTCTIME ] 1| 1,088,558 E] 9436 3,170,192 ]

Figure 151: SRRELROLES indexes

And now we see something surprising.  The index that is being used (SRREL ROL ES~003) matches
only CLIENT, while thereis an index (SRRELROL ES~000) that matches CLIENT, OBJKEY, and
OBJTYPE. And, from Figure 149, we know that OBJKEY cardinality is over 2 million, so the
OBJKEY = local predicate is strongly filtering.

Why did DB2 choose the ~003 index? The clueisin the cardinality of client, which is 1, and the only
valueis“410”. If this statement is not run from the productive client, and if DB2 is configured with
REOPT(ONCE), then the values passed to the DB2 will include CLIENT=xxx, where xxx is not the
productive client (410). Using this, DB2 will check the CLIENT value passed from SAP (xxX) against
the catal og statistics (410), and determine that matching the column CLIENT alone provides all the
filtering needed. And, whenever the statement is run from client xxx, thisis correct. But if the
statement is later run from client 410, then the CLIENT column provides no filtering, and al the table
rows must be read.

There are two clients (000 and 001) delivered with an SAP system, and other clients are created as part

of the customization process. SAP programs that can run in 000 or 001 or in the productive client can
encounter this problem.

SAP note 1008334 describes the situations where REOPT(ONCE) can cause access path problems, and
how to fix them.

As ashort term fix, one can use the ST04 statement cache “invalidate SQL” button (see Figure 145) to
invalidate the statement so that it is re-optimized when next run, or one can execute ‘RUNSTATS
REPORT NO UPDATE NONE’ on thetableif using aversion of SAP that does not have ‘invalidate
SQL’ in ST04.

8.5.3. Incorrect use of SAP data model

As mentioned in Section 7.4.2, data is often de-normalized and redundantly stored in SAP tables, in
order to optimize performance. When we have a custom APAB program using SAP tablesin away that
is not supported by indexes, our first approach in analyzing the problem is to determine whether the
program is looking in the wrong place for thedata. At first glance, a situation where the data model is
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not being used correctly may appear to require anew index to optimize the program, but thereisa
different and better way to solve the performance problem which we will see below.

L=

L) B2 i
Statiskes  Edit Goto  System  Help

(] HaEH cEe CHREGLS OE e

DB2 for 2/OS: Statement Cache Statistics: Overview

| Remesn || (@ Detils || ABar [[SE statistics el || B sting || Reset || since reser || s statistics. |[$3 invaligate sov |

H |0 svstern Configuration l RO | Men. ALL | at [22:54:25 day [04/24/2008] DB system DB2
i system | DBrelease  [8.1.5 |
Last reset |e8: a0 88| day | Diata sinee o8 start

0B for o8 Database Administmation ]

= [ Perfarmance EE ER B EEEE EE = EE EE EE
DE2 Subsysierm Activity S LI AR Bl& = e C 3 fin — -
Thread Achily Table narme |Execulions ko elap fme [Elapsed ime Javg CPUG. . [Avg wait ime|ava 2yne U0 me [ syne. 1, [TS scans|Sons | Getpagesiproc.o.. [Examiproc.n
Sraternont C acho VBOATA. 34,210,0.. BO00234  0213.20.2067 0.0000G0 0000144 | 0.00006T 002 [ 216 0.00 -
Global Times. ARBLG 1,459,725 0005358 0210:10.0764 0.000144  DODS214  |0.003701 108 ] 0 1.77 1.00 -
ai':usai':f:‘fr::lm MDA 26,0769, B,000274  01:50:18.2360 0.000007 0000177 0000148 [IT [ [ 605 1.00 M
DE2 Parameter Check (DB18) | [MARA ELCER U ETS 01:48:338744 onumdr: 0001622 | D.001483 033 0 [i] 304 1.00
D82 Connect Parameter Check | |RESE 53070 0120031 0146:57.9171 0019142 (0101789 |0.089744 .19 0 [ 020 1.00

B ) 8pace ZFSO00 6,356,610 0000531 01:44:56 6424 0000102 0000839 0.000e40 on 0 o 364 1.00

P [ Backup and Recovery VEMOD 30,221,1., B.O00ZAZ  01:41:40.4073 0.000079 00001323  |0.000022 0a1 0 0 150 0.00

b ) Canfiguration ODNTT 31.085,6., 0000184  01:35:24 7104 0000033 (0000151 | 0.000142 002 0 i 275 68 1.00

b CJJobs COoKA 2809073 BOMISZT  01:32:00.2256 0.000073  0.00185¢ (0001822 027 0 0 1.89 1.00

b (D Aleris cDCLE 1,176,281 004564  01:20:37.0068 0.000203 0004272 0003715 063 0 0 436 0.00

=. G Diagnostics MARC 9,869,304 0000533 01:28:35.0973 0000119 0000420 0000374 (LR 0 o 285 1.00
Missing Tables and indexes GMAT 4,428,850 DOD4E0G 01:26:30.0085 0000166 0004441 |0.00DE364 [ 0 [ 2.00 1.00
E:-LZI::ZI‘M . DONTT 42,158 0115088 01:20:51.8733 0028779 0085309 0010480 412 42158 0 0.04 1.00
b PLPO 730,268 0008486  01:19:40.1790 0.000826  |0.005660 |0.004562 120 0 0 035 1.00
EXPLAIN BLPK 524,541 DO0BE1S 01:17:56.2024 0.000516 00083208 0008079 112 L o m 0.00
Dictionary - DB2 Calaloy MATERILID 1,883,717 DOD2292  0115:45.4728 0.000108 0002184 | 0.002091 052 0 0 310 1.00
missing Unique Indexes LIPS 85 53444441 DII5A2TTIA 29260033 454508 1546867 131026 84 (1] 56,011,208 SE6,460.30

Figure 152: LIPS Statement Cache

Here, we have ordered the statement cache by elapsed time, to find high impact statement. The
statement on LIPS stands out — it has high “ getpages/proc row” and high “examined/proc row”. This
means that DB2 must search many pages for the result (getpages/row) and that DB2 must apply local
predicates on the table (rows examined/row processed).

Select the line and press “Details’ to see the statement.

| = Slalistics  Edit Goto  Systern Help e w
|e; n dH S DHE D000 BE @m
DB2 for 2/0S: Statement Cache Statistics f Details

|F stassties fietd ||[F sewr | B statistics |[23 trvalicate oL |

ifga {RLL at [22:45:10 day 04/24/2008) DB system (3
DB =ta 808080 day DB release #.1.5
Lastresel [BE: 80 80 day Diata since (0B start

“identification and status | A Bme disioer esec

' Total tirme disiracross all ececs | iwn statisics par exsc |, Total stalistics across alavecs |

Explain

ST (/=1 <) [

S0L statement

SELECT "WEBEL" “POSNY , "VBELN® "POSMA" FROM LIPS WHERE “MANOT =
2 AMDWGBEL M (7,7, %,7,7,7.7,7, 7.7 FORFETCH

DMLY WITH UR

Figure 153: LIPS statement
It looks normal so far. Statement has local predicates MANDT=and VGBEL IN.

Pressthe “ABAP’ button tab to see the program. We need to check if it is SAP or custom.
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Repar Z\.rIBL = ."- = Active
i 8 0 0 T e
IF sy-subrc =

0.
SORT 14_bill_hdr BY vbalv vbeln
ENDIF

1]+

et partner info
SELECT vbeln

parve

kunar

adrnr

INTO TABLE 1t_partner

FROM whpa

FOR ALL ENTRIES [N it_order_sref

WHERE vbeln = 1t_grder_tref-vaeln .

|

* Begin af changes
° get delivery info - needed for some seria] nunbars
SELECT vgbel
posay
vbaln |

posnr
INTO TABLE 1t_delivery
FROM 1ips
FOR ALL ENTRIES [N 1t_order_xret
WHERE vgbel = 1t_srder_tref-waeln
* End of changes
ENDIF .

Figure 154: LIPS program

Program startswith aZ, so it is custom. One can also display the program attributes to see whether SAP
or some other user created it.

|\_/_Ve need to explain it to see what DB2 isdoing. Pressthe“Explain” button in Figure 153.
~ systemwelp gaw

[ A B S@e DHE ntoas DA @
Explanation of SQL Access Path
= view planlable
1 S ] ST =Y P (=) |
SaL atatement

SELECT "WGBEL" . "POSNY" ,"VBELN , "POSNR" FROM "LIFS" WHERE "MANDT = 7 AMD "WOBEL" IN {7,
?.7.%2,7.7,7,7.7, ?)FOR FETCH ONLY WITH UR

| Tanle information  Indexinfarmation |

= [ query block &1: SELECT
= §§F TAELE SPALCE SCAH (sesuentis] prefetch)
[ s#PR3 . LIPS

Figure 155: LIPS explain

Figure 155 shows DB2 is scanning the entire table. We press “Index Information” to check indexes and

compare them to local predicates.

@& | N9 H @e@e SHE n0oo DE @
Explanation of SQL Access Path

[ view pranasie |

11 [ S [ =Y =<0 [ =

SAL statement

SELECT "WGBEL" , "POSKY" ,"VBELW , "POSHR" FROM LIFS YWHERE "MANDT = 7 AND “WGBEL M {7 .
FLRLPLPLY,FL,T,.T, PIFOR FETCH GHLY WITH LIR

. Hierarchical access path |~ Access path |, Table information g

i I I ghf: :‘llﬂa :‘|| @I | poiceditar | starsge | ndexspace |
Scheama IIm:Ieo-t ]Index colurnns I Chusterraio Mll 1stkey raru.l Full k:E'frand.l Trae Ie'helgl Learnagesl Indeo::kle'rsl Rows neaanli Row
SAFRI LIS~ WEMNOTWEELM, POSMR 100 1 2,912,066 & 25771 2912066 3,032

Figure 156: LIPS Index

VGBEL does not appear inany index. The only other local predicateis MANDT=, and we seein
Figure 156 that MANDT has cardinality of one (1% key card), so MANDT= probably will not filter.
DB2 reads the entire table.

Check the chart in Section 7.5.2. Note that when we have custom code and SAP tables, we need to
check the use of the data model.
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SAP note 185530 describes this problem, and proposes the change to ABAP to use the SAP tables and
indexes correctly.

MNote Edit Goto System Help

=] |

CEq EHE DDON
List Display SAP Note 0000185530

HE @&

Selecthote | Mote Administration

Gorrect:
SELECT FROM v1pma WHERE matnr = ...
SELECT FROM 11ps WHERE vbeln = ¥lpma-vbeln
LND posnr = v¥lpma-posnr

[<1[*]

c) Gearch for deliveries with sales order number (preceding
document, field LIPS-VEBEL) :
Incorrect:
SELECT FROM 1ips WHERE wghel = ...

Correct:
SELECT FROM whfa WHERE WEELY = ... and VBTYP_N = *J'
SELECT FROM Tips WHERE vbeln = wbfa-vbeln
AND posnr = vbfa-posnn

dy Other search helps for deliveries offer matchcode tables and

views M_YMVLx, x. = 4, B, C, ... M; for example search for goods
issue date, picking date, transportation planning date and so on.
Page 3

3. Accesses to invoices (tables VBRK, VBRP)

Figure 157: NOTE 185530

At this point, we send the program back to development, so they can change the program as suggested in
the SAP note. The change will allow the program to read L1PS using an index, rather than scanning the
entire table.

8.5.4. Index-only access

Asof DB2 V8, itispossible to have index-only access with SAP on DB2 for zZ/OS.  The statement
statisticsin this case can be a bit misleading.

Since there are no rows examined (DB2 never had to read the table), the the ratio “ Examined/rows proc”
is0. With index-only access, one has to check the “ Getpages/proc row” ratio to see whether the
statement is efficient or not, as shown in Figure 158.

Statistics  Ed Goto - Systam Heilp
& A EICER SHE DO BE @E

Statement Cache Statistics: Overview

Refresh | [B] Detalls [ ABAP  F Statisticsflald | F Sting | Resel | Since reset | 99 Invalidate SOL

Hen. @ at 17:35:16 day 06/04/2008 DB system  DB2
DB start  02:34:05 day 04/28/2008 DB melease B.1.5
Lastresel day Deata since DB start
T RE - EER =Y 1 [ T
_|Executions |Avg.elaptime  |Elapsed time TlamCPUtime  |vgwaittime [ Avg.synclio tima A sync WO [TSscans  [Sons |RID list fall, _|Getpagesiporoc.ows [Exan
66482 [0.048 0336052328 0.043 0.006 0001 [0.25 0 (288675 [0 18399 0.00 |[=]
1,856,325 [9.002 01:1252,2246 0,000 0.002 0002 095 [ o 0 418 100~
~|a1075 0.052 DOABOTIZET  |0045 0.007 0,000 |0.30 0 21,074 ] 19161 00| ]

Figure 158: ST04 index-only access

But, since “ Examined/proc rows’ can also be zero if there are no rows processed, we also need to check
the number of rows processed per execution, to confirm whether thisis a statement that returns no rows,
or isindex-only access. Thisisshow in Figure 159.
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Statementbext | Menfication and slatus | AvpBme disirpes exec | Tolallime dislracross all execs  #wgstalishes perexec | Todal slafslics across sl axecs
Exzes | set 19 4BGE7TI4E
Aup Qetpagas 131 .51
Rows exsmiesecs [T
Rows procfesecs 1.08
Gepages i procassed 191 .51
Examined f pracessed B.0B
Bync raads f enecs B.38
Bynich wrilies § @xecs B.08
S Symie I0s B.38
g N0 duration [E L
AU S0ts 1.68
Ay lds seans 2.68
Aup il scans 8,08
Aug RID falls stor B.oB
Aug RID fails hnit B.DbB
Aug parallel groups 0.on

Figure 159: ST04 index-only statistics per exec

“Rows exam/execs’ is0, so thisisindex only access. “Rows proc/execs’ is1, so one row isreturned
on each execution.

But note that index-only is not enough to be efficient access. This statement does amost 200 getpages
per row, which ishigh. With al predicates evaluated in an index, a single row fetch might be 4-5
getpages/exec, and atwo table join might be 8-10 getpages per exec.

Even though thisisindex-only, we would explain the statement, and eval uate the access path and
indexes, as shown in Sections 8.5.1 and 8.5.3.

8.5.5. Column order with custom indexes

When creating a custom index to support a business process, the order of the columnsin the index can
beimportant. There are two key issues:

e Range predicates (GT, GE, LT, LE, BETWEEN, LIKE) on some of the index columns, and

e Non-uniform distribution of data (skew) on one or more of the columns.
Hereis an example of a statement that is frequently run, and one of the top statements in elapsed time.
Each execution takes 177 ms.  (Thisisfrom a 6.40 system where the time unitsin ST04 are seconds)

Stafistics  Edit Goto Swstam Help

TB e@e CHB Hnon EE O

Statement Cache Statistics: Qverview

5 Refrazh Cetaitz ([ ABaP | TF Statisticsfield | F Sting | Resst | Smcareset B3 Invalidate SOL

Hen. Z; &t 21:28:11 day [vH systam B2

DB stait day DB release 1.5
Lastresst day [rata sinca DB start
EEYEAET I B EEREY AR TS
Tkl ni i Exaculions | elap fima Elapsad lirm o CPU e | Avawail lite A Svn UD Ijm&|-\w:;.smt. BOs TS Stcans |80rls RID: lisd fail. | Galpagesipog rivs | Exarr
EDIDC AT,232 {0AaTT 02:19:32 5696 (0168 0o 0.000 | 000 LI} o 1] 920623 1.00 | =]
WEEG 167,630 [0017 00461 4.0356 [oo1s (0002 |0.000 |o00 ] |D I 9435 JEEE .|

Figure 160: EDIDC many getpages per row

Select the statement and press details (Figure 161), and we see that getpages per row is high (over 26K),
because there is seldom arow returned (0.03 per exec), but there are 797 getpages per execution, which
ishigh.
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Statement text k Idenfification and status | Avgtime distrperexac - Total time distr.across all exacs - Avg,statistics per exec k Tofal statistics across all execs
Exacs f sec 4. 29488330341
Avg getpages 797.25
Rows examiexecs 0.03
Rows proc/execs .03
Getpages !/ processed 26815.19
Examined / processed 1.00
Sync reads f exacs o.08
Synch writes f execs a.08
Avg syne Os 0.00
Avg O duration nip
Al soms 0.0
Avg idx scans 1.00
Avg thl scans 0.0
Ay RID falls stor a.ae
Avg RID fails limit 0.00
Ay parallel groups o.e8

Figure 161: EDIDC statistics per execution

We explain the statement and check the access path and statement text. There are local predicates on
MANDT, STATUS, MESTYP, and CRETIME.

LAl a|aHIe@Q@ | S HEON L0 BRI @ E
Explanation of SQL Access Path

e DE2 installation pararneters  [B View plan table

}%I_'I L¢e@nE

SAL sAatermant
SELECT " FROM "EDIDC™ WHERE "MANDT™ = 7 AND ( "STATLIS™ = ? OR "STATLIS" = 7 AND "MESTYF" = 7 A |
MO *CRETIM"BETWEEN 7 AND 7 FOR FETCH ONLY WITH LRT -]

Higrarchical access path |- Access path ) Table irformation | index information
e
= {EF INDEX SCAM (2 matching coluans)
= B S4PRI.EDIDC-Z00
[ sepr2 EpIDC

Figure 162: EDIDC explain

Press the “Index information” tab, to check the indexesin Figure 163, we see the problem. The column
with the range predicate (CRETIM BETWEEN) is the second column in the index (MESTY P,
CRETIM, STATUS). DB2 cannot do index matching access for STATUS, or for any index column on
the right of a column with arange predicate. DB2 isdoing index screening, which is more efficient than
evaluating the local predicatesin the table, but less efficient than matching index access. (We can tell it
isindex screening, since rows examined per exec is the same as rows processed per exec —no local
predicates were evaluated on the table).

Hierarchical access palh | Access pafh | Tableinfurmeation  Inedex information

i Bal|Q|da|a| B8 ooicedior | swage | indeospace |

Sehema | Incex |Inde calumns | Clusteratio (%] | 15tker card | Full keycard | Tree levels| Leal pages|  indes keys| Rows n
SAPR3I  |EDIDC-0 | MANDIT, DOCNLM | 100 1] 48,478 238 4| m3301| 3708315 ¢
SAPRI  |EDDC-A |MANDT STATUS MESTYE I 50 1| 174 4 £5535 | 30,627,780 | 33
SAFRS |EDIOC-2 [ WAHDT UFDOAT PO [ B A #| TITE0T| EERITE | 1188
SAPRI  |EDIDC-3 | MANDIT, MEETYF | i 1 3 4 67,353 | 37 966,315 3t
BAFR3  |EDIOC-Z00  |MESTYP.CRETIM ETATUE | i | 66| 2,000713 [ 04155 0826743 20

Figure 163: EDIDC indexes

If the order of the index columns were (STATUS, MESTYP, CRETIM) or (MESTYP, STATUS,
CRETIM) then DB2 would be able to do three column matching access.
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With the current index column order, DB2 does index screening on STATUS, which is more efficient
than examining the table rows, but less efficient than index matching access.

Now we need to make the choice of whether to make the index (STATUS, MESTY P, CRETIME) or
(MESTYP, STATUS, CRETIME). By default, DB2 collects column distribution (FREQVAL) data
only on the first column of an index, so if one puts a column with skewed data as the first column, then
thereis not aneed for custom RUNSTATS. Thedefault RUNSTATS, together with ABAP HINTs or
REOPT(ONCE) BIND option will enable DB2 to determine that there is skew, and choose an
appropriate access path.

If thereis a column with data skew that is not the first column in the index, then COLGROUP
FREQVAL statistics must be gathered.

In order to evaluate if there is skew, we use SPUFI with aquery like:
select STATUS, count(™) from EDIDC group by STATUS order by 2 desc;

Figure 164: query to check for skew

And we will get an answer like:

SELECT STATUS, COUNT{®) FROM EDIDC
GROUP BY STATUS
ORDER BY 2 DESC ;

demmmm e e e s e e e e e — e ——————— +
| STATUS | |
e ——————————————————————————— -
1_1 P | 1006307 |
2_1 | 632146 |
o -

Figure 165: STATUS counts

There are only two values of STATUS, and one occurs much more frequently than the other. The data
isskewed. When a statement is executed with WHERE STATUS =" *, then the STATUS column will
filter well. But if a statement is executed with WHERE STATUS =X, then the STATUS column is

not useful for filtering. By having thisinformation, DB2 can make a better choice which index to use.

So, we will create the index as (STATUS, MESTYP, CRETIM). Putting STATUSfirst in the index
does not make the SQL execution more efficient, but it makes it easier to manage the table, since custom
RUNSTATS are not needed to gather the FREQV AL data, DB2 will gather FREQV AL by default.

85.5.1. Consderationsfor column order of custom indexes

Since index processing is affected by the type of local predicates, if you need to add a new index,
please use the following general order:

Filtering columns with equals predicates

Filtering IN predicate or afiltering OR predicate

Filtering range predicates (GT, LT, BETWEEN, etc)

Other predicates (second IN, or range, or NE)
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Here we are having an exception to these suggestions (placing column with IN before =), in order to
gather the statistics on the skewed STATUS column without custom runstats.

After we change the column order to (STATUS, MESTY P, CRETIM) then the statement runs much
more quickly — 6 ms per execution in Figure 166, compared with 177 ms per execution in Figure 160.

EIREHEERE-EERIEER R ER

Tahle name

Executions

Avg.elap fime

EDIDC

34,376

0.007

Elapsed time
00:03:51,1240

-

Ay, CPU time
0.008

Avawaittime
0.001

| v syme 0 fime |Avg.syne. 0s

0000

Jo.o0

0

TS scans

Soris

RID list fail.
0

Getpagesiproc rows
1,344.62

Exarr
1.00

Figure 166: EDIDC wth new index

Keep in mind that even a statement with an elapsed time of 100 or 200 ms can have a significant impact

on response time, if it is executed frequently enough. Thisisasummarized trace of the IDOC
processing with the original index design, and you can see that the selects on EDIDC were about 60% of

the total DB time, so fixin

g the problem would reduce the DB request time by over 50%.

Table Cverviews  Edit  Goto  System
|| o JdE0 c@ae SDHE fhnoan FEE @0
Swurrwmarized Table Overview
A g s

Transaction Takle Name Statement [Accesses| Records Time Fercent
ADREC SELECT 1 1 4 292 0.6
AKE_PRODCOHP SELECT 2 2 ¥ .89z g.8
ATRE SELECT 7o 140 112,154 1.8
AUSP SELECT =13 ge 137,083 1.0
CABM SELECT 1 1 1,303 0.0
CEPC SELECT 1 1 1,378 6.8
Dazas SELECT 1 a] 1,234 8.8
EDI40Q SELECT 1 1 2,046 0.8
EDIDC SELECT 1 2 8,222,701 62.0
INDX SELECT 3 o] 3,997 0.0
IMDX UPDATE 1 o] 1,091 0.0
INDX IMSERT 1 1 1,959 6.8
MAKT SELECT 10 93 17,593 0.8
MARA SELECT 216 04 386,324 3.8
MARC SELECT 20 1632 255,342 2.8
MARD SELECT 243 1,902 486,321 4.0
MARY SELECT 1 1 1,034 0.0
MBEW SELECT Ta 1549 248 610 2.8
MCH1 SELECT 138 138 253,335 2.0
MCHA SELECT 129 138 364,284 2.0
MCHE SELECT 1328 138 281,267 2.0
NRIW SELECT 1 1 9,415 o.0
RESE SELECT 5 466 62,801 1.0
RESE UPDATE 92 9z 155,968 1.8
RESE INSERT 3 3 19,039 8.8
REFPF SELECT 2 2 5,377 g.e
REPF UPDATE 1 1 1,353 8.0
TRDIR SELECT 100 100 241,360 2.0
VARI SELECT 50 a] 186,225 1.8

Total 1,774 5,276 12,889,512 100.8

Figure 167: EDIDC in summarized trace

8.5.6. Logical row lock contention

Row lock contention (lock/latch wait in ST04) isalmost invariably an application issue, which usually
cannot be fixed at the DB level. When you encounter timeouts or deadlocks, one should open a
message to SAP so they can investigate the cause.

Thisis common on statistics tables and ledger (e.g. general, special) tables. These are tables containing

rows where information is being consolidated or aggregated. Lock contention is caused by the design of
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the application and the business data. For instance, if all sales were posted to asingle “cost of goods
sold” account, then that row would become a constraint in the database when the transaction volume
reaches a certain level. Below the critical level, it is not a problem.

Depending on the root cause, the actions required to fix row lock contention may be

e changesto SAP settings (“late exclusive material block”, “posting block”, etc) ,

e ABAP coding (perform change SQL just before commit work),

e business structure in SAP tables (e.g. more granularity in chart of accounts),

e sorting or grouping input rows to avoid contention during processing.
If it cannot be fixed in one of these ways, then test to determine the level of parallelism that gives the
maximum throughput (batch, updates, etc) and configure the system to keep parallelism under this level,
to manage locking contention.

The two system indicators for lock contention are ST04 “lock/latch” time being high, and change SQL
statements in the ST04 statement cache with long elapsed time. In order to prove that it isalock
problem, one would need further information.

Instance 1 d6E0_GST_00

statistic file: Ausr/sap/GST/OVEEBMGSOO/datasstat
Analyzed time @ 12/19/2001/22:30:000 - 12/19/2001,/22:40:23 (with further selection criterial

Respanse Memory  wWait CFU 0B req. Load/Gen kEytes Fhys. db
End time Tcod Frogram T Scr. wp User time(ms) used(kB) time(ms) time(ms) time(ms) time(ms) transfer changes
|zz:35:41 VLOZ  RSM13000 U 2000 45 0&56 | 13,172 | 4,510 | ©&§,7z8 | a70 &,561 | 58 |1,242.6 | 119
|zz:35:41 WLO1  RSML13000 U 3000 48 0983 | 13,376 | 4,648 | 5,324 | 1,470 6,606 | 47 |1,284.3 | 210
|zz:35:42 WLOZ  RSML13000 U 3000 57 0603 | 13,540 | 4,510 | 5,843 | 70 6,913 | 44 |1,242.6 | 113
Table accesses sorted by time (list might be incomplete])

sy EEE=—=mRa Humber of rows accessed ——-—-———----

| Table name Total Dir. reads Seq. reads Changes  Time (ms)

| ______________________________________________________________________

| TOTAL 162 1 13& 2t 6,470

|

| GLTO 2 u] u] 2 &,120

| TRFCOOUT 11 1 1 ] 283

| CIF_IMOD 138 u] 135 u] 3z

| WEEE 7 u] u] 7 1t

| MSEG 7 u] u] 7 i

Figure 168: STAT record with long GLTO change times

While the job is running, one can use ST04 Subsystem activity to display currently held locks.
Section 8.4.3 showed an example of using ST04 statement suspension timesin diagnosing locking
problems.

For systems which do not have RFCOSCOL ST04 with its suspension time breakdown, hereisa
DB2PM “LOCKING REPORT LEVEL(SUSPENSION LOCKOUT)
ORDER(DATABASE-PAGESET)” report processing an IFCID 44,45 trace and showing row lock
contention on rows in GLTO. Lock contention is counted in the “LOCAL” counter for an object.
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MEMEEL: N/T TO: NOT SPECIFIED
SUBSYSTEM: DEWO ORDER: DATABASE-PAGESET INTERVAL FROM: 03/16/33 10:48:28_35
DEZ VERSION: V5 SCOPE: MEMEER TO: 03716433 10:55:22.29
a
—-SUSPEND REASONS-- ---------- LESUME REALZSONS -——--——--———
DATABASE --—-LOCE RESOUERCE --- TOTAL LOCAL GLOE. S.NFY ---- NOBRMAL ---- TIMEOUT/CANCEL --- DEADLOCK ---
DAGESET TYIE NAME SUSPENDE LATCH IRLMQ OTHER NMEL AET NMEL AET NMEER AET
now DAGE=X'00100108" 243 243 o 0 243 0.Ze8338 o N/C o n/C
now =X'EE! a a a
now PAGE=X'0010010&" 124 1z2 1] 0 14 0.154233 1] NiC 1] NiC
now =x'zZe' 1 o o
now PAGE=X'0010010&" 174 174 1] o 174 0.153716 o u/C o HiC
2 ** 2 OF GLTO > 1291 1111 1] 0 1231 0.157582 o u/C o HiC
148 o IZ

Figure 169: DB2PM LOCKING REPORT for GLTO

In thisreport, note that in 7 minutes elapsed time, there were 202 seconds (1291 * 0.15 seconds)
reported delay. Almost all events (1111 or 1291 total) were row lock (LOCAL) contention. One could
check ST04 “global times’ to review the delay as a percentage of timein DB2.

Assuming that no change to the ledger definitionsin GLTO is possible then one would test to find the
level of parallelism with the maximum total throughpui.
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9. Health Check

9.1. Check for SAP instance-level or system-level problems

9.1.1. Application server OS paging

When application server paging occurs, there are several possible actions to aleviate it:

e Check for jobs that are memory hogs, and ensure that they are efficiently coded. For
example, a program may be building an internal table, where not all columnsin the table
are needed. ST02 can be used to find running jobs that use lots of memory: ST02 > drill
into Extended Memory > press “mode list”. STAT records aso display memory usage.

¢ Reduce the number of work processes on the system

e Add more memory to the application server

e |f you can't get rid of paging, manage workload and live with paging. Asshown in section
9.2.1, one can calculate “page-ins per active CPU second”: (page-ins per second /
processors/ CPU utilization). If thereis good performance on I/O to pagefiles (that is,
there are several pagefiles on write-cached disk) one can probably live with some moderate
paging. Configure the system to keep “page-ins per active CPU second” in the low single
digits.

9.1.2. Application server CPU constraint

When there isa CPU constraint on the application server:

e Review program activity (STAT, STAD, ST03) on the system at peak CPU timesto see if
this might be a symptom of programs that are inefficient and using too much CPU. Check
for programs that spend the vast majority of their time doing CPU processing on the
application server —they may be coded inefficiently. Use SE30 to profile and analyze
activity in the ABAP.

e |f thereisan unusually high amount of operating system kernel CPU time, then it could be
an indication of a problem in the OS, or in the way that the SAP kernel calls OS kernel
services. Thisisrare, but happens on occasion. Open an OSS message.

e Configure fewer work processes on the application server.

e Add more application servers.

9.1.3. SAP managed memory areas
When SAP managed areas, such asroll, generic buffer, program buffer, or EM are overloaded, it
will impact SAP performance:
e |f theroll memory areafills, then SAP will roll to disk on that application server, causing
long roll-in and roll-out times.
e |f the generic buffer fills, then tables which should be buffered in SAP memory will not be
buffered. Thisincreasestheload on the DB server, and impacts performance of transactions
that use these tables.

e |f the program buffer fills, then programs must be loaded from the database server, which
increases load time in SAP.
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o |f Extended Memory (EM) fills, all work processes on the instance will start to allocate
memory out of work process private area. When a dialog step allocates memory from the
work process private area, the dialog step cannot roll out until finished. This can cause “wait
for work process’ delays.

e |tislessseriouswhen anindividual process expands past its EM quota. In this case, the
individual dialog step isin PRIV mode, and cannot be rolled out until it isfinished. If this
happens with only a couple work processes, it will probably not impact the instance.

9.1.4. Table buffering

SAPnote 47239 describes the behavior of buffered tables. Tables can be buffered in individual rowsin
the single record buffer, which is accessed via “select single’, or by sets of rows in the generic buffer,
which is accessed by “select” or “select single”.

When buffering a table in the generic buffer, take into account the way that the table is accessed. For
instance, if the table is buffered in ranges based on the first three key columns, but isread in ranges
based on the first two key columns, then the table cannot be read from buffer. The table must be
accessed with as many or more columns as were specified in the generic buffering configuration.

There are four common problems related to buffering:

e A tableisnot buffered, but should be. If atable has a moderate size, is generally read only, and
the application can tolerate small time intervals where the buffered copy is not the latest version,
then the table is a candidate for buffering.

e Tables can be buffered in the wrong category. The ABAP “select” statement reads only from the
generic buffer, but does not read from the single record buffer. The ABAP “select single” can
read from the generic buffer or single record buffer. Use ST10 statistics to check whether select
or select singleis generally used with atable.

e The SAP buffer istoo small to hold all the tables that should be buffered, as described in section
9.12

e A tableischanged frequently, and should not be buffered. Buffered tables have to be re-
synchronized when changed, which causes additional load on the DB server and application
server, if the changes occur too frequently.

9.1.5. Wait time

This was discussed above in section 7.1.1:

e |t can be asymptom of other problems. A performance problem that elongates the time required
for the dialog step to finish (CPU overload on application server, DB server performance
problems, roll-in and roll-out, etc) can cause all the work processesto fill up and then cause wait
time.

e |t can be problem itself, where too few work processes are configured.
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9.1.6. Number ranges
SAP uses number ranges to create sequence numbers for documents. Number ranges can be:

Not buffered, where each number range isasingle row in the table NRIV. In this case, number
range sequence numbers given to the application are sequential by time, and no numbers are
lost.

Configured with NRIV_LOKAL, where each application server or work process can have its
own row in NRIV for the number range. In this case, sequence numbers may be out of time
sequence, but no numbers are lost.

Buffered in SAP. In this case, sequence numbers may be out of time sequence, and numbers
may be lost.

The choice between the three is made based on business and legal requirements for document sequence
numbers.

Number range buffering problems are often found during stress tests, or early after go-live:

If the problem is contention for a non-buffered number range, the symptom islong “direct read”
timeson NRIV. NRIV isthe table that contains number ranges, and it is read with “ select for
update’. Using SM50 or SM66, look for “direct read” NRIV.

If the problem is contention on buffered row in NRIV, where buffering quantity istoo small, the
problem can also be seen in SM50 or SM66 where work processes are “ stopped NUM” or
waiting on semaphore 8 waiting for the buffered numbers to be replenished.
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9.2. Sample SAP instance-level and system-problems

9.2.1. Application server paging

ST06 > detailed analysis > previous hours memory - display the screen where one can see

historical statistics, to look for paging or CPU constraints.
Fri Mar 1 01:10:02 Z00EZ

Hour Pages in Pages out  Paged in Paged out Free memory/h in Ehyte
fh fh [Ehihl [Ehihl minimuam maimuam averamgea

[ | Z.05%4 Z4 | g.376 28 | u] L.EZaa l.586 |
o 5. 540 l.z03 | 2&.1e0 f.zZlE | u] 20,220 l.213 |
2z | u] o ] u] o | E&0 18EF. 318 Z.BER |
12z | 4. 320 £l | 17.3ZE0 Z04 | S40 1_383_060 lz.838 |
121 | &.Z43 44 | 24338 17e | 42 13z2.504 Z.430 |
[0 | u] o u] oo 1160 EdE_ 152 4,328 |
12 | 18 533 7T 740132 208 | Z20 ZELl.8e8 2.103 |
|12 | zz2.194 129 | 92.776 Ele | u] FGE.EPEZ .16 |
117 | u] o ] u] o | 29z 280778 16418 |
l1e | Z00.e&8 ed2 | S0Z.e7E Z.E32 | u] &36_ 016 Z24 68L& |
115 | u] oo u] o u] 833.31:2 Se_ 550 |
14 | 134.3Z5 £.776 | 537.300 23,104 | u] 436932 12.843 |
123 | 283,431 L£75.967 |1452.7z24 Z207.865 | u] Led. 740 £.824 |
112 | u] o ] u] o | u] Ea0.les 2.14 |
111 | 238.87& 401_E581 | SL5L_300 1e0s.32E4 | u] L37._ 068 7ooo7 |
1o | u] oo u] o u] 167 ._ 044 3.330 |
| & | 135.087 &35.0584 | 540,348 ZE556.336 | u] 45l 952 6.407 |
|8 | 322.874 Z2.733 | lE4.63%5 11.1%2& | u] L2E.0e0 1l.043 |
7 | u] o ] u] o | u] 2E4.EBEE z4.918 |
I & | Z.3591 ed | 9.Led 25 | 1.204 375 Z6d 2311 |
5 | u] oo u] o &02 94 524 .03 |
| 4 | E1.764 Z70 | 8Y.058 1080 | u] 131. 244 £.51% |
2 | u] oo u] o u] lE9. 872 2.082 |
| & | u] o ] u] o | 2LZ 93238 Z.0EL |

Figure 170: ST06 > detail analysis > previous hours memory - high paging

In the above example, the peak page-in rate is 363,431 per hour. There were several periods with
paging rates over 100K per second.

One can gather CPU utilization statistics for this period (not shown in this document) and use the
information to calculate the “ page-ins per active CPU second”. The system in this example was a
24-way. During theinterval 13:00 to 14:00, the CPU utilization averaged 40%. (These screensare
not included here.) 363,431 page in per hour / 3600 seconds per hour / 24 processors/ 0 .40
utilization = 10.5 “page ins per active CPU second”, which is too high, compared to our rule-of-
thumb in section 9.1.1.

During the interval 14:00 to 15:00, the CPU utilization averaged 30%. 134,325/3600/24/0.30 =
5.1, which is at the high end of our ROT.
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Since paging problems will impact al users on the system, with paging being moderate to high
during 5 hours of the day (9, 11, 13, 14, 16), this problem should be addressed.

9.2.2. Application Server CPU constraint

Thisisaproblem that isrelatively simple to see, either via STO6(N) history or STO6(N) current
statistics. Inthe STO6(N) main panel, there is a current utilization display. ST06 > “ detall
analysis‘ can be used to display hourly averages for the previous days. Figure 171 isthe current

utilization display.
hnn Jul 3 1Z:E7:L5& zZOoOo
interwval 10 sac.
P ———————————
Tcilization user % 28 Count 24
system % u] Load average 1l min zg.00
idle % z L omin za.80
Bystem calls/= 3,EER7 15 min ZE .28
Interruptsyss u] Context switches/,/s 1,405
MmO~~~ —— e e e —
Physical mem avail Fb 1,777,116 Physical mem frees Ebh 10,440, 828
Pages infs u] Eb paged infs o
Pages outjfs u} Fh paged out /= u}
A~~~ m e e e
Configured swap El 9,371,648 Maximuam swap-space Kb 9,371,648
Free in swap-space Fhb 9,357,328 Actual swap-space Eh 9,371,648
Diszk with highest response time-——-—--—-—-—-—-———-—————————————— - —— ——
Name cdl  Response time ms o
Tcilization u] Duaene Nik
Avg wait time ms Nikh Avwyg service time ms u]
Ebh transferedss u] Operations,=s o
Lan (Sum) === === — e — e e e e e e e e e e e e e e e e e e e ————
Packets inss B3E Errors in/Ss=s o
Packets out,= 636 Errors out/s u]

Collisions u]

Figure 171: ST06 CPU constraint

ST06 does not report CPU use correctly for AlX systems running with SPLPAR configuration. |If
the SAP application server is on an SPLPAR AlX system, then install SAP note 994025, and use
STO6N.
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@ Swap size Descriptan Walug Uil Description Valug Unit
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Gl sy | Diskwilh ighast ie 2panse time . . . .
P Descriptarn Walue Unit  Desciption Walua Unit
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Figure 172: STO6N with SPLPAR statistics

Asshown in Figure 172, the SPLPAR-aware STO6N can report on SPLPAR statistics such as
shared pool use, entitled capacity, etc.

With STO6N, one can drill directly into the history for the CPU, memory, etc.

© Copyright IBM Corporation 2003 and 2008. All rightsreserved.

Page 140



IBM Americas Advanced Technical Support ====<=

One can aso display the hourly average CPU statistics.  If hourly averages are high (over 75% or
so) itisvery likely that there are peak times of 100% utilization. Tools that report on smaller
intervals than one hour (e.g. vmstat, iostat, sar) would show more detail on CPU utilization.

Hour CPU utilimation in % Interrupts Bystem calls Context switches
TUser System Idle h fh ih
| g | 4 ul 28 | [N ZE3_189 | 934 217 |
| T 7 ul 23 | [N E51.034 | 31zZ.400 |
| & | 7 u] 23 | o | E73_ 646 | 1.11a.85%0 |
| Eo u] o o0 o] 259._.8858 | 4833 551 |
| 4 | u] u] o0 | o 21E_729 | 217233 |
| | u] ul o0 | [N 784 376 | 20s8.0428 |
| 2 | 14 ul g2 | [N 215.310 | 00.836 |
| 1 1 26 u] 4 | o | 213304 | Ta6. 740 |
| o | 23 o 1 | o] 490._ 488 | 2E.7531 |
| &z | 98 u] 4 | o Ze9_.870 | zE87.457 |
I zz2 | &g ul 44 | [N 295136 | 779430 |
| 21 | z ul 28 | [N 123229 | 1.015_355 |
| &0 | 81 1 1z | o | a54_ 058 | 1.150.147 |
| 1% | &8& 1 13 | o | 167127 | 1. 082_ 453 |
| 12 | && 1 24 | o] 1.047_ 212 | 1.145_ 375 |
|17 | 47 u] £z | o 13_504 | QZE8.181 |
I 1e | &4 ul 45 | [N 747930 | Z90_.571 |
| 15 | 38 1 &l | [N 645075 | 7Ted_ 281 |
| 14 | 70 1 | o | ZE.2858 | 315.842 |
|13 | 1 o R o] 149 242 | lL.011.7&8s |
| 1z | z u] 98 | o EEZ_6EE8 | EL.0Zz |
|11 | u] ul o0 | [N 251.980 | 292877 |
|10 | u] ul o0 | [N 453 605 | ZEE. 623 |
| N u] u] oo | o | 450733 | 374825 |

Figure 173: ST06 > detail analysis > previous hours CPU - CPU constraint

Since the hourly averages will not show short periods when the CPU usage goes to 100%, other
monitoring tools would be needed to detect shorter periods of CPU constraint.
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As mentioned earlier in Section 7.2.11 on missing time, the symptom in STAD of a CPU overload
on the application server is that processing time is much larger than CPU time.
Fecord 12:38:37 « 12:308 84 Ya RFC R

Wnalysis of time in work process

CPU time 20,290 ms Humbsr Aall ins 3
RFC+GFIC tima i s Aol owts 3
Engueues 715
Total time in workproce 142,700 ms
Lioad 11ma Prograr - -
—FRespanse ting——————147 035 ag— BEren 257 %
CUA interT. 161 =
Wait for work process 18 ms
Frocessing time 42,0835 as REoll time  Out 1 85
Liad 11 1,048 as I LU
Generating time 0 ms Halt 4,317 =
Roll (in) time 4,37 ms
Database réeguest time 47 200 as Frantend Ha . roundteips a
Enduaus time 3,275 ms GUI tim= LU =
Het tima LI =

Figure 174: STAD from system with CPU overload
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9.2.3. Roll Area shortage

When the roll areaistoo small, it will delay dialogs steps on roll-in and roll out. Note that in Figure 175
Roll area“Max use” islarger than “In memory”. This shows that SAP hasfilled the memory roll area,
and was rolling to disk. Roll area“current use” islarger than “in memory”, which shows that SAPis
rolling to disk at the time of this screen shot. ST03 and STAT/STAD will show information on the
length of delay this causes for dialog steps. The SAP parameter rdisp/ROLL_SHM controlsroll area
memory allocation.

Svstem : des0101_SE1_0O0 Tune summary
Date & time of snapshot: 0Z/0L72000 01:0z2:49 Btartup: 013172000 19:24:33

Buffer Hitratio Allocated Free space Dir. =ize
[%] [EE] [EE] [%] Entries

Nametabh (NTAE)

Table definition 27.90 L, 043 4,048 ag.88 20,000

Field description 24 .45 ZE, 348 29,308 a7.88 &0, 001

Short NTAE 7.1z 4,848 2,474 9898 &0, 001

Initial records 28,93 4,348 3,855 25,38 &0, 001
Program 7,87 284,683 1EE, 456 44 4z 43,780
CTIRA 28,43 &, 000 £, Ed48 QE.895 Z,000
Scresn S5 _E0 13,531 13,0058 Q8,91 4,500
Calendar l00.ao 488 400 33.68 zoo
Tahles=s

Generic key 29,943 241,797 230,558 g .82 4L, 000

Zingle record 23.77 Z0,000 9, ka0 a7.73 Eoo
Exportfimport Eo.ao 4,098 3,745 100,00 z,000

SAP memory Current use Max. use In memnory On disk
[%] [EE] [EE] [KE] [EE]

Boll area z2l.12 7o,2E4 2z,01e &4, 000 12E, 000
Paging area 0.0z 40 Ed 8,000 Z42, 000
Extended Memory o.20 10E, 472 107,520 11780 ,.400

Heap Memory u] u]

Figure 175: STO2 roll area over-committed
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When monitoring a running system that has a roll-area shortage, you would see many processes waiting
on the action “roll in” and “roll out”. In this SM66 display, the central instance has run out of roll area,
and the other instances that make CPIC or enqueue calls to the Cl are delayed in turn.

| Sort: Server

| Zerver Mo Typ PII | 3tatus Deaso e Start Err CruU Time Cli User Report Action/Reason for waiting
| des0101_SEL_00 0 DIA 58lld | rwming Tes 1 010 X0 BATCH Roll Out

| des0101_SE1_00 1 DIA 584582 | runmning Tes 010 X33 _BATCH RBoll dut

| des0101_sEl_0O0 Z DIA LZ776 | runmning Tes 1 010 X _BATCH REoll In

| des0101 _ZELl 00 3 DIA El13% | rwmning Tes 1 010 X2Q EATCH Boll Out

| des0101 SE1_00 4 DIL L0934 | running Tes 0lo X33 BATCH Eoll Out

| des0101_SEL_00 5 DIA E0LlZZ | rwming Tes 1 010 X0 BATCH Roll Out

| des0101_SE1_00 & DIL 43708 | running Tes 1 010 X33 EBATCH RBoll dut

| des0101_sEl_0O0 7 DIA 459570 | running Tes 010 X33 _BATCH REoll In

| des01l01l_EELl 00 2 DIA 43922 | rwmning Tes 010 X3 BATCH Roll Out

| des0101_SEl_00 3 DIA 17738 | running Tes 010 33 BATCH

| des0101_SEL_00 10 DIa 17458 | ruwming Tes 010 XZ3{_BATCH Roll In

| des0101_SE1_00 11 DIL 158432 | runmning Tes 010 X33 _BATCH RBoll dut

| des0101 SE1_00 12 DIA 14247 | runmning Tes 0lo X33 BATCH REoll In

| des01l01_SELl_00 14 DIL E4408 | runmning Tes 010 XZC_BATCH Roll Out

| des0101_SEl_00 15 DIL 286564 | running Tes 010 33 BATCH RBoll dure

| des0101_2El_0O0 16 ENQ 12594 | running Tes

| des0101 _ZELl 00 13 DIL 43188 | rwming Tes 010 X200 BATCH Loll In

| des0737_SE1_00 Z3 BTIC 28776 | running Tes 383 010 GG{ BATCH SAPLPGRIT

| des0737_SEL_00 Z4 BTC E6938 | stopped ENQ Tes 143 010 X0 BATCH SAPLSENA

| des0737_SE1_00 8 BTC EE578 | stopped CPIC Tes 463 010 X240 BATCH ZAPLEENT CMBEND (ZAP) / BE173538
| des0757_SELl_00 Z6 BTC Z65E6 | stopped CPIC Tes L8e 010 X33 BATCH SAPLSENT CMSEND (SAP) [/ 83Z11579
| des0737_EEL_00 7 BTIC ZEE04 | stopped ENQ Tes 351 010 X0 BATCH SAPLEENA

| des07587_SE1_00 Z8 BTC 28532 | stopped CPIC Tes 115 010 200 BATCH SAPLSENT CMSEND (SAF) / SZ18013Z
| des0737_SEL_00 3 BTC ESEZT?0 | stopped CPIC Tes 523 010 X0 _BATCH SAPLZENT CMSEND (SAP) / BEBZ131l
| des08b3_3El_00 11 BTC 36560 | rumming Tes 73 010 X _BATCH Sequential read

| des08b3_SE1_ 00 Z3 BTC 23718 | stopped ENQ Tes 620 010 23 BATCH

Figure176: SM66 roll in and roll out

When SAP isrolling to disk, ST06 will show high I/O activity to the disk with theroll area. SAP
parameter DIR_ROLL specifies the directory where the disk roll fileis located.

Tue Feb 1 01:13:1& Z00O0

interwval 10 sec.
Lisk RBesp. Tcil. Queus TWait Serw Ehyte Oper.
[m=] [#] Len. [wms] [ms] [#£=] [/£=]
| hdi=skl | 1 | =2 | WS | Nf&2 | 1 | 1 | O
| hdi=skd4 | 1 | 0O | HFA | NFR | 1 | o | [N
| hdisk5 | 1 | 0O | HfFA | NfFR | 1 | o | [N
| hdiske | 1 | 0O | N2 | NFA | 1 | o | o |
| hdisk2 | 1 | O | N/& | NFA | 1 | o o]
| hdi=sk0 | 0O | 2 | WA | NfA | O | 1 | O
| hdisklo | 0O | O | MfJaL | NfJa | 0O | o | [N
| hdiskll | 0O | O | MsaL | NfJa | 0O | o | [N
| hdiskz | 0 [l00 | NS4 | NAA | O | £z | 105 |
| hdisk2 | 0 | O | N/& | NFA | O | o o]
| hdisk? | 0 | O | N/& | NFA | O | o o]
| hdi=sks | 0O | 0O | WS | NJA | O | o | o

Figure 177: ST06 > detail analysis > disk - high 1/0O activity on ROLL area
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9.2.4. ST02 buffer area shortage

In this example, the generic areaistoo small for all the buffer-able tables to be buffered. This causes
swaps, and extra database requests. This kind of problem will generally have a much greater impact on
a specific program or programs (the ones which use the table which does not fit in buffer) than on the
system overall.

The “ Database accesses’ counter is a better indicator than “swaps’ for this problem. If atable cannot be
buffered due to undersized buffers on the application server, it may cause thousands of unneeded
database calls.

Here, generic key has millions of DB calls.

Buffar Hitratio Allocated Free space Dir. size Free directory Swaps Database
[%1 [kE] [kKE] [%] Entries Entries [%] ACCESSEsS

Nametad (NTAE)
Table definition 99.91 19,191 18,676 72.24 an, 500 59,148 72.23 [t} 01,717
Field description 99,99 94,229 23,908 27 .17 20,5680 59,096 73.20 o 24,453
Short NTAB 99,93 6,016 2,374 67.83 20,125 15,439 76.72 e} 4,710
Initial records 99.89 13,516 5,370 57.491 20,125 2,74 13.62 c] 17, 461
Program 99 .97 1,000,000 5 320 0.56 249 999 224 768 89.91 7,964 67, 854
CUA 99.98 20,6800 2,773 15.85 16,800 6,326 63.26 L2} 4,004
screen 99,91 48,242 8,840 18.78 20,000 17,257 B6.29 12,469 16,677
Calendar 100,00 635 428 69.26 300 29 29 67 e} 211
OTR 96.68 4,096 3,570 99 42 2 000 1,916 9580 o t]

Tables

Generic key 99.83 101,563 5,518 5.63 15, 000 4 849 32.33 1,976 5,460, 626
Single record 99,65 30,000 3,083 10,35 50 325 65.00 1" B8O, 397
Export!import 93.28 100,000 19,404 22 .34 51,000 8] [ Blon] | 350,665 ]
Exp./Imp. SHM 97.19 4,096 3,558 99.08 2,000 1,996 99._50 [E] ]

Figure 178: Generic buffer swapping
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One can look at this problem in more detail by drilling into the “generic key” linein ST02, and then
selecting “buffered objects’. Thiswill display the state of tablesin the buffer, and the count of calls for
each table. Last, sort by calls or “rows affected” to pull the problems to the top of the list.

ITHIeaE DHE SDHO0 BER @

Performance analysis: Table cali statistics

Choose || Alltablas | Single racord buffer | Motbuffersd | Scet | Anahzetabde [ Resel | Refresh

-
Gystam: Genaric key buffered tablas =
Iate & time of snapshot (AR ] System Startup } |
Table BuTrer | But Inwalt- ABAPI IV Processor requests DB activity
State | key | dations Total Direct Seq . Changes Callz Rous
| opt reais reads affected
"Total® i FzZearT 1502134 ,938 521,968,720 978, E86,158 278,059 18,664,807 482,985,325
THARYC error | 2,653 1,753,946 1,247,361 906, 1TS 410 2,615,523 1,738,562
UsTi2 mltipla | gen 1 BB 329,378 145 BAE1 329,195 3 1.510, 645 13,434,241
USREF2 multipla | gen i A6, 432 336 a 116,432, 222 i14 925 ave T A8T aM
¥_LTDX absent | gen L} 33,78 1] EERNE) ] 309,754 7,059,531
THOBG valid | ful ] 372,517 1] 372,517 ] 337, 461 0,238
DOFTY nultiple | gen G465 902, 35 28, 76D 182 i1, 222 857 387 206, 625 &, 460, 445
DDFAPSTHDY absent | 0 21,192 o 81,128 4 172, A58 152
DDaTL multiple | en ] 645,150 ] B23, 146 4 164,857 927,221
USRES multiple | gen 72,350 1,971,704 121,532 1,824 906 25,266 147 121 i 616
¥YARID multiple | gen 2,554 1,306,068 68,809 1,235,377 1,880 142,216 22,525,513
THOOS absent | gen L] 130,336 a 130,936 a 141,150 a

Figure 179: ST02 > drill into generic key > buffered objects

After sorting the list by calls we see a number of tables with the state “error”, which generally means
that the table would not fit into the buffer. See SAP Note 3501 for information on how to interpret the
state of tablesin STO2.

In Figure 179, drill into aline to see the details on atable, such as how much space it needsto be
buffered.

TYRRYC Table of Variant Wariables [Client-Specitich

Table description BuTTerad Tull
Trp= TRAHEP
Spplication class
Client dependent
Last modit
oy

YES
B2 13 2008
SAF

Buffer sdministration data Fiate in buffer
Buffer resets k)
Tnvalidations 2,053
Size buffered [hytes] ]
Size maxiaue [hwtes] 604, 502
Records burfered a
Records waxinum

Qualities its by select single
PG single quality %

Hitz Magglact

Selact qua >

ToTal % 18.03
GENEric reglons Genaric key State Entrias

108 errar 4,580
Oparation ABRP/ IV Processor Databaze Calls
Type RequUEsts Fails Prepares pens Fetch/Exac Rows Time [mz]
Select single 1.247, 361 1,227 453 9,977 1,173,765 1,173,778 o
Select 586,175 o 14,248 a 245,126 364,562 o
Update 308 o 121 308 03 L]
Delete 58 o 49 5B 50 B
Inzert 52 o 48 52 52 B
Bufrar load 38 a 1,854 am 132 L]

Figure 180: ST02 table details
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9.2.5. Find table buffering candidates

Check ST10 “not buffered” tables, to seeif there are any candidates for buffering. Sort the ST10 list by
DB calls. Useweekly ST10 statistics, to average out the impact of dally dlfferenceﬁ

™ perforrnance analysis: Table call skbatistics =10 x|
Iune Edt Gom Hontor System el i~
@ || e e CUR D00 AR @

Choogs  Altatdes  Ganesc buffer  Singsecord buller  Soil Arakoatabls  Servers o> Lablkes [ Since slahup

E
Syaten: All searvacs Hoe bBuffezed cables
Tiwe frowe of analysis : 02/Z5F200Z2 - 0470172002
Table ANAP/IV FroceEsor TRqUeECE BNl mctdvity
Chatiges Total Liract Bag. Chasges Calls Rows
Total (%) Taads BT ] aftacted
TTonal™ PFIFRTIE] EREN4R4TE BALIEA T1L 18574 . 773 AETTIRO0AIE FELPZZETZ
ZEWEU_FRONOTION 0.0 1746EZ, 519 L7462, 512 ¥ n FAFEEAFE L7462 . EEE
B0 .01 S 111 858 9,105, 56& 1,383 k] LBZ2E 465 9,135, 08F
EEFO .05 5,943,352 L EEE. L8O 1,414,451 3, 7EL L1248, 271 L3345 . TEE
IHBE 0.40 & alE  EEd 3L 6,385, 105 & ,E47 G488, Tal L4351, S84
EEEZ .00 371, TeS k] 6,371,552 2Ll B ETE, EdS 13E, 33K
Ty G.01 1,944,232 L, Ea0, 308 503,020 103 3,008,131 6,44%, 487
AR .07 1,853,061 267, EdF T2, F2E 1,123 Z2,E33, 243 6,138,361
AL Q.00 1,133,270 L. LR, 277 1Z .37 zo T 400, 65T I LPR, DES
TEIE 1.73 1,157,274 L, LE0, 340 EE,E37 20,747 Z,323,514 1,526,658
VETA Q.53 TLAFT 024 42 2.l20,.41% L1 58T ZT.Z04,TLE 4. 26L . GRE
EDIDE Z.07 T,138, 954 L] 2,095,656 44, 228 L B &, 40T, 272
1 | _'I_I

AT

Figure 181: ST10 > not buffered, previous week, all servers> sort by calls

Here, note that the top entry has no changes. “Read only (for the most part)” is our first criteriafor a
candidate.

Now, check how large the tableis. One can use SE16.
™ pata Browser: Initial Screen e =10 =]
Table Edit Goto Settings  Utikies System  Hel E

@& || Ceege oM anan AR @
moma

T able: name |zBwET_proroTTON

| 1=

|ovR | o71e

Figure 182: SE16 for counts
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Enter the tablename, press execute, then press “number of entries’. Thisinformation can also be found
more efficiently by checking catalog statistics with DB02, or ST04 DB2 catalog browser. They read
the catal og statistics, rather than counting the rows in the table.

= ata Browser: Table ZBWEL_PROMOTION: Selection Screen s =gl =l
Frogram Edit Goto Sedtings Swstem  Help -
& | IR ceoe Mk anaa AR @

| By afe [Eh Bl MNumbe of 2riies

KSCHL b o

ZBWEUPCOINY [ o [ &

ZBWELIFCREL [ o [ =

‘whdkh al autput list ZE50

M axirnum no. of hits Zo0

ovR | 0714

Figure 183: SE16 counts part two

e Display Mumber of Entries El

Mumber of entries which meet

the zelection criteria:
26

¥ Close |

Figure 184: SE16 count result
There are 26 rows, so it meets the second criteria, moderate size.

To evaluate whether the application can tolerate small time intervals when the buffered datais out of
synch with the database, contact an application expert for thisarea. Use the name of the creator of the
table (in SE11) as a starting point to find the expert.

Since the table isusually read by select single, it can be buffered in single record buffer. Since select
single can read from the generic buffer, and the table is very small, it can also be put in generic buffer,
fully buffered.

The three tests for buffering were:
e Read only (for the most part)
e Moderate size (up to afew MB, larger for very critical tables)
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e Application can tolerate data being inconsistent for short periods of time

9.2.6. Table buffered with wrong attributes

In this case, examine the tables buffered in single record buffer, to search for tables that are generally
read with select. ABAL “select” does not read from the single record buffer, so tables set this way will

not be read from buffer.

B b erformance analysis: Table coll stakistics

Tuee Edk Gobo Meritor System fiel

@ |

FTHe@e DHE dnoaN BE @

System: ustoaZlz

Tine froame of anelysiz -

04,01 /2002 - 04/02/2002

Single recerd butfered tables

Takla Buf || Inarali- AEAD/IV Prasassor Feguases LE aemivity
kay | dacicoms Toual Diract Fay. Chargas Calls Rows
opc reads Eaads attected
TTotal™ L3 FEA11,212 for b i ) BZ, 80z 18,178 04,180 ZBEIE, 750
TFIIR sng o 1,039,865 1,033,128 G, 737 0 A8 ZEETR 055
IHOCREL L o 52,530 L] ag.080 LE, 550 53,195 51,547
AGR_DEFINE Eng £ 39,093 34,751 3,083 259 35,735 6,816,676
TEREFDE sy [ 93,914 85,054 5,538 6% 6,626 5,743
DOKIL T | L Z08ER ZEZ Z03EE 251 1 o 3,8EE 1,7E4d
OTAE OZR1O0 S¥T B 2 4EE 1,17 L.273 o 3,838 20, 7ER
HEEREFZ s¥g Lz 83, 5EB 23, 205 a 522 3,722 1,721
TARIR sayg 7 3,584 3, 832 z 10 2,857 60,768
w
1 | 3|
ME [ 1582

Figure 185: single record buffering on table accessed via select

In Figure 185 the table that is second by calls, IDOCREL, is single record buffered, and only read with
select. Since select does not access the single record buffer, the buffering in ineffective. (Actualy,
IDOCREL has another problem too — it is frequently changed. It should not be buffered.)
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™ performance analysis: Table call statistics
Tume Edit Goto Monitor  Syskem  Help

Flweae CHE DDOD BE @

System: wustcazll
Time frame of analysis :

Single record buffered tables

04/01/2002 - 04708 2002

Table description

K

IDOCREL Links betweesn IDoec and applicacion shject

Buffered

Tvpe

Application class
Client dependant
Last modified

by

Buffer administration daca Stace in buffer

Butfer resecs

Invalidarions
Size bufferad [byes]
Size manimiam [baes]

single record
TRANEP

yas
ll.0E&. 1992
SAP

loadable
[u]

L= Iy = s |

il

[INs [ 1554 2

Figure 186: ST10 table details

Drill into thetable in ST10, and we see that it is not present in the buffer (state isloadable). If we want
thistable to be buffered, the “technical settings” would need to be set to generic buffering, if an

appropriate generic key could be determined, and if it were changed less frequently.

Sincethisis an SAP table, we would check SAP Notes, and open an OSS message regarding changing

the technical settings.
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9.2.7. Number range buffered by quantity that is too small

When reviewing a running system with SM50, note processes “ stopped NUM” and waiting for
semaphore 8. These are symptoms of a performance problem while getting a sequence number from a
number range. If the number range was buffered with a buffer quantity that istoo small, SAP hasto
replenish the buffered number range frequently, and this causes lock contention in the database for rows
inthetable NRIV. (The quantity of sequence numbersin abuffered set isan option in SNRO.)

|Ho.Ty. PIDR Status PeasonfStart Err Sewm CPU Time Program ClieUser Action Table |
|0 DIA 70632 runting Tes <no buff 000 SAPEYS Direct read NBIV |
|11 DIA 4766 waiting Tes |
|2 DIA 0848 waiting Tes |
12 DIk 60564 waiting Tes |
|4 DIh E3l3Z waiting Tes |
|5 DIA EE944 running Tes DEMONOOOD 440 I0OC4773 |
|& DIh EEG3E waiting Tes |
|7 DIL 54366 stopped CPIC Tes 1 SAPMESTL 440 TO&0504 |
|12 DI 54300 waiting Tes |
|19 DIh E3E4e waiting Tes |
|10 DI BZGEE waiting Tes |
|11 DIA EZ233Z stopped CPIC Tes Z SAPMESTL 440 TO&0504 |
|12 UPD 42318 running Tes SAPLEOIF 440 TO&0504 Sequential read VEDATA |
113 UPD 47376 running Tes DEM12000 440 TO&0504 Sequential read VEMOD |
|14 UPD 46500 running Tes 1 DEM12000 440 TO&0504 Conmit |
|15 UPD 46186 running Tes BEM13000 440 TO&0504 Conmit |
|16 BTC 45558 running Tes El17 SAPLARFC 440 TO&0504 Insert ARFCSSTATE |
|17 BTC 40806 stopped NUM  Tes 67 SAPLENE3 440 TO&0504 |
|18 BTC 333EZ0 running Tes ] 1 SAPLENE3 440 TO&0504 |
|19 BTC 3833Z running Tes ] Eozs SAPLENE3 440 TO&0504 |
|z0 BTC 38066 running Tes ElRZ SAPLSEZRO0 440 TO&O504 Insert ADRT |
|21 BTC 37794 running Tes E7Ez9 SAPLILOO 440 TO&O504 Insert IFLOT |
|22 BTC 37408 running Tes 3 SAPLBUD] 440 TO&0504 |
|23 BTC 36430 running Tes 73l SAPLES0S 440 TO&0504 Direct read ENL1 |
|24 2P0 20132 waiting Tes |
|25 UPEZ T3E4F running Tes 1 SAPLECDO 440 TO&0504 Insert COCLE |
|26 UPZ 73914 running Tes BEM13000 440 TO&0504 Delete WEHDE |

Figure 187: SM50 “ stopped NUM” and Sem 8

This problem can also be seen in the statement cache -- note the long “select for update” times on the
table NRIV. Here the average elapsed time (old format of ST04 statement cache — see second column
from right) for each select is 36 ms, which israther long. Normally one might expect afew ms, at most.

| Executions| Rows | Bowrs |Accunalated | Rowrs axam. | Rows proc. | Rows proc. | Elap. time | St atement
| | examined |processed | elap. time | / execs |/ execs | / examined || f execs ltext
| 7203 | LE218E| 79091 48:E1.47E5709 | Z.000] 1.000] 0.500] P&, 685 | SELECT * FROM "NERIV" 1

Figure 188: NRIV row-lock contention on 4.0 ST04 statement cache
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With the 4.6 format statement cache (a screen shot from a different system than the rest of this example),
look at the Timerstab in ST04 statement cache statistics, and sort by “elapsed time”. Seethelast row in
Figure 189, where NRIV updates take 56 ms, on the average.

Highlights | Stalus  Timers | Execution statistics |
Executions | Avg elapsedtime | Elspsedtime | Statement text
asalE 0.006  10:01.587SELECT = FROM “EKPO* WHERE “MANDT® = 7 AND ||
B 138 4.018  9:0z.E13(SELECT = FROM “SUWWIHEAD® WHERE “CLIENT* = 7l
157473 0.002 8:12.713 INSERT INTO "VEOX®{ "MANDT" , *HAPPL" , "EOTAENE
G0LEZZ o.ooo T-29_Z49/BELECT T FROM *“EFBE" WHERE "MANDT" = 7 AND
45 B_512 5:Z3_ 080 SELECT '[_[lﬂ . "YBELH" FROM 'ﬂ“"T__ﬂﬂ s TWBEKE"T
18z 1_854 5:37.453BEELECT - FROM “"TFDIR" WHERE “"FMODE" = ? DRI
A50Z61 a_ooo 5:33. 385|SELECT "¥oLm" , "VOLEH" FROM “LIPS" WHERE "Hl.l
3sgl 0.0%3 4:53.633(8ELECT *“BERID" , "LGORT" , "CHARG* ., "VBTYP* . "l'i
B 99711] 0.002  4:49.841[SELECT = FROM “EBAN® WHERE “HMANDT* = 1 AND
B 4269 ﬂ..ﬂEE 11471333315ELE|:T * FROM "EBAN"'WHERE "MAMDT" =7AND "EN‘JFN":}
I T 0042 4:37.102 INSERT e TDUCTEL TELIENT— ~ImTEAt——tag
4483 0. 056 4:15 SISELECT i FROM “NRIV" WHERE “CLIENT" = ? AND

\
Figure 189: NRIV row-lock contention on 4.6 ST04 statemernt tactre
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As confirmation of the problem, in STO2 (detail analysis > number ranges> statistics) look at the
statistics of number range performance, broken down into the time it takes a program to get a buffered
number range (buffer time), and the time the <no buffer> server takes to get a new set of numbers when
all the numbers buffered in memory have been given out (server time). Note that most of the timesto
replenish the buffered number ranges (server times) are very high. It often takes over 100 ms to update
asinglerow in NRIV. When number range performance is good, the counters should be clustered
toward the left of both “buffer times” and “ server times’.

| HMumber range buffer statistics |
| System: sapl0ls_ QA5 45 |
| Date & Time of Snapshot: Z3.07.1333 17:E57:03 |
| Startup: 23.07.1935 14:41:14 |
| Number range buffers owerwview |
| Max. ramber of entries | 1,000 |
| Curr. mamber of entries | 1z |
| Max. mumber of indexes | 3,000 |
| Curr. namber of indexes | 1z |
| Buffer =size [bytes] | 276,144 |
| Buffer regquests | 234,196 |
| Get regquests | 234,136 |
| Serwer calls | 12,451 |
| DIatabase requests | 1z,4591 |
| Collisions | u} |
| Timeouts | u] |
| Buffer times |
| |
| =E0us <100us =Z00us <E500us =lms= =Ims <Ems= <10ms= =Z0ms ==EZ0ms |
| 29237 47470 1270 433 19a zen g9l 1z00 zEklg 28370 |
| Serwver times |
| |
| =lm= =Ems= =10m= =Z0m= =50m=s =100ms <200ms =S500ms =1l= ==lm=s |
| u] u] u] 14 1EEE a0a0 Eo0z3 EQ3E 108 3 |

Figure 190: ST02 > detail analysis > number ranges- number range statistics
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Another way to see the impact of this problem iswith STO2 (detail analysis > semaphores). In order to
interpret these statistics, take note of the time when the collection started, to calculate the delay time
over theinterval. See SAP note 33873 for information on thisdisplay. Remember to turn the
semaphor e statistics off (settings > monitoring off) after viewing.

Mait time entering the critical path
RBesidence periocd in the critical path

Eewy No. =100us <lm= =10m= =<100ms <l= <=10s= =10s Time/m= Protected area
1l | le,811 |15,el12 | tog | 483z | 231 oo a | 0 | l0Z4 | ABAP/4 program buffer
1 | 16,811 [14,644 | 1,133 | 1,023 | 1] o | o 0 | Z048 |
21 4,086 | 4,038 | 28 | o ool o ool o 0 | Work process commanication
z | 4,086 | 4,063 | 21 1| o o | o o | o1
Ic| Z,34E | E, 32ZZ | 1z | z | o | o | o | o | 0 | APPC communication
21 2,342 | E,3238 | 4 | o | a | oo a | oo o |
4 ] 482 | 486 | z2 1 o | o o o o 0 | Terminal communication
4 | 488 | 487 | 11 ol o1 o | o1 o | 01
5 435 | 431 | 5o o ool o ool o 0 | Work process commuanication
51 436 | 435 | o | o | o o | o o | o1
& | 28% | 213 | 2 | e | 5 oo a | oo 0 | Boll administration
& | 282 | oo oo z22 | oo oo a | o | loze |
71 14 | 14 | o o o o | o o | 0 | Paging administration
7 14 | 13 | ol 11 o1 o | o1 o | 01
2 1 1,785 | 1,308 | & | 17 1 176 | zaz | a | a | 5= Mumher range buffer
2 1 1,783 | 1,631 | a | a | a g3 | o | o | 15=|

Figure 191: ST02 >detail analysis> semaphores - semaphor e statistics

Since the number range was aready buffered, we need to find the number range causing the problem,
and increase its buffered quantity. Run a STO5 trace (selecting only NRIV table) to determine the
number range which is causing the problem, then go to SNRO and increase the size of the buffered set
size for this number range.

9.3. Check for network performance problems

The SAP planning guides for DB2 have information regarding configuration of network parameters for
the SAP application. SAP note 1263782 has parameter settings for hipersockets networks.

9.3.1. Lost packets indicators

High DB request time can be caused by network problems such as dropped or lost packets. STO3 or
STAT/STAD might point to this problem, if they show slow database request times while the
internal database server indicators (ST04 times, ST04 statement cache el apsed times, etc) show
good performance.

The most distinctive characteristic of lost packet problems isthat the average SQL times are very

bad, but when one runs an STO5 trace, most calls have good response times, with an occasional
very long call.
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@ |l 30H Q@ DM Dnon DE @

Summarized Tabie Overview

& T &

Transaction Table Hane Statement Records Time Parcent é
7 HAKT SELECT 1,941 1,941 8,502,208 4.8
2 HARA SELECT 1,044 1,004 7 141,755 3.8
1 HARG SELEGT 1,341 1,841 14,116,750 7.8
2 HARH SELECT 2 2 53647 8.8
7 HBEW SELECT 1,342 1,838 11,994 389 6.0
2 HDH UPDATE 723 o) 3,700 00¢ 2.8
i Pa4Y SELECT 1,241 1,041 2,615,328 4.8
7 FEED SELEGT 1,936 189,443 54.584.537 25.9
7 PBED UPDATE 9508 12.464) 1,679,122 1.0
1 PEIN UPDATE a5a 60 820,146 a.@
2 PEIN SELECT 5,311 7,408 18433 676 8.8
? FLPB SELEGT 268 8| 6.541.135 3.8
2 5507 SELECT 1,948  25,B26| 50.635.369| 23.9
7 S507E SELECT 7. FE5 13,677 31,373,442 14.8
2 TFOIR SELECT 5 5 71,757 6.8
2 TETO1 UPDATE 138 128 156,370 a.8
SH3T IHDX SELEGT 1 [ 1,431 8.8
SH37 TBTCF SELEGT 3 3 1.625 8.8
SH37 USRE41 DELETE 1 1 1,073 e.a
3T UsR41 SELECT i 1 1,021 a.8
SM3T V_OP SELECT 1 3 171,814 8.8
Total 30,516 179,536| 218,546,599 108.0

Figure 192: ST05 summary with long averagetimes

In Figure 192, average DB request times range from 5 msto over 20 ms. Thisisvery slow.

When we look at the un-summarized SQL trace, we see that most calls are very fast, but thereis an
occasional call that takes over one second.

Help

I H e DB Dton DE @

Selection for Table Aggregation - Sorted by TIME

N = =

M) Peo| C11| HHUHK: 88 NS | Transaction Table Hame Btatenent | Records Tine é
21|@&0| 0| 18:56: 27 . 8467 P44y SELECT 1 546
21| @60| 18[ 165827 844 |7 ARG SELECT 1 750
21| 860 B18( 18:58: 27 . 8437 HRKT SELECT 1 473
21|850| e8| 18:58: 27 8427 550TE SELECT 1 546 L
21| 860 210 1B 5B 2T . 8427 HARA, SELECT 1 BBS
21| B&0| e18(18: 58:27 . 8367 SEOTE SELECT 1 4, 568
21|@&0| 10| 18.68: 27 823 |7 SEATE SELECT 1 568
21| 860 BB 18 58: 27 817 |7 FEED SELECT a 353
21|86D0( 18| 18 58 27 .B16| 7 FEIH EELECT 1 514
21|@60| e10f18;56:27 8157 PEIH SELECT 2 560
21| B60| e18[15:58: 27 . 8147 PEIH SELECT 1 538
21| 860 818(15:56: 27 812 |7 HEEW SELECT 1 1,513
21|850| 618|128 58: 27. 794 | 7 5507 SELECT 12 16,693
21|86D| @18| 18:68: 27 . 786(7 S507E SELECT 1 &, 967
21| B&0| e10(18:56:27 . 7a4 e P44y SELECT 1 418
21| @60| 18| 18:58: 27 783 |7 HARC SELECT 1 Bdd
21| @50 e8| 18:58: 27 782 |7 HRET SELECT 1 612
21|880| e18(18:58:27.781 |7 NARA SELECT 1 545
271|860 10|18, 58; 27, 7797 S50TE SELECT 1 BrG
21| 860 818(15:56: 26 6157 SSATE SELECT 1| 1,183,521
21| 850 818( 18 58: 26507 |7 SEATE SELECT 1 3,830
21| 850 @18(18:58:26.592 |7 FEIH SELECT 1 425
21|860| 810| 18:56: 26,5927 PEED SELECT a 452,
21| @&0| e0(18:56:26 591 | ¢ FEIH SELECT 2 570
21| @60 B[ 18: 56 26 58 |7 FEIH SELECT 1 Z, 300
21|Bs0| 80| 18:56: 26,557 |7 HEEW SELECT 1 668

Figure 193: STO05 trace with symptom of network problem

While the SAP indicators can hint at a problem with lost packets, the problem must be pinpointed
with OS and network tools. Switch and router settings, hardware problems, and operating system
parameters can each cause lost packet problems.

9.3.2. Slow network indicators

The time required to make an SQL call from application server to database server varies with the
type of network and network adapters used. Viewed with ST05, Escon based networks will
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9.4.

generally have median SQL call times of 4-8 ms, OSA-2 based networks (FDDI and Fast Ethernet)
generally 3-6 ms, OSA Express Gigabit Ethernet generally 1-2ms. Hipersockets connections have
call times of 400-800 microseconds. Networks, or network adapters, that are overloaded will not
be able to achieve these times. Problems with overloaded OSA Express Gigabit Ethernet adapters
arerare, dueto the very high capacity of OSA Express.

A simpletest of network performanceisto run an ST05 SQL trace, summarize ( STO5 > list trace >
goto >summary), sort by time, and pull the slider bar on the right to the middle. 1f the median time
is much higher than you would expect for your type of network, and the DB2 internal performance
indicators (ST04 times, ST04 statement cache) ook good, then there may be a network
performance problem. Examine the CPU and paging activity on the DB server, to confirm that
neither CPU overload nor paging is the cause of the consistently slow SQL. If the CPU and paging
are OK, it increases the odds that it is a network problem.

For more detailed information on network performance, with a slight system overhead from
tracing, the STO4 “ICLI trace” has an option to collect “network statistics’. This computes average
time in the network. This trace subtracts the DB2 time from the SQL request time, and can give a
very accurate indication of network performance when the DB server has a CPU or paging
constraint. Please keep in mind that “ network statistics” includes time on the physical network as
well as the TCP/IP protocol stack on both application server and DB server, so system-wide
problems such as CPU overload, paging, errors in workload prioritization can create long
“network” timesin the “network statistics’.

Sample network performance problems

9.4.1. Slow network performance example

The exampleis an examination of the performance of APO CIF. Start by examining the STAT
records, and note that all the DB calls seem slow. Average update, insert, and deletes times are
over 15 msper DB call, whichis slow.

Analyeis of LBAFFY dstebage requests (only explicitly by apolication)

Database reguests total 5hA Reguast tims 10, 664 w3
Aatchocode Time 0 ms
Commit time 147 ms=
Reguests on T?9T tables i Repuast tiEe B ms
Type of atabase Bequests | atabase Aequest | Awg.time
LEAR 4 request Repuasts ross [to butfar calls |timaims] |per reog
Total 55D 15 BEd £i5 416 108 064 18 13
Diract read 268 =k | B3 1,058 4.1
Cequerntial read 247 34 955 2 e g.17g |
lpdat s 43 43 | GG 1% 8
Dalate 1 2 2 16 160
Inzart 1 1 1 19 19.0

Figure 194: STAT record with slow change SQL
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Since all callsto the DB server are slow, there are several possible causes —
e CPU overload on DB server

Incorrect configuration of prioritiesin WLM on DB server

Network capacity or configuration problems

Incorrect TCP/IP routing configuration

Etc.

Usethe ST04 ICLI “network statistics’ trace, to determine the network time for database requests.
The ICLI network statistics remove the time in DB2 from the request time for each database
request sent from the SAP application server. What isleft istime spent in the network protocol
stack on application server and DB server, and time moving data across the network.

Be sureto turn the ICLI * network statistics” off after gathering data. Gathering these statistics
places an additional load on the DB server and application server.

The ICLI “network statistics’ are saved in the devel oper trace files, which can be viewed by AL11,

ST11 or SM50.

ICLCZEZE6T Metwork Statistics about sent packets (requests):

FLAC #REC AW IER) HING(EE) M (EE) | <128 | =25 | =E5lz2 | <1024 | =z204% | =4036 | =813 | <le384| <31953| <e4000
Z 1000 0.12¢ 0.0lL 3.656 Eat 134 Z0g o] o] 1z 0 0 0 0

[dbsldbz o Zzzd]
C *** ERROR ==
ICLCZ5Z7I Metwork Statistics about received packets (responses):
$PAC #REC AVG (KB} MINEE) Max (KB} | <1Z8 | <ZEB& | =512 | <1084 | <2048 | =40%6 | <8197 | <l&384| <31999| <&4000

E loo00 0.0587 0.0l& 0.031 lo00 0 u] u] u] o] 0 0 0 0
[db=1dhZ. o ZEE4]

C *** ERROR ==

ICLCZEEZET Metwork Statistics about time of recquest/response pairs:

#PAC $REC  AVG{ms) HIN{m=) MK (ms) | <2 | =4 | <2 | <16 | =32 | =32

4 Llooo 17.553 1l.808 137,828 Z PR3 137 Z04 20l 131

Figure 195: ST11 > display - ICLI network statisticsin developer trace

In Figure 195, there are two things to check. First the average time on the network for each
database call isvery long —17.553 ms. Average times vary with the type of network connectivity.
For database calls with small packets sent and received, OSA Express Gigabit Ethernet is generally
1-3ms, OSA-2 isgenerally 2-5 ms, and Escon generally 3-7 ms. 17msisvery long for any
network type. Second, look at the distribution the packet sizes sent and received. If most of the
packets are very large, then average times will be longer than these ROTSs, because the large
packets have to be broken down to network MTU size for sending. In this case, amost all packets
are less than 512 bytes, so they will fit into the MTU.

Since average times are long, and small packet times are also long, there seems to be a problem in
network performance. Follow-up actions would be checking CPU and paging activity on the DB
server, checking WLM priority settings on the DB server, checking physical network settings and
performance.
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9.5. Check for global DB server problems

The DB2 administration guide (SC26-9003) contains detailed guidance for performance tuning with DB2.
Following is a quick summary of key performance indicators on the database server.

9.5.1. CPU constraint

OS monitoring tools, such as RMF monitor | and monitor I11, will report this problem. In addition, there
areindicatorsin DB2, such as high “not attributed” timein ST04 “times’, that can point to a CPU
constraint on the database server.

RMF 111, with the PROC command, can indicate the extent to which DB2 isdelayed. The higher the
PROC delay, the more DB2 can benefit from additional CPU resources.

Inefficient SQL can elevate CPU usage on the DB server, so the SQL cache should be examined as part
of the action plan when a CPU constraint is seen on the DB server.

9.5.2. Bufferpool and hiperpool memory allocation

9.5.2.1. Hitrategoals

In SAP, each dialog step makes many database calls. In order to provide good dialog step response
times, we want to achieve very high hitrates in the bufferpools. Since most R/3 transaction SQL is
processed by DB2 as random getpages, the key indicator is “random hitrate” for most bufferpools.
Thisisdefined as 100* (random getpages — synchronous read random)/(random getpages), and is
reported by ST04 and DB2PM. The random hitrate for most bufferpools should be in the high 90s.

For some bufferpools, such as BP1 (sorts) or bufferpools containing tables with primarily sequential
access, random hitrate is not important. These bufferpools generally use prefetch 1/0 to access the
data. Since random hitrate is not important here, but I/O throughput is, confirm that there are not 1/0
constraints on the disks, when examining the performance of bufferpools with primarily sequential
access.

9.5.2.2. Bufferpool tuning

In order to match bufferpool attributes to the way tables are referenced, SAP and IBM provide
guidelines for allocating tablesto DB2 bufferpools. DB2 can allocate many bufferpools that are
optimized to different access patterns. SAP manual 51014418 “SAP on DB2 UDB for OS/390 and
z/OS: Database Administration Guide”, describes how to analyze the table reference patterns, and
place tables in bufferpools that have been created with attributes that match the access patterns. Use
these guidelines to move tables with special or disruptive access patterns, for example large tables
that have low re-reference rates like FI and CO tables used for reporting.
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If you have good database performance (low DB2 delay percentage, etc) with the default bufferpool
layout configured at installation, then there is probably no need to do the additional bufferpool
tuning described in the SAP on DB2 UDB for OS/390 and z/OS: Database Administration Guide.

9.5.2.3. DBZ2 bufferpool memory with 31-bit real (up to OS/390 2.9)

Since storage in DBM1 is bounded by the 2GB address space VSTOR limit, and bufferpools are
allocated from DBM 1, hiperpools can be used to make more buffer memory available to DB2 for
SAP. Hiperpools reside in page-addressable Expanded Storage (ES) outside the DBM1 address
space. Since hiperpools cannot contain “dirty” pages (pages which have been changed, but not
written to disk), bufferpools containing tables that are re-referenced and not frequently changed are
good candidates for backing by hiperpools. Changed pages are written to disk before the pageis
written to hiperpool, and if pagesin atable are seldom re-refererenced (as with large tables used for
reporting) then prefetch 1/0 is the most effective way to bring the tables to DB2.

The key indicator for determining if hiperpools are being effectively used isthe re-referenceratio. It
is the percentage of pages written from bufferpool to the hiperpool that are later read back to the
bufferpool. Thisisreported in SAP bufferpool detail statistics as “Hiperpool efficiency”. A re-
reference ratio above one in 10 (reported as 0.10 in hiperpool efficiency) means that the hiperpool is
effective. If the re-referenceratio islower, then the overhead of searching the hiperpool, failing to
find the page, and having to do the I/O is not worth the savings gained on the few occasions when
the page is found, and the hiperpool is not helping performance.

9.5.2.4. DB2 buffer memory with 64-bit real (z/ZOS and OS/390 2.10)

While DBM1 is currently still bounded by a 31-bit addressing limit, with 64-bit real support,
dataspaces can be used (instead of a bufferpool and hiperpool pair) for each bufferpool. This hasthe
advantage that DBM1 VSTOR constraint is alleviated, since the dataspace for the bufferpool resides
outside DBM1. DBM1 contains control structures to reference the dataspace, which take much less
memory than the size of the dataspace.

Unlike the bufferpool/hiperpool architecture, where hiperpools cannot contain dirty pages (changed
pages not yet written back to disk), dataspaces offer a single pool that is managed in the same way as
bufferpools. Dataspaces must be backed by real storage (CS), not ES, for good performance.

9.5.3. DB2 sort

Due to the nature of SQL used with SAP R/3, which is generally simple indexed SQL, sort performance
isvery seldom a problem with R/3. With SAP R/3, monitor for the standard DB2 indicators — prefetch
reduced or DM critical threshold reached, which show that the space in the bufferpool is not sufficient to
satisfy demand. Check 1/0O performance on the volumes where the sortwk datasets are allocated, to
verify that thereis not an I/O constraint at the root cause.
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DB2 sort can be a performance issue with BW systems, or APO systems, since the SQL for infocubes
can be very complex. BP1 (the sort bufferpool for SAP) may need to be enlarged, and many SORTWK
areas may be needed. SORTWK areas should be spread across several disks.

9.5.4. DB2 rid processing

RID processing is used by DB2 for prefetch processing (e.g. list prefetch, where non-contiguous pages
areread in asingle 1/0) and for SQL processing (e.g. hybrid join).

There are four different kinds of problems related to RID processing, they are reported by SAP as:

e RDSIimit exceeded, where the number of rids qualifying exceeds 25% of the table size. Thisis
amost always the RID failure encountered with SAP, and is an indicator of a bad access path
choice. The scenarioisasfollows. DB2 chooses an access path with RID processing at
optimization. When executing the statement, DB2 recognizes that it is going to process more
than 25% of the table, gives up on rid processing, and does a tablescan.

o If thisiscausing an important performance problem, it can be addressed with
FREQVAL RUNSTATS and ABAP hint, as described in Section 8.3. With
RFCOSCOL-based ST04, RID failure statistics are available at the statement level.
With earlier versions of SAP, one must use DB2 traces with IFCID 125 to find the SQL.

e DM limit exceeded, where the number of rids qualifying exceeds 2 million. Thisisreally a
variant of RDS limit exceeded, where RID processing of a huge table isbeing done. In this case,
DB2 hitsthe DM limit before getting to RDS limit. The action is the same as RDS limit
exceeded.

e Storage shortage, whenthe2 GB VSTOR limitin DBM1ishit. See SAPnote 162923 regarding
V STOR planning, and reduce the VSTOR demand by tuning MAXKEEPD, EDM, bufferpools,
etc.

e Processlimit exceeded, when the “RID pool size” configured in DB2 is exceeded. In thiscase,
one can increase the size of the RID pool.

aja 8

Statemend Cache Statizlics: Qwervdaw

£ Refesn B Delsils & | F Blsdeics feid | F Snng | | Resel | Sioce resel

MR, D| at 11:50:26 | | D3/0872002 D gpetaim (1]:H]
DE slart 12:37.20) ) Df04s2002 |  DEmlesse  (6.1.0
Laed mEe Dt gince 0B start

Highilgrts | Etatus | Timers | Ewseotion slafisacs |

Table name |Esscubong |[Ap. alspiss A, GPU Lime . wail ling e e 00 - [seg s, b Tabeapac. Sone s [RIDRLBIL. Gelpiges ) n.. | ExsmiProomss.. E

""'I'E 4 Az 463 i1l 11.2M B.ET3 264,80 4 4 4 51.080 = e |
HeRA i 2328 0453 BT [N TT] 46,50 2 4 2 XY 75 2EFTT.E0 [=]|
-‘--.'- I 1h

Figure 196: ST04 statement with RID failure
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In Figure 196, the highlighted statement has had four RID list failures.  The statement details will
show the cause of the RID failure.

- Total time distr. across all execs  Avg.statistics per exec h Total statistics across allex.. | 4] » |5
Execsise [.08121654501
Mg getpages 20337 .80
Rows exarm/enecs 14343325
Rows proclexecs 480 .25
Getpages | processed 61.69
Examined ! processed 298 66
Sync reads f execs 204 BE
Synch writes | execs 0._8o
Awg sync VO time B.678
Awg U0 duration [.083
Ayg soMs 1.68
Ay idy scans a.06
Avg tol seans 1.08
Awg RID Tails stor .08
Awg RID Talls limit 1.0@

Figure 197: ST04 RID failure - statement statistics

Figure 197 shows that the RID failure was caused by “RID failslimit”, that is RDS limit exceeded,
and that every statement executes atablespace scan. When the statement is explained in Figure
198, we will see the access path that DB2 originally chose.
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Systerm  Help
& BIH @& SHE BDan EE @
Explanation of SQL Access Path
#&s DB2 installation parameters wiew plan table
- : [+]
Gl ERIEER E T E ]
SGL staterment ]
SELECT"RLDMR" , "RVERS" , "RYEAR" ,"ETCUR"  "EPM&AX'  "RBUKRS" "RACCT", SUM{"TSL11")"T
SL11", SUMC"HSL11" ) "HEL1 1" FROM "GLPCT WHERE "RCLMNT' = 7 AND "RLDME" = ? AND "RRCTY" =7 A |Z|
D "RWERS" = 7 AND "RYEAR" BETWEEN 7 AND ? AND "RPMAN" = * AND "RBUKRS" = ? GROUP BY "RLOMNR" |E|
Hierarchical access path k Access path k Table information k Index information |
< [Jguery block #1: SELECT
=7 {8k GROUP BY
= & 50RT B
57 {# INDEX SCAN (5 matching columns, Tist prefe
= & GAPRI GLPCT-~O
SAPR3 . GLPCT
[+]
[+]
[l <[]
| 4.7

Figure 198: ST04 RID failure - DB2 access path before RDS limit failure

So, when reviewing the access path in ST04 explain, check the RID failures, to confirm whether
DB2 actually used a different access path.

If thisis an important performance problem, add an ABAP hint, and collect FREQVAL runstats, as
described in Section 8.3

9.5.5. DB2 EDM and local statement cache

SAP uses DB2 dynamic SQL to access data. With dynamic SQL, the SQL isnot bound in a plan, to be
executed at runtime. The SQL is prepared at runtime. When statements are prepared using DB2
dynamic SQL, a skeleton copy of the prepared statement is placed in the EDM pool. Preparing the
statement, and putting a skeleton copy in EDM is called afull prepare. The thread also getsan
executable copy of the statement in itslocal statement cache.

Once the statement had been prepared and placed in the EDM pool, if another request to prepare the
statement isissued by another DB2 thread (for an SAP work process), then DB2 can re-use the
skeleton copy from EDM pool, and place an executable copy of the statement in the other thread’ s
local statement cache. Thisis called ashort prepare. Re-using a skeleton from the EDM pool takes
about 1% as much CPU asthe origina prepare.

Each thread also hasits own local copy of the statements that it is executing. The number of locally
cached statements is controlled by the DB2 parameter MAXKEEPD.
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The key indicators related to EDM and the statement cache are shown in ST04 “DB2 subsystem
activity” as

e Global hit ratio, which isthe hit ratio for finding statements from EDM pool when a statement
isprepared. Sincethe original prepare is expensive, this should be kept high — 97%-99%, if
possible.

e Local hit ratio, which isthe hit ratio for finding statements in the local thread cache when a
statement is executed. When the MAXKEEPD limit is hit, DB2 will take away unused
statements from athread’ s local cache. If the thread then goes to use the statement which has
just been stolen, DB2 will “implicitly prepare” the statement. If the global hit ratio is high, this
implicit prepare will be quickly and efficiently done.

Focus on keeping the “global hit ratio” very high. If the “local hit ratio” islower, even down to 60%-
70%, it is not usually a problem for performance, since short prepares are very efficient.

If the “local hit ratio” islow, and thereis VSTOR availablein DBM 1, then one can increase
MAXKEEPD to increase the limit on the number of statements in the local cache. Since short
prepares are very efficient, alow “local hit ratio” is not generally aproblem. In general, it is better to
keep MAXKEEPD at the default or below, and give VSTOR to DB2 buffers.

If VSTOR in DBM1 is constrained, and you are running DB2 on a system with 64-bit real hardware
and software with sufficient real storage (CS), then the EDM pool can be moved to a dataspace. This
will reduce the demand for VSTOR in DBM1.

Low local cache hit ratio is not generally not a problem in tuning an SAP DB2 system. Usually, the
system installation defaults (or something a bit smaller) arefine. Tests done several years ago by IBM
showed that 1,200 short prepares per minute increased CPU utilization by about 1%, compared to CPU
utilization with 25 short prepares per minute. 20,000 short prepares per minute increased CPU usage
by about 5%. These are samples based on older versions of SAP, and thus do not reflect real-world
results, but they show that a system can run rather high rates of short prepares without a serious
performance problem.

9.5.6. Memory constraint on DB server

The cardinal rule in alocating memory on the DB server isto adjust DB2 memory usage to avoid
operating system paging on the DB server. It is more efficient to let DB2 do page movement between
BP and HP than to have z/OS page between CS (central store) and ES (expanded store), or disk (aka aux
storage).

Use the customary z/OS indicators in RMF, such as migration age (under 500-700) showing ESis

overcommitted, UIC (under 60) showing CS is overcommitted, and migration rate (over 100) showing
too much paging to disk.
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9.5.6.1. ES constraint

Even without access to the z/OS monitoring tools, one can see symptoms of ES over commitment in
DB2 indicators. Seethe “hpool read failed” and “hpool write failed” counters on the hiperpools. If
these are more than a few percent of hiperpool page reads or writes, then there is probably an ES
constraint that is causing z/OS to take ES pages from hiperpools. Y ou can also see the impact of
z/OS taking hiperpool pages away from DB2 in the bufferpool counters “ hiperpool buffers backed”
and “hiperpool buffers allocated”. If backed islessthan allocated, it can also point to an ES
constraint.

9.5.6.2. CS constraint

Without access to zZ/OS tools, one can see symptoms of CS constraint in DB2 indicators. High ST04
“not attributed” time, which is discussed in section 8.1, is an indicator of a possible CS constraint.

In addition, the bufferpool counters “page-ins required for read” and “page-ins required for write’
will indicate CS constraint. These should be very small, as a percentage of getpages — one percent at
most. The usual goal with SAP isto have bufferpool hitratesin the high 90s. If there are d'so afew
percent of getpages that have to be paged in, this in effect reduces the hitrate, and may decrease the
bufferpool hitrate below the recommended range.

9.6. Sample global DB server problems

9.6.1. Example of ES constraint on DB server

Hereisan RMF | report. ES storage constraint isindicated by alow migration age (MIGR AGE). The
averageis at the edge of our 500-700 ROT. MIGR AGE below this threshold shows over-commitment

of ES.
PAGING ACTIVITT
PAGE z
Q2/s330 STSTEM I TCP1l START 07/13/2001-15.00.00 INTERVAL 000.44.53
BEL. 0Z._0%.00 BPT VERSION 2.7.0 END N7713/2Z001-15_44_ 5% CYCLE 1.000 SECONDS
OFT = IEAOQPTOO EXPANDED STORAGE MOVEMENT DRATES - IN PACGES PELR SECOND
EZF CONFIGURATION HIGH UIC MIGE AGE
TINSTALLED ONLINE MIN zEd 1z
——————————————— M 254 1299
252042 ZE2042 AU 2Ed.0 BEE. 3
MIGRATED FREED
WRITTEN TO READ FROM FLOM WITHOUT &~ *=———— EXPANDED STORAGE FRAME COUNTS ---—--%*
E¥P STOR E¥P STOR E¥P STOLR MIGREATION MIN MAH AVG
TOTAL RT ZEE. 78 T78.68 43.91 B4 _7E £LL,380 ZE7,.8598 &7, 579
PAGES % 100.0% 100.0% 100.0%
HIPERSPACE BT 44 23 a.on a.oo 103, 569 124,663 113,695
PAGES % 13.6% 0.0% 0.0%
vIo BT a.oo a.on a.oo a 1 i}
PACES % 0.0% 0.0% 0. 0%
SHARED BT a.oa a.0a
PAGES % 0.0% 0.0%

Figure 199: RMF | Paging report — ES constraint
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9.6.2. Example of CS constraint on DB server

In this example from an RMF | report, thereistoo little CS available on the database server, as shown
by the UIC being somewhat low (AVG 33, MIN 5, rule-of-thumb 60), while there is no constraint on
ES, since the ES migration ageis high. Sinceisit more efficient for DB2 do page movement between
CS and ES by moving between bufferpool and hiperpool, it would be preferable to reduce the overall
demand on CS and move storage demand to ES. One could do this by reducing the size of the size of
the DB2 bufferpools, and increasing the size of the hiperpools, or by reducing MAXKEEPD.
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9.6.3. CPU constraint

One can use OS07 to view a snapshot of current CPU use in the LPAR on the DB server. OS07 shows
that at this moment the LPAR is using 100% of its available CPU on the system (z/OS CPU).

The system CPU shows the utilization of the logical processors (LPs) defined to the LPAR, but if an
LPAR has used all the CPU it is entitled to by its LPAR weighting,, then system CPU can show alower
utilization, while z/OS CPU shows 100% usage.

™ Remote (SAPOSCOL_PEWA) / Operating System Monitor: TCP1 - |EI|1|
050390 colleckor Goko Swstem Help -

e eoe DHR DDLo0  BER @

Detail analysiz menu  Operating System collector Current System BA3 Spstems
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1L:02:27 11_04_z00Z interval 16 sec. j—

05330 CPU wtbilimation and System Paging Rate
Processor TToilizmation:

brrerage CPU (System) 4]

Arverage CPUT (057390 100
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Arvrg. Bvystem Paging Rate 114
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Figure 201: OS07 - overview of DB server performance metrics
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One can use tools such as RMF | and RMF I11 to view recent periods, or longer periods.
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Figure202: RMF 111 SYSINFO of 900 second interval

Log into DB server, and use RMF 111 SY SINFO command, which here shows 99% CPU utilization over
a 900 second (“range”) period. “Avg. MVS CPU Util.” showsthe utilization of CPU available to this
LPAR.

In this case, the CEC (physical zSeries box) was at 100% CPU utilization, so the LPAR was constrained
by its CPU weighting relative to other LPARS, though the LPs defined to the LPAR were only active
58% of the time.

9.6.4. 1/0 constraint

In this example, there is a system constraint caused by a configuration problem. As on some of the other
examples, thisis not a problem one would expect to find in real life, but the process shows how to go
from SAP performance indicators to z/OS statistics.

Start with an STO3 workload summary. Generally, ST03 is not helpful in showing performance
problems, but if the average times for sequential read, changes, or commit are exceptionally high, it can
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point to a problem on the DB server. In this case, average commit timeis over 50 ms, which is unusual.
It could be normal, where there are jobs that are making many changes before commit, or it could be a

sign of aproblem.
-WMorkload of tasktype *TOTALY-------—————"—""""""""""""""""" """ ——————

I I
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Figure 203: ST03 with long change and commit time

The ST04 times display isfrom aDB2 V5 system, where “ service task switch” contains commit
processing. Here, class 2 is not gathered, but class 3is. Note that the average “ service task switch” is
93 ms, whichislong. In DB2 V5, commit processing s part of “ ServTaskSwitch” suspension.
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Other ERead ZSusp o_oao Othr read =susp (awvdg) 7.961
Ochr write susp. o_aoo Ochr write susp (awg) &E_E39
BervTaskBwitchsusptime o_ooo BervTaskBwitchiusp (Awvg) 293,55
Arch log quaiesce susp o.ooo ArvchLogluiescalSusp (Avog) u]
Drain lock susp time o.ooo Drain lock susp (awvg) u]
Claim rel susp time o_oao Claim rel =usp (Awdg) u}
Arch read susp time o_aoo Arch read susp (Awg) u]
Page latch susp time o_ooo Page latch susp l(awvg) 45 73
Notify mess susp time o.ooo Notify mess susp (Awg) u]
Global lock susp time o.ooo Global lock susp (awvdg) u]

Figure 204: ST04 timeslong servicetask switch
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Now, go to ZZOS RMF I11. Check DEV to see device delays.

FMF z.4.0 Dewvice Delays Line 1 of 4

Samples: 3IEED Bvystem: BAPE Date: 07/23/99 Time: 17.00.00 PRange: 3600 Seac

gerwvice DLY USG CON @--—-—---—-—————- Main Delay Volumei{s) -—-——-—-——————-
Jobname C Class ] % 2 ¥ WOLSEER ¥ WVOLSEER ¥ WVOLSEER ¥ WOLSER
QASAMSTR 5 DEZD 4 77 1EE &l Qas00l 4 QAS00Z 1 TMMIO1lS 1 TMMOZZ
QASADEM1 5 DEEZD 2 3 70 1 QAZ047 1 Qazoz? 1 Qizozs 1 Qaz0lz
CATALOG & SYSTEM z 1 1 2 QAZDO01 0 MCTEOL 0 QAZOEZ 0 Qazolz
OAM1 5 BYSSTC 1 1 u] 1

Figure 205: RMF Il DEV report

There was one device, QAS001, causing the most 1/0 delay to DB2. The address space, QASAMSTR,

isahint that thisis not a problem with 1/0 to the tables and indexes in the DB2 database. RMF 11

credits delay on tables and indexes

to DBM1.

Next, look at the datasets on the QAS001 volume.

PMF z.4.0 Data Set Delays - Volume
Samples: 3583 System: S3APE Date: 07723793 Time: 17.0
—————————————————————————— Tolume QAS001 Dewice Data
Number: 1370 Active: 29% Pending:
Dewice: 33903 Contect.: TE% Delay DE:
Shared: Tes Disconnect: 1E5% Delay CI:

Delay DP:

—————————————— Iiata Set Name —-—————-——--—-————- Jobrname
SAPQASA LOGCOPYL1.DS0Z_ DATA QAZAMETL
SAPQASE LOGCOPYL.DS01_DATA QASAMSTER
SAPQASA LOGCOPYL._DS03 DATA QAZAMETE
TSl WVDE . WQASOOL CATALOG
SAPQASA BEDE0Z. INDEX QASAMETE
SAPQASA BSDLE0OZ._DATA QASAMETE
CATALOG. SAPQAS CATALOG
CATALOG. SAPQALS CATINDEX CATALOG

Figure206: RMF 11 DSNV report

o_on

Line 1 of 2

Bange: 3500 Sec

Average Users

Delayed

o.&
LTT5G% DD LY%
ZE ZE
£3 23
13 ZE
u] 1
u] 1
u] 1
u] u]
u] u]

Note that the volume contains three log datasets. When alog switch occurs, DB2 iswriting the log to
one dataset, and copying the log from another on the same disk.

Thiswas a QA system, which had not been setup using the standard guidelines for productive systems.
On aproductive system, logs should be on separate volumes. One would not expect to see this problem
on aproductive system. The goal of the exercise was to link the SAP ST03 change and commit time

down to the z/OS cause.
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10. Estimating the impact of fixing problems

10.1. STO04 cache analysis

Start cache analysis by using ST04 sorted by total getpages, rows examined, or elapsed time. Inthis
way, you can focus on statements with the largest impact on the system.

10.1.1. Estimating the opportunity for improvement in inefficient SQL

When evaluating inefficient statementsin the SQL cache, one can estimate the potential improvement in
resource usage and response time, by comparing the current resource usage with hypothetical good SQL
statement usage.

For example, you have found a statement that does 500 getpages per row returned and takes 100 ms
internal DB2 time (ST04 average elapsed time). One can estimate that if the could be converted into a
well indexed statement where all rows could be selected based on an index, that it would take just afew
getpages per execution, and have an internal DB2 time of under 1 ms. We have seen many examples of
how efficiently indexed SQL takes only afew getpages for each row returned. If an inefficient
statement runs thousands of times aday (see ST04 statement statistics for counters), then fixing the
problem would help overal system performance. Addressing problems of this sort will help to improve
bufferpool hitrates, reduce 1/0, and improve system response time.

The kinds of problems usually seen, and the order in which we suggest to addressthem is:

e Complaints of end-users.

e Frequently executed inefficient statements. Inefficient code in frequently run programs such as
transaction user exits can both slow transaction performance and impact system performance. These
statements might take tens to hundreds of milliseconds to run, and perform hundreds to thousands of
getpages per row processed. Either ABAP changes (hints or code changes) or new indexes are
justifiable in these cases.

e Periodicaly run very inefficient statements. For example, an interface or reporting program that
runs many times throughout the day. In cases such as these, there could be very inefficient sgl
(hundreds or thousands of getpages per row). Fixing these can also reduce resource utilization.
These might be fixed via ABAP, but if an index can be created that is small, filterswell, and isin a
reasonabl e location (e.g. on a header table rather than document table) then an index could be
justified, too. Here the benefit to the system isless than the benefit in fixing frequently executed
statements, so one should be more cautious about adding an index, in order to avoid index
proliferation and space usage.

e Really bad SQL (tens of thousands or hundreds of thousands of getpages per SQL) in jobs that run
just afew times aday or week. If these can be fixed with SQL changes, then the programmers can
prioritize the work, based on the impact of the fix, and the business need for better performance. If
the problem cannot be fixed by ABAP, and requires a new index, it is usually not worthwhile to
create a new index (given the tradeoff between disk space used and performance benefit gained),
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unlessthere is a critical business need for better performance. In this case, though it isinefficient,
let DB2 and the operating system manage it.

10.2.  ST10 table buffering

The most common problem is bufferable tables that are not buffered. As described above, bufferable
tables are tables that are

e Mostly read-only

e Moderatesize

e The application can tolerate a small interval where the buffered datais different than the database

Compare the calls and rows fetched by the candidate table to the total calls and rows for the reporting
interval. If the table makes up more than 0.5% to 1% of total call or row activity, then we would suggest
buffering it.

The benefit of buffering atableisrelated to, but will not be the same as its percentage of calls or rows.
That is, buffering atable with 5% of calls will not offload 5% of the database server, since complex
SQL and inefficient SQL uses much more CPU per call than simple indexed SQL.

The most notable impact of changing table buffering will be on the transactions and programs that read

the table. Buffered table reads usually take less than 0.1 ms per row. |If atransaction isreading many
rows from the table, then the benefit for the transaction will be proportional to the number of rows read.
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11. Four guidelines for avoiding performance problems
As seen in the examples above, there are afew general rules for avoiding performance problems.

11.1. Use the SAP data model

If you' re evaluating the performance of custom code, and it runs slowly because the predicates don’t
match the indexes on SAP tables, the odds are very good that the program is looking for the datain
the wrong place. Most SAP business documents (e.g. sales order, purchase order, delivery note, etc)
can be found using the document number with a standard SAP table and standard SAP index.

In addition to the example in Section 8.5.3, See SAP notes 185530, 187906, and 191492 for
examples of incorrect and correct use of the SAP data model.

The symptom of this problem isin the ST04 SQL cache - high buffer gets per exec and high buffer
gets per row. This happens when the predicates on the SQL do not match the index columns on the
table and Oracle has to read many blocks of datato retrieve the resuilt.

11.2. Use array operations on the database

If the program builds internal tables that contain keys for selects on other tables, evaluate whether an
array operation such as FOR ALL ENTRIES can be used to perform array selects, rather than using
LOOP AT with individual database calls.

The symptom of this problem is seen in STO5 traces, where a program makes frequent callsto a
table, and each call accesses few rows.

11.3. Check whether the database call can be avoided

There are several versions of this problem:

e A tableisset asbuffered, but the application server generic or single record buffers are too small to
hold the table rows. The cure for thisisto increase the size of the SAP buffers.

e A tableisnot set to be buffered, but should be. In thiscase, the table is usually read-only, and the
application can tolerate asmall interval when the datais not in synch on all the application servers.
In this case, the table attributes should be changed to buffered.

e A program is repeatedly fetching the same information from the database. This problem can be
detected by using the ‘ duplicate selects’ function in STO5. The program needs to be examined to see
how it can be changed so that it does not have to repeatedly go back to the database for the same
information

11.4.  Write ABAP programs that are line-item scalable

If the program will process many linesin areport:
e UseBINARY SEARCH onthe“READ TABLE from itab” statements
e Evaluate whether internal tables need to be defined as SORTED
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The symptom of this problem is high CPU use for a program, where CPU use does not scale with
additional lineitems—e.g. a 100 line report takes 1 second CPU, but a 1000 line item report takes
more than 10 seconds CPU, and a 10,000 line report takes much more than 100 seconds CPU.
These scalability problems get worse as the report lines increase.
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12. How to tell when you are making progress

12.1. SAP

Normally, it is best to view improvement from the application, by using STAT or STO3(N) to evaluate the
elapsed time. SM37 or SM39 can be used to track elapsed time for batch jobs by the batch job name, rather
than the name of the program executed.

Sincethe gainsfor an individual program can be very dramatic with tuning, the reduction gained in el apsed
time for programs will generally be much more notable than overall improvements in section 12.2

12.2. DB2 and S/390

Using DB2 or z/OS indicators to measure progress is more challenging, due to the variable nature of the
SAP workload, and the way that transaction and batch workload run together. A batch job is counted as one
dialog step, and may do thousands or millions of SQL operations. When this SQL activity is averaged into
DB server statistics, afew batch jobs can have a dramatic impact on CPU utilization, without making a
significant change to dialog step counts. Thus, our preference for the application view — STAT records,
STO03, etc. If you are working on improving the efficiency of SQL on the system, there will generally also
be reductionsin

e CPU utilization

e |/O activity rates

Since the dialog steps per hour can vary widely from day to day, and improving SQL can change the amount

of CPU used by a statement, one can look at other ways to normalize work in terms of DB2 work

performed, such as reductionsin

e Getpages per SQL DML (calculated from DB2PM) —with SQL improvements, DB2 searches fewer
pages to return the result

e CPU per dialog step —thisisa*“dialog step normalized” view of reduced CPU utilization

e CPU per SQL DML operation —an “SQL normalized” view of reduced CPU utilization

It's generally simplest to stick to reduction in transaction elapsed time. |If there has been alarge effort to

improve SQL efficiency, then there should be reduced CPU utilization for the same number of dialog steps,
if the workload mix does not change.
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13. Appendix 1: summary of performance monitoring tools

A quick summary of key tools and their main functions in performance monitoring follows.

13.1. SAP

13.1.1. DBO02 Transaction
DBO02 is used to display information about tables and indexes in the database, such as space usage
trends, size of individual tables, etc.:
e Display all indexes defined on tables (DB02 > detail analysis)
e Check index and table cardinality (DB02 > detail analysis > enter table name > drill into table >
drill into index)

13.1.2. DBACOCKPIT Transaction

DBACOCKPIT integrates the database storage and performance management transactions.  All the
ST04 functions described in this paper are also available from DBACOCKPIT.

13.1.3. SE11 Transaction
SE11 is used to gather information about data dictionary and database definition of tables, indexes, and
views:

e Display table columns and indexes (SE11 > enter table name > display > extras > database
objects > check)
e Display indexes defined in data dictionary (SE11 > enter table name > display > indexes).
There may be data dictionary indexes that are not active on the database.
e Display view definitions
e Sitesusing DB2 V5 or V6 use “where used” to find programs that reference atable or view.
There are some gotchas with “where used”:
0 SAP Dynamic SQL, where the statement is constructed at runtime by the ABAP, may
not be found in where used
0 TheSQL in ST04 cache may not match SQL in program. E.g. when the user can
optionally enter parameters for severa predicates, only the predicates that are specified
will bein the executed SQL.
o Sitesusing DB2 V7 and SAP 6.20 do not need to use “where used”, since statementsin
ST04 statement cache have a marker with the ABAP program name.

13.1.4. SE30 Transaction

When STAT or ST03 shows that most of a program’s elapsed time is CPU, SE30 is used to investigate
where CPU timeis spent in an ABAP program

13.1.5. SM12 Transaction
SM12 > extras > statistics can be used to view lock statistics:
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e High percentages of rejects can point to a concurrency problem (multiple programs trying to
enqueue the same SAP object) that may be solved via SAP settings such as “late exclusive
material block” in the OMJI transaction. There are different SAP settings for different parts of
the business processes, so these changes would be implemented with SAP functional experts.

e High counts of error can point to a problem where the enqueue table is too small. Compare
“peak util” with “granule arguments’ and “granule entries’ to check for the table filling.

13.1.6. SM50 Transaction

SM50 is an overview of activity on an SAP instance. |If many processes are doing the same thing (e.g.
access same table, ENQ, CPIC, etc), this can point to where further investigation is required.

13.1.7. SM51 Transaction

SM51 can be used to check instance queues (goto > queue information)
e |f thereare queuesfor DIA, UPD, UP2, etc, there will be “wait for work process’ in STAT and
ST03.
e |f thereare queuesfor ENQ, thereis a problem with enqueue performance.

13.1.8. SM66 Transaction

Gives an overview of running programs on an SAP system. If many processes are doing the same thing
(e.g. access same table, ENQ, CPIC, etc), this can point to where further investigation is required.

13.1.9. STAD Transaction

Isused to displays STAT records for an interval from all instances on an SAP system. It aggregates the
RFC call information, so isnot as useful as STAT in finding problems with slow RFCs.

13.1.10. STO2 Transaction

ST02 is used to monitor the activity in SAP managed buffer areas, such as program buffer, generic
buffer, roll, and EM.

13.1.11. STO3 Transaction

STO03 isnot atool for solving performance problems. Like RMF 1, it isatool which is mainly useful for
tracking historical activity. One can monitor average response times for individual transactions and for
the system as awhole, and get counts of dialog steps to use for trend analysis.

There are afew limited ways that it might be used in performance monitoring:

e Asalfilter for inefficient programs. Use the ST03 “transaction” profile, sort the list by elapsed time,
and look for transactions which use very little CPU relative to elapsed time, e.g. 10% or less of
elapsed time is CPU on the application server. These may have problems such as inefficient
database access, slow RFC calls, etc.

e Asafilter for problemsthat occur at a certain time of the day. Run ST03, and select “dialog”
process display. Usethe STO3 “times’ profile, press the right arrow to go to the screen that displays
average direct read, sequential read, and change times. Look for hours of the day when the average
time goes up. This could point to atime when thereis an /O constraint, or CPU constraint on the
DB server.
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e Useasafilter for database performance problems, in very limited circumstances. If average
“sequential read” times are over 10 msfor dialog, and commit time is over 25-30 ms, there may be
some sort of database performance problem. Check SQL cache with ST04, look for 1/0 constraints
and other database problems.

13.1.12. STO04 Transaction

ST04 has many functions, the most important for performance are viewing the SQL cache, checking
DB2 delays, and monitoring bufferpool activity and monitoring DB2 threads.

13.1.13. STO5 Transaction

STO05 is one of the most important tools for SAP performance, among its functions are:
e Trace callsto database server to check for inefficient SQL when program is known.
e Compress and save SQL traces for regression testing and comparisons.

e Trace RFC, enqueue, and locally buffered table calls.

13.1.14. STO6 Transaction

Display OS level stats for the application server — paging, CPU usage, and disk activity. The statistics
displayed are incorrect if the application is AIX SPLPAR.

13.1.15. STO6N

If using AIX application servers with SPLPAR, STO6N with the saposcol version in SAP note 994025
are required to monitor CPU use correctly.

13.1.16. ST10 Transaction

ST10 isused to monitor table activity, and table buffering in SAP on the application server:
e Check for tablesthat are candidates for buffering in SAP
e Check for incorrectly buffered tables

13.1.17. ST12

ST12 enables simultaneous ST05 and SE30 executions, so that both DB and application server activity
for atransaction can be traced together.

13.1.18. RSINCLOO Program

Expand ABAP source and include files, with cross-reference of table accesses. Thisis useful when
examining ABAP source, asit gives an overview of the whole program.

13.1.19. SQLR Transaction

Merge an STO5 trace with STAT records, to determine which dialog step executed which statements.
Thisis useful when tracing a transaction made up of many dialog steps, to join the trace to the dialog
step that issued the problematic SQL.

Depending on the SAP version, this may be available as a transaction SQLR, or program SQL R0001.
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13.1.20. RSTRCO00 Program

Lock auser mode into awork process. Thisisuseful for doing traces (such as OS level or DB2 level
traces) where one needs to know the PID or Thread ID to establish the trace. Once the user is locked
into awork process, one can determine the PID and Thread ID, and use them to establish the trace.

13.2. z/OS

13.2.1. RMF |

Isatool for historical reporting, and is useful for tracking capacity planning related information, such as
CPU activity, and I/O activity. It can also be useful for trending and monitoring OS level constraints
such as CPU or memory. Since the disk information shows volume level activity, and there can be
many DB2 datasets on a volume, the DASD information needs to be augmented by RMF 111 (or some
other real-time analysis tool) to find the datasets causing delays, so that the SQL can be found and
analyzed.

13.2.2. RMF I

The RMF Il SPAG command has a good summary of information related to paging, but it must be
gathered real-time.

13.2.3. RMF llI
RMF 111 isapowerful tool that can be used for real-time analysis, as well as for reporting recent history.
Useit to determine the causes of DB2 delays (e.g., which volume is causing I/O delay) when drilling

down from SAP. Just afew functions are sufficient to diagnose the usual problems seen with SAP and
DB2:

e SYSINFO — CPU utilization information

DELAY —summary of causes of delays

DSNJ (for the DBM1 address space) — show datasets causing delays

DEV — show devices causing delays

DEVJ (for the DBM 1 address space) show volumes causing delays

DEVR —show I/O rates and average response times

PROC — show processor delays

STOR — show storage delays

13.3. DB2
The most important DB2 performance tool, statement cache analysis, isin SAP ST04 transaction.

13.3.1. DB2PM

e STATISTICSisfocused on activity, and not delays. It often shows symptoms (e.g. low hit rate,
thresholds being exceeded), not causes (inefficient SQL or programs not committing). After SQL
has been addressed, then monitor the DB2 indicators of bufferpool hit rates, EDM pool activity, etc.
Note that the random hit rate is usually the key metric for DB2 buffer pool hit rate. Older versions
of DB2PM, such as V5, do not calculate random hit rate.

© Copyright IBM Corporation 2003 and 2008. All rightsreserved.

Page 178



IBM Americas Advanced Technical Support === =

e ACCOUNTING isfocused ontimein DB2 and delay in DB2, but since there is no easy way to
correlate a DB2 thread to an SAP job, and since many different SAP transactions will execute in the
same thread, and threads are restarted periodically, it has limited use. One can aggregate the thread
statistics to view the overall sources of DB2 delays, asthe ST04 “times’ transaction does.

e For systems which do not have RFCOSCOL ST04, IFCID traces may be needed to find lock,
latch,and RID failure problems:

0 UselFCID 44,45,226, and 227 to investigate problems with lock and latch suspensions.
o UselFCID 125 to investigate problems with RID failures.
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14. Appendix 2: Reference Materials

14.1. SAP Manuals
51014418 “SAP on DB2 UDB for OS/390 and z/OS: Databhase Administration Guide”

SAP Planning Guide for SAP NetWeaver on IBM DB2 for Z/OS (NWO04)
SAP Planning Guide for SAP NetWeaver on IBM DB2 for zZ/OS (NWO04S)

14.2. IBM manuals
Planning Guides, which contain detailed description of architecture of SAP to DB2 connection:

SC33-7961-02 “SAP R/3 on DB2 for OS/390: Planning Guide SAP R/3 Release 3.11”
SC33-7962-02 “ SAP R/3 on DB2 for OS/390: Planning Guide SAP R/3 Release 4.0B”
SC33-7962-03 “SAP R/3 on DB2 for OS/390: Planning Guide SAP R/3 Release 4.0B SR 17
SC33-7964-00 “SAP R/3 on DB2 for OS/390: Planning Guide SAP R/3 Release 4.5A”
SC33-7964-01 “SAP R/3 on DB2 for OS/390: Planning Guide SAP R/3 Release 4.5B”
SC33-7966-00 “SAP R/3 on DB2 for OS/390: Planning Guide SAP R/3 Release 4.6A”
SC33-7966-01 “SAP R/3 on DB2 for OS/390: Planning Guide SAP R/3 Release 4.6B”
SC33-7966-02 “ SAP R/3 on DB2 for OS/390: Planning Guide SAP R/3 Release 4.6C”
SC33-7966-03 “SAP R/3 on DB2 for OS/390: Planning Guide SAP R/3 Release 4.6D”
SC33-7959-00 “SAP on DB2 UDB for OS/390 and z/OS: Planning Guide” (SAP Web AS 6.10)
SC33-7959-01 “SAP on DB2 UDB for OS/390 and z/OS: Planning Guide” (SAP Web AS 6.20)

DB2 Administration Guides, which contain detailed description of DB2 access paths, prefetch capabilities,
buffer pool parameters, and components of DB2 elapsed time:

SC26-8957-03 “DB2 for OS/390 Version 5: Administration Guide”

SC26-9003-02 “DB2 Universal Database for OS/390: Administration Guide” (DB2 V6)
SC26-9931-01 “DB2 Universal Database for OS/390 and z/OS: Administration Guide” (DB2 V7)
SC18-7413-05 “DB2 UDB for z/OS V8 Administration Guide”

SC18-9840 “ DB2 Version 9.1 for zZ/OS Administration Guide”

© Copyright IBM Corporation 2003 and 2008. All rightsreserved.

Page 180



IBM Americas Advanced Technical Support ===°=
Figure 1: SAMPIE STAT FECOIM......cceeiiieieiiesie ettt e e e esre e te e e ese e teeseesseeseeneesseensenneesseenseenennnennses 10
Figure 2: SAMPIE STAD FECOIT .....c..coiuiiieiiieiieeie sttt ee st sttt sre et et e s bt e besaeesbeeaeeneesbeenbesneesbeenseeneesneeneas 11
Figure 3: STAT database request With time Per FEQUESL..........c.eieeieeee et e e enes 13
Figure 4: STAT database request time With tiMeE PEI TOW .........ooeeiiriiieerieeesee e 13
FIQUre 5: Stat/talor@C AALA.........ccuveieeeesie ettt e st et e e e s ae et e sntesreeseeneeeseenteeneesreenseeneenneenen 15
Figure 6: rsdb/stattime time StatiStiCS 1N STL0........coiiiiieeee e ettt sne e 16
Figure 7: STAT record With [OW CPU TIME.........ccieiiiieieese ettt et e e nte e sreeneeneesneeneas 19
Figure 8: STAT record With Nigh CPU TIME........cceiiiiiiiieeeesee ettt sne s 20
T [N e Y I NN I O o = - 1 S 21
Figure 10: STAT wait for work process — symptom of SAP roll area overflow..........ccocceevvveeiiniiinncnceneee, 22
Figure 11: STAT SIOW iNSErt CAUSES WAL TIME.......eeiiieieiieeiecie st st ettt e e te e sreeseeneenneeneas 23
Figure 12: STAT record with CPU corresponding t0 ProCeSSING tIME .......c.ccoveeiierieieenienee e 24
Figure 13: Processing time Shows mMiSSING tIME 1N SAP........ooi et 25
Figure 14: STAT Nigh 1080 tIME.......coiiiieiee ettt et sa e et e st e sreebe et e sneenes 26
Figure 15: STAT roll (inFWait) GUI TIME.......cccueeeeeieeie ettt e et e e eee s e sreeseenennneeneas 26
o (UL Sy N I (0] o TSR 27
Figure 17: ST06 > detail analysis > top CPU - showing proCessor CONSLIAINt ..........ccverveeruereereesserseeseesseeseenens 29
Figure 18: SM50 SNOWING ENQ WaIT........coeiiiiiiiiieieeie ettt sttt sae et e sse e sre s e neesneeneas 30
Figure 19: SM51 > Goto > queue information - display of queues on SAP central instance.............ccccevevveruenee. 30
Figure 20: STO3N with high [0ck (SAP enNQUEUE) tIME.........eiiiiiieiiiie et 31
Figure 21: STAT long total and average eNQUEUE TIMES..........c.eieerieeeereereeeeseesteseesreeseeeeesseessesseesseessessensseesees 31
Figure 22: SM50 display on central instance showing Sem 26 (ENQ) Walt .........ccocoveereniininnnnie e 32
Figure 23: ST06 > detail analysis > top CPU - N0 ProCeSSOr CONSIFAINT.........ccververeereereeeieeseeseeseesreesseseesseeens 32
o (U S WOl = N (O = o TR 33
Figure 25: ST06 > detail analysis > disk - high I/O activity on UNIX diSK.......cccceeeevieninienieie e 33
Figure 26: filemon displays aCtive fillESYSLEMIS. .......cc.ece i 34
Figure 27: STAT WIth [ONG GUI TIME......cc.iiiiiiieeeree ettt sbesne b nne s 35
Figure 28: Missing time stat record — enqueue retry eXampPle..........occueieeieeieeeee e 36
Figure 29: Missing time ABARP trace — enqUeUE retry EXamMPIe........cooeieriririeieiiesie s 37
Figure 30: Missing time STO5 traCe — ENQUEUE FELTY .........eeiueeeeeeesieceesteesieeee st e e sae st e sse e sreessesseesreeseennesneeneas 37
Figure 31: STATTRACE t0 SeleCt DSR @nd STAT IECOITS ......cveiiiiirieriesierieeieie et 38
FIQUPE 32: STATTRAGCE . ...ttt et s b e e e st e et e et e e ae e teeaeesaeeseeneeeaeenteeseesseenseeneenneents 38
Figure 33: STATTRACE EXPANUEM. ........cc.eieiiiieieie sttt sttt st e bbbt se e e e s e nbesneerenreas 39
Figure 34: 16 SECONA DSR .......c.ooiiiieieie ettt e st e st e e te et e sae e tesaeesseenseeaeesseentesneesseenseeneenneennen 39
Figure 35: STATTRACE detail DSR GNalYSIS.....ccciiiiiiiriiiieieiere ettt st snesne e 40
Figure 36: STATTRACE Call RECOIUS........cceiiiiieie et ete sttt st et sae e et e e aeesneetesseesreeseennesneennas 40
Figure 37: STATTRACE RFC STAT FECOI........oiiiiitiitiriesieie ettt st b e s e s b snesnenneas 41
Figure 38: STATTRACE RFC STAT QLA .....ccvoiiieiieeiisenee ettt st nne s 41
Figure 39: STATTRACE RFC SINGIE RECOITS.......ccuoiuiitiriiiiieiieie ettt st st snesnenneas 41
Figure 40: STATTRACE TranSaCtion ID ........cccueiieiiieie ettt st e et e e e sre e s e nnenneennas 42
Figure 41: ST05 RFC trace matches RFC datain DSR @and STAT .....oc.oiiiiiiieeesesese e 42
Figure 42: ST05 SQL and RFC traCe Of QUENY .....c.eccuiiie ettt sttt te e sre s e nnenneennas 43
Figure 43: LOOP WITh SEIECT .......oeieicee ettt bbbt e e e bbb nne s 44
Figure 44: STO5 Display identiCal SEIECES .......ocii ettt et r e e sreennas 46
© Copyright IBM Corporation 2003 and 2008. All rightsreserved.

Page 181



IBM Americas Advanced Technical Support ===°=
Figure 45: STO5 ldentiCal SElECtS @NAlYSIS.......oouiiieiece et ettt sbe e 47
Figure 46: ZCR3 STO3N tiMe COMPONENTS.......c.uiieerieeeesieeseeseeseesteeeesseesseesesseessesssesseessesssesseessessesssesssessssssensses 48
Figure 47: ZCR3 StaliSLICS FECONTS.......ueiuieiiieiieeiestie ettt sttt sttt e bt e sbesseesbeenaeeneesbeebesneesbeesesneesneeneas 49
Figure 48: STO5 traCe WIth FIITEN .......ecece e et e et e e esreen e e e e nneenes 49
FIQUIE 49: ZCR3 ST 05 trACE. ... eeueiiteeiteeieriee st eiestee e ste st e st et e st e sbesseesaeesseaneesaeebesaeesbeeseaneesbeenbesneesbeensesneesneeneas 50
Figure 50: ZCR3 Summarized by SQL SEALEMENL .......c.coceeieeeeceesie et se et esreese e sreenes 50
Figure 51: ZCR3 ZCAQD _SUBASM _ASSGN.......cooiiiiietieierieiesieseessestesiessessessesseessessessessessessessessssssessessessessessens 51
FIQUre 52: ZCR3 - ABAP SOUICE. ... .cciuiiieiteesieeieeteesteeeesseessesssesseessessessseesseassesseessesssesseesseassssseessessesssesssessssssensses 51
Figure 53: ZCR3 statement With Variabl €S ..........oo.eoiiiiee et s 52
o [N Y A O e B o] = o S 52
Figure 55: ZCR3 INAEX QISPI@Y ... .eiueeieiieiieiie ettt sttt st sbe et e et e sb e et e sneesreebesneenneeneas 53
Figure 56: ZCR3 Table INfOrMBLION .........civeiieieciece et te e e e e e s reeteeseesreeseeneenneeneas 53
Figure 57: ZCRL - STOBN SEALISHICS.....veeueeiueerieeiestiesiesiesiee st e ieesieestesessseessesseessessbesseesseessesneesseebesneesseesesneessennss 54
Figure 58: ZCRL StaliStICS FECONUS.....c.ueiieiieesieeieeteesieete s e steeseeseesteeseesse e seeseesseesseeseesseeseeneesseenseeseesseessesnenssennees 55
FIQUIE 59: ZCRL STO5 trACE. ... eeeueiiteeiteeieriiesieeiestte e ee st e s e et e s beesbesseesseesseeseesaeesbesaeesbeeseeneesbeenbesneesbeensesneessennes 55
Figure 60: ZCRL - SUMMAITZEU trECE........cceeieeeieeeesteeteseeseeseeseesteeeesseesseaseesseessesseesseeseeseesseeseeseesseesessenssennees 56
Figure 61: ZCR1 SQL SO DY tIME.......oiiiiiieciee ettt st sb et sr et e e nneeneas 56
Figure 62: ZCR1 STOS5 QMEL ....c.ooiiiiiiiiieeeeie ettt ettt st b b et e st et e b e nbesaesbenreas 57
Figure 63: ZCR1 FORM ABAP SOUICTE. ......coitiiiitieieeiesieesieeieesteesteseesseessesseassesssesseessesssesnessseensesnssssessesssnssenees 57
Figure 64: ZCR1 mMain program ABAP SOUICE........cceciueieereeiieeeesteeeesseesseeeesseessesssesseesseasessseessessssssesssesssssensses 58
Figure 65: ZLTRUCK SEatiSICS FECOIT........eeiueriirtieiieeiestee st iee ettt st st reenae st e bt besneesreesesneesneeneas 59
Figure 66: ZLTRUCK SIA/TAIEC ......ccuieieieeriece et e st ettt e s te e sreeseeseesseetenneesseenseeneenneenes 59
Figure 67: ZLTRUCK LTAP @XPIAIN. ..ottt sttt se st sbeebesneesreesesneesneeneas 60
FIQUIE 68: ZLTRUGCK ABAP.... .ottt sttt b et b e bttt et et e s b e s b e sb e e bt e seene e e e benbesaenbenreas 60
Figure 69: AO71 SUMMANTZEA SQL TFACE ... ..couiiieitieiteeiesiee ettt sttt ae et s see s reesae et e sbeebesneesreebesneesneeneas 61
FIQUIE 70: STOZ .....eeeeeeeiteeieeeeste e e et e e ete st e s teeseesse e teeseesse e seeseeeseenseeseesseenseaneeaseenseaneesseenseaneeaseenseaneenseensennennnennss 62
Figure 71: ZREF STO5 SUMIMAIY .......ccueiiieiieiueeieeateesteeseesseesseessssseessesssssseessesssesssessesssssssessesssssesssesssssesssessessessses 62
FIQUIE 72: ZIREF STL0....cueiueeieieiteitest sttt sttt e e bbbt bt e b e he e e e s e e e s e e e b e nb e ebeebe e e e e e s e nbesbeebenreas 63
FIQUIE 73: ZREF DBOB..........coiiieiieiieste sttt sttt sttt ee s besbe s be b e s be e st e s e e e e nbesbesbenbesbeeseeneenseeenbentenbenreas 63
FIQUIE 74: ZREF DBOS5 QBLA. .......ccueieitiiieeieieieiesesestestessesseeseesaesaessestessessessesseeseessessessessessessessesssessessessessensessens 64
Figure 75: SIOW SEECIS ONIMDSB........oce ettt e et e s ae et e e aeesreeseeneesreennas 65
Figure 76: RESB~M EXPIAIN .......ooiiiiiiieeeee ettt ettt bbb e e e e e e e b e b benre s 65
FIQUrEe 77: RESB CIUSLEITNG . .eoveciieceeeie ettt sttt ettt e este e se e e e eae e teeneesseeseeneesseenseeneesseenseannenneenes 65
Figure 78: RESB 1IME PEI EXECULION .......cc.eiuieiiiieiesieste sttt se st st sbe s sse e e st e s b e b saessesse e e e e e s e nbesbeebenreas 66
Figure 79: RESB StaliSHiCS PEI EXEC......icuiiieeirieiecteesteete st e ste st e st e steeaesre e se et e sse e tesseesseeseansesseensesseesseensesnsesseenses 66
Figure 80: access by RESB~M after ClUSIEring 0N ~M .......ccooiiiiiiiiie et 67
Figure 81: FINanCial rePOrt STAT tIMES......cciiiie ettt et eeaee s re e s e e e e sreeteeseesreeseennesneenes 68
Figure 82: Financial report STAT DB fIMES.....c..ooiiiieeeee et sae b nne s 68
Figure 83: FINANCIal FEPOI STOS.......ccuecieiieiiecie ettt et e e s re e e e e s ae e tesaeesreeseeasesaeenteeneesseenseannenneenses 69
Figure 84: Financial repOrt 8CCESS PAIN .......c.eiiiieeierie ettt besne b nre s 69
Figure 85: Financial report diSplay iINUEX .........ccueceeii et n e esneennas 69
Figure 86: FINANCIAl IEPOI STOA.......ocuiiieeiiieeeee ettt bt b ettt e s b et sa e bt e s e e e e e e e e nbesbenbenreas 69
Figure 87: Financial report - RFBLG for ordered SEIECE .........cooeeiicie e 70
Figure 88: Financial report OF0EIEA FOWS...........oouiiiriiriiriieie ettt s e b bt e e b sae b nneas 70
Figure 89: SQLR INITIAl SCIEEN ......ccueeiie ettt e e s re e e et e e ae e tesaeesae e seensesaeentesseesseenseannenneenrs 71
© Copyright IBM Corporation 2003 and 2008. All rightsreserved.

Page 182



IBM Americas Advanced Technical Support ===°=

Figure 90: SQLR fOrMELIEA trACE ......ccueeieieeeiieeie ettt sttt st sr e e b et e b e et e s st e sre e b e e neesbeeneas 72
Figure 91: SOLR STAT reCOrd diSPlIay ......eeieeieeeeieeie e e see s ste et st e sre e te e e s e e sneeseeseesseeseenennneenes 72
Figure 92: SE30 INITIAl SCIEEN........iiieieeie ettt sttt et e e ae et e s aeesbeebeeaeesbeebeeneesbeesesneesnenneas 74
Figure 93: SE30 SLALEMENE OPLIONS........ccueiierieeieeteesteeeeseeseeseeseesteeeesseesseassesseesseeseesseesseaseesseessessesssenssessenssenees 75
Figure 94: SE30 set duration and 80GQIrEgaliON.........cceeueieererieesee et sree st e st sbe e s e sseseesseestesseesseesesneesseeneas 76
FIgUre 95: SE30 PrOCESS lISh ...cuviiiiieeitieiesieesieete st e e ee s e te et e s este e sre e se e e e sae e teeseesseenseeneeaseenseeseesseenseenennsennses 77
Figure 96: SE30 aCtIVALEA IrACE.........coiuiiieieeiie ettt sttt e ae e be s st e st e e beeneesbeebesneesbeebesneesneeneas 77
FIQUrE 97: SEB0 @NAIYZE.......c.eeieeeeeeeee ettt ettt sttt et e s te e e sse e seeneeeseeteeneesseenseeneeeaeenteeneenreenreeneenneenten 78
Figure 98: SE30 RUNIME ANBIYSIS OVEIVIEW.........coiiiiiiiieesieeiee sttt st e sttt e sae st e sseetesneesseesesneesseeneas 78
T TU T LS S 0 o 1 S 79
Figure 100: SE30 SOrted DY NEL TIME........oiiieeiieieie ettt st s ae et st esre e b e e sneennas 80
Figure 101: SE30 long reads from internal table............coveieeceiee i 80
Figure 102: SE30 cursor positioned after offending [IN€..........c.ooeeiii e 81
Figure 103: SE30 SIOW StalemMENt TOUND .......cc.eiieiieiece et esreeneeneesneenes 81
Figure 104: SE30 Tips and tricks—linear search vsbinary SEarch ..o 82
Figure 105: TSTOL - Select starting point in suMmarized STOS5 traCe ........cccuvvvereeieereerie e ee e 83
Figure 106: STOS5 cycle Marker @XamPle..... ..o ittt sne e 84
Figure 107: STOD5 SEIECE NG ......ocveeeieie ettt et e e et e ae e teeaeesreeaeeneeeseesteeseesreenseenennnennes 85
FIQUIE 108: STO5 SBE TCOUE .......eeeueeieeeiteeiesiee it eie sttt st e et e beesbe s seesse e seeaeesbe e besaeesbe e b e eneesbeenbesneesbeensesneennenneas 85
Figure 109: STO5 summarized and SOMEA ...........cceerieeiieiiereeie e e eee e e e te e esae e e s seeneeeseesreeseenensneenes 86
Figure 110: DB2 tiMe CALEJONES ......cccueeierieerieeiestiesteeeesteesteseesteestesseesseessesseesaeesbesaeesseeseaneesseenbesneesseesesneessenneas 87
Figure 111: STOA glODal tIMES.......cceeiicie ettt et e e re et e e e e se e tesstesreeseeseeeseesteeneesseenseeneensennses 89
FIQUIre 112: GOOU STOA LIMES.......eiiieiteeiesieeiieeiestee e eesteeste et e s bt e sbesseesae e sesseesseebesaeesbeebeaneesbeenbesneesseensesneenneeneas 93
Figure 113: STO4 With 10Ng tOtal SUSPENSIONS.........ccuiiiieiiereeieeseesieeee e e e e e stesee e esseeseesseeteeseesseeseeneesseenses 9
Figure 114: STO4 times with high “Other IN DB2” ... 95
Figure 115: SIOW JOIN ON AKFO.......coiiieieese ettt sae e te e e e sae e tesseesseeseaneesseenseeseesseeseenennsennses 96
Figure 116: AFKO explained with parameter Markers............cooeeiiiceieeiecce et 97
Figure 117: AFKO JOIN - INAEX AISPIAY ...cveeueeeiiieiee sttt nneas 98
Figure 118: AFKO statement with replaced Variables...........cccuv oo 99
Figure 119: AUFK Column CardiNalitieS..........couoriiiiiiieiieieie ettt 100
Figure 120: QUENY t0 ChECK FOI SKEW.......ocuiiiecieceee et e esae et e e aesreenreenneas 101
Figure 121: SKEWED data distribution in MAUFNR COlUMN ........ooiiiiiiiieeeesee e 102
Figure 122: AFKO statement With VariablES...........cc.eouiiie i 103
Figure 123: AFKO explain with variables chooses different access path ... 104
Figure 124: SE16 to test predicate fillteriNg ......covceececece et 105
Figure 125: SE16 filtering test NUMDEr Of ENEIES........ciiiiieieeee e 105
Figure 126: DBACOCKPIT to display statement CaChe............coecveiiiei i 107
Figure 127: ST04 cached statement statistics sorted by €lapsed time ..o 108
Figure 128: STO4 details - StAaEMENT tEXL ......c.eccveeiecece et e e et e e e e sreenreenneas 108
Figure 129: STO4 detailS - tiMe PEI EXECULION. .....c..eiviriiitieieeiieee ettt sttt sa e b b e e e s e b e nne e 109
Figure 130: ST04 details — StatiStiCS PEr EXECULION ........ecueeiieeieeeecteeiteeee st e st ee s e e e e e sre e sreesbeeaesreesseennens 109
Figure 131: Turn on parall€liSm POPUP .....coeeeeieiiereste ettt b et sn b e nne e 110
Figure 132: Explain Hierarchical ACCESSPath ............coviiiiiiicece e 110
Figure 133: EXplain INdeX INFOIMELTON .......c.coiiiiiiieieseeee et 111
Figure 134: ST04 statement cache SIOW SLAEEMIENE .........cceeiieiiecie e sreesre e 112

© Copyright IBM Corporation 2003 and 2008. All rightsreserved.

Page 183



IBM Americas Advanced Technical Support

Figure 135:
Figure 136:
Figure 137:
Figure 138:
Figure 139:
Figure 140:
Figure 141:
Figure 142:
Figure 143:
Figure 144.
Figure 145:
Figure 146:
Figure 147:
Figure 148:
Figure 149:
Figure 150:
Figure 151:
Figure 152:
Figure 153:
Figure 154.
Figure 155:
Figure 156:
Figure 157:
Figure 158:
Figure 159:
Figure 160:
Figure 161.
Figure 162:
Figure 163:
Figure 164:
Figure 165:
Figure 166:
Figure 167:
Figure 168:
Figure 169:
Figure 170:
Figure 171.
Figure 172:
Figure 173:
Figure 174:
Figure 175:
Figure 176:
Figure 177:
Figure 178:
Figure 179:

SIOW SQL With FEW QELPAGES. ... eeiieeiieiestie ettt sttt be et et et esaeesresaneas 113
STO4 tiME AiSITTDULION. ...ttt b ettt e e bbbt e nns 113
STO4 SEBLEIMENL ......eeeeeeieee ettt e st e e e se e e bt e s e e e se e sae e e beeeaseebeesaee e beaemseeseesaseeneesnneensnesnneans 113
FEBEP - ST04 SO DY CPU ..ottt sttt 114
“details’ display of FEBEP statement from ST04 cached statement............ccceveevieeieeccecceecinens 115
ST04 cache “detail s’ display of eXeCULION StALISLICS.........ccoeieeieeieceeseee e 116
Explained statement from ST04 cached statement details............ccooeevinininiine s 117
FEBEP - STO4 INAEX iNFOIM@LION ..ottt sttt 118
FEBEP - Table infOrmMation..........ooiiioiieieeee st 119
FEBEP column cardinality StatiStICS.......cceevuerierieiieseeie e e see et e e ae e eesnee s 120
SRRELROLES ..ottt sttt et st et sbe et e ese e e e st e e e tentenbesrenne e 122
SRRELROLES StAEMENT TEXL.......eiitiiiieiiiiieiieieeie sttt sttt e 122
SRRELROLES StALISHCS.....vveuveieiesiesiestesiesseeieiesiesies e ssessessessesseesessessessessessessessesseessessessessessessenns 123
SRRELROLES Hierarchical ACCESS Path.........cccooiiiiiiiiirinee e 123
SRRELROLES table column Cardinality ..........cooeeiiiienieiine e 124
SRRELROLES column diStriBDULION ........c.coiiiiiieeee e e 124
SRRELROLES INUEXES......cueeieieiesiesieeieseeie et e sttt e ssestestessessessesseeseensensessessessessens 125
LIPS SEAEMENT CACNE. .....ecuiiiieiieieiesie ettt bbbttt na et nrenns 126
LIPS SEALEMENT ...ttt st e e s e ab e e s he e e e e e s se e e abeeeae e emreesneesareennneenneennas 126
(] Y o] (0o = 1 [P T P OPRP 127
I Y S o] = 11 SRR 127
LIPS TNOEX ...ttt bbbttt b e s b bt s bt et e e et et et e be e nns 127
NOTE 185530 .....eeiiiiiitiiteeteeieeieeseeste e stestessessesseeeeeessestessessesseeseeseensessessessesseasesseeseensensessessessessenses 128
STO4 INAEX-0NIY GCCESS......ecueeteeiesieesieeieseesteeeeseesseaeesseestesseesseesseaseesseessesseesseessessesssesssessesssnnssens 128
STO4 INAEX-0NlY SLALiSHCS PEI EXEC......iieeiteeieeiesiee it eeesieeree st e sre st e b se e e sbeeeesseesbeeneesseessesnnens 129
EDIDC Many gEIPagES PEI FOW.......ceiiueeeiieeesieeesreeesteessssesssssesssssessseesssessssesssssesssssesssssessassessnsees 129
EDIDC StatiStiCS PEr EXECULION .......ecueeiieeieeeecteetecee st eteeeesreeteseesseeseeseesseesesaeesseesesneesseensesneenns 130
EDIDC EXPIAIN ...ttt sttt b e bt a e e e b b e s bt b e bt et e e e et n b e e ens 130
EDIDC INUEXES.....c.veiveiteiieetieieeee ettt sttt bbb e bt st e se e e e tesae s besbeebesse e st e ne e e e nteneenbenrennn 130
QUENY 10 CHECK TOF SKEBW......eeee et b e 131
STATUS COUNES ...ttt sttt ettt e s e s e e sae e e se e s se e e se e saee e beeanseeseesareeneesnneeaneennneans 131
EDIDC WEN NEW INUEX ...ttt se e s beentesneesseenseeneesneensennennns 132
EDIDC iN SUMMENTZEA trACE .....couveieiesieite ettt sttt st s s ettt see st nreens 132
STAT record with 10ng GLTO Change tiMES........cc.eiiriririrerieieee et 133
DB2PM LOCKING REPORT fOr GLTO.....cciiieieieriesie ettt 134
ST06 > detail analysis > previous hours memory - high Paging.........cccoeeverererieeieeneenesese e 138
S O O U oo 0 = 1 | RSP 139
STOBN With SPLPAR StAISICS. ... .ccveiicieiicieicie ettt eesnenne e 140
ST06 > detail analysis > previous hours CPU - CPU CONSraiNt..........ccccevueeeeieeieseesieeireseesieenens 141
STAD from system with CPU OVEIT08d...........c.ccoiiiiiiriceeeee e 142
STO2 roll area OVer-COMMUTIEM.........cc.eiiririeie ettt sr e b e ens 143
SMB6 roll 1N @NA FOI QUL ...t st esre et esneenneeneeas 144
ST06 > detail analysis > disk - high I/O activity on ROLL area.........ccccccovveeveeieceececce e 144
GENENIC DUTEN SWBPPDING ..ttt sb bbbt e e e e e e s e b e nreene e 145
STO02 > drill into generic key > buffered ObJECES .......cccoovieiice e 146

© Copyright IBM Corporation 2003 and 2008. All rightsreserved.

Page 184



IBM Americas Advanced Technical Support ===°=

Figure 180: STO2 tal@ QELAIIS. ......cceeieeeieee ettt et e sae et e e neesreeneesnnens 146
Figure 181: ST10 > not buffered, previous week, all servers > sort by callS........ccooovveeieeieecesiese e 147
FIQUIE 182: SELG fOr COUNES ......eoiiieieitieieeieestee ettt ettt et e et et s esaeesae s e e s beeteeneesbeesaeeseesbeebeeneesreensennnans 147
Figure 183: SEL6 COUNLS PAIt TWO......ccueeiueeeesieeieeeeseesieseesseesseeeesseestesseesseesseessesseeseasessseessnessssseessesnsssseessennenns 148
FIQUIre 184: SELG COUNE FESUIT........iiueeitieieeeiesieesieeee st see sttt st be s e saeesae et e sbeebesneesbeesaeeseesseebeeneesseensennnans 148
Figure 185: single record buffering on table accessed VIa SEIECL..........ccccveeve e 149
Figure 186: ST10 tal@ AEAIIS. ......ooeiieeieee e et sb e s esbe et e e eesreeneeeneens 150
Figure 187: SM50 “stopped NUM” @nd SEM 8.......ccociiiieiieieeie sttt e ste e ste s sae e sseesseeaesneesseenenas 151
Figure 188: NRIV row-lock contention on 4.0 ST04 statement CaChe..........ccooceieereniiieeree e 151
Figure 189: NRIV row-lock contention on 4.6 ST04 statement CaChe...........ccccvveeveeieiiere e 152
Figure 190: ST02 > detail analysis > number ranges - number range StatiStiCS.......ccovovreererieneeneecie e 153
Figure 191: ST02 >detail analysis > semaphores - semaphore StatiStiCS.........cocveveereeieeiieere e 154
Figure 192: STO5 summary With |0Ng aVerage tiMES.........coeeiiiiiieieee et 155
Figure 193: STO5 trace with symptom of NetWOork problem.............ccovee e 155
Figure 194: STAT record with SIow change SQL ..o e 156
Figure 195: ST11 > display - ICLI network statisticsin develOper traCe..........ccvvveveeceieereece e eee e 157
Figure 196: ST04 statement With RID faIlUIE..........ccooiiiiiiieee et e 160
Figure 197: STO4 RID failure - Statement StaliStICS........ecveieeriieieseeseeeeseesie e see e ee e sae e sreesteeaesreesseeneeas 161
Figure 198: ST04 RID failure - DB2 access path before RDS limit faillure..........cccooovoiieeieniiieieceeeee 162
Figure 199: RMF | Paging report — ES CONSITAINT ........c.ccueieerieeieseesieeeeseesieeseesseesaesessseesseeeesseessessesseessesnenns 164
Figure 200: RMF | Paging report — CS CONSLIAINT .........c.ciuiierieeiesieesiesee e ee e sieses e sseseesseessesaesseessesnnens 165
Figure 201: OS07 - overview of DB server performance MELFICS.......oocvviereecesiere e 166
Figure 202: RMF I11 SY SINFO 0f 900 SECONA INLEIVA ........ooiviiiiieiiieee et s 167
Figure 203: ST03 with long change and COMMIL TIME........cccveiieieiiee e eneeas 168
Figure 204: STO4 times 10Ng SErVICE task SIWITCH .......eoiiiieeee e e 168
Figure 205: RMF [T DEV TEPOM ........ccieieiieieeieeieseesieeseesteesteeeesseessesseesseesseassssseessesssssseesssssssssesssesssssesssennsnns 169
Figure 206: RMF [T DSNV FEPOI .......ooiiiieiieeiece sttt st et e st te e s esae e e s seesbesaeesseessesasesseeseennesseensennnens 169

© Copyright IBM Corporation 2003 and 2008. All rightsreserved.

Page 185



	1. Introduction
	2. Acknowledgements
	2.1. Version 2
	2.2. Version 1

	3. Disclaimers
	4. Trademarks
	5. Feedback
	6. Version Updates
	7. Solving a performance problem for a specific program
	7.1. Check STAT/STAD records for components of SAP elapsed time
	7.1.1. Description of STAT/STAD record time components
	7.1.1.1. Description of STAT/STAD “missing time”
	7.1.1.2. Description of STAT/STAD detailed database request time
	7.1.1.3. Description of stat/tabrec and rsdb/stattime parameters

	7.2. Examples of problem indicators in STAT/STAD records
	7.2.1. High DB request time example
	7.2.2. High CPU time example
	7.2.3. High RFC+CPIC time example
	7.2.4. Response time
	7.2.5. Wait for work process example
	7.2.6. Processing time examples
	7.2.7. High load time example
	7.2.8. Roll (in+wait) time example
	7.2.9. Enqueue examples
	7.2.9.1. Enqueue processor constraint example
	7.2.9.2. ENQBCK I/O constraint example

	7.2.10. Frontend example
	7.2.11. Missing time in STAT/STAD – suggested actions
	7.2.11.1. Missing time – enqueue reject and retry


	7.3. DSR statistics for Java Stack
	7.4. Types of problems causing high DB request time
	7.4.1. Indexes do not support predicates
	7.4.2. Misuse of SAP Data Model
	7.4.3. SELECT in LOOP instead of FOR ALL ENTRIES
	7.4.4. Data skew causes wrong access path to be chosen
	7.4.5. REOPT(ONCE) impact
	7.4.6. Impact of index column order with range predicates
	7.4.7. Table is not clustered to support key business processes
	7.4.8. Unnecessary SQL
	7.4.8.1. Table could be buffered on application server but is not buffered
	7.4.8.2. SAP instance buffers are too small
	7.4.8.3. FOR ALL ENTRIES with empty internal table
	7.4.8.4. Program retrieves rows that are not needed
	7.4.8.5. Duplicate (or Identical) selects


	7.5. Transaction
	7.5.1. Analysis process for transactions and batch jobs
	7.5.2. Guidelines for making database changes
	7.5.3. ZCR3 – indexes do not match local predicates
	7.5.4. ZCR1 – can the SQL be avoided
	7.5.5. ZLTRUCK – can the SQL be avoided
	7.5.6. A071 – can the SQL be avoided
	7.5.7. ZREF – can the SQL be avoided
	7.5.8. Changing clustering sequence to optimize access times
	7.5.9. Modify Program so that data retrieval matches clustering sequence
	7.5.10. Analysis of multiple dialog steps with transaction SQLR

	7.6. Batch
	7.6.1. Analysis process for batch
	7.6.2. Using SE30 to determine cause of excessive CPU use
	7.6.3. Sample of SQL cycle analysis in batch


	8. Check for inefficient use of DB resources
	8.1. DB2 accounting data – delay analysis
	8.1.1. Components of DB2 delay
	8.1.2. Key indicators in DB2 Times
	8.1.3. Actions to take for DB2 times indicators

	8.2. DB2 delay analysis examples
	8.2.1. Good ST04 global times
	8.2.2. Rather suspicious ST04 times
	8.2.3. ST04 Times points to constraint on DB server

	8.3. Impact of data skew and parameter markers on prepare
	8.3.1. REOPT(ONCE) as alternative to ABAP HINT

	8.4. Process for identifying slow or inefficient SQL
	8.4.1. High getpages and low rows processed (per execution)
	8.4.2. High rows examined and low rows processed (per execution)
	8.4.3. Long “average elapsed time” per execution

	8.5. Examples of ST04 statement cache analysis
	8.5.1. Predicates do not match available indexes
	8.5.2. Impact of REOPT(ONCE)
	8.5.3. Incorrect use of SAP data model
	8.5.4. Index-only access
	8.5.5. Column order with custom indexes
	8.5.5.1. Considerations for column order of custom indexes

	8.5.6. Logical row lock contention


	9. Health Check
	9.1. Check for SAP instance-level or system-level problems
	9.1.1. Application server OS paging
	9.1.2. Application server CPU constraint
	9.1.3. SAP managed memory areas
	9.1.4. Table buffering
	9.1.5. Wait time
	9.1.6. Number ranges

	9.2. Sample SAP instance-level and system-problems
	9.2.1. Application server paging
	9.2.2. Application Server CPU constraint
	9.2.3. Roll Area shortage
	9.2.4. ST02 buffer area shortage
	9.2.5. Find table buffering candidates
	9.2.6. Table buffered with wrong attributes
	9.2.7. Number range buffered by quantity that is too small

	9.3. Check for network performance problems
	9.3.1. Lost packets indicators
	9.3.2. Slow network indicators

	9.4. Sample network performance problems 
	9.4.1. Slow network performance example

	9.5. Check for global DB server problems
	9.5.1. CPU constraint
	9.5.2. Bufferpool and hiperpool memory allocation
	9.5.2.1. Hitrate goals
	9.5.2.2. Bufferpool tuning
	9.5.2.3. DB2 bufferpool memory with 31-bit real (up to OS/390 2.9)
	9.5.2.4. DB2 buffer memory with 64-bit real (z/OS and OS/390 2.10)

	9.5.3. DB2 sort
	9.5.4. DB2 rid processing
	9.5.5. DB2 EDM and local statement cache
	9.5.6. Memory constraint on DB server
	9.5.6.1. ES constraint
	9.5.6.2. CS constraint

	9.6. Sample global DB server problems
	9.6.1. Example of ES constraint on DB server
	9.6.2. Example of CS constraint on DB server
	9.6.3. CPU constraint
	9.6.4. I/O constraint


	10. Estimating the impact of fixing problems
	10.1. ST04 cache analysis
	10.1.1. Estimating the opportunity for improvement in inefficient SQL

	10.2. ST10 table buffering

	11. Four guidelines for avoiding performance problems
	11.1. Use the SAP data model
	11.2. Use array operations on the database
	11.3. Check whether the database call can be avoided
	11.4. Write ABAP programs that are line-item scalable

	12. How to tell when you are making progress
	12.1. SAP
	12.2. DB2 and S/390

	13. Appendix 1: summary of performance monitoring tools
	13.1. SAP
	13.1.1. DB02 Transaction
	13.1.2. DBACOCKPIT Transaction
	13.1.3. SE11 Transaction
	13.1.4. SE30 Transaction
	13.1.5. SM12 Transaction
	13.1.6. SM50 Transaction
	13.1.7. SM51 Transaction
	13.1.8. SM66 Transaction
	13.1.9. STAD Transaction
	13.1.10. ST02 Transaction
	13.1.11. ST03 Transaction
	13.1.12. ST04 Transaction
	13.1.13. ST05 Transaction
	13.1.14. ST06 Transaction
	13.1.15. ST06N
	13.1.16. ST10 Transaction
	13.1.17. ST12
	13.1.18. RSINCL00 Program
	13.1.19. SQLR Transaction
	13.1.20. RSTRC000 Program

	13.2. z/OS
	13.2.1. RMF I
	13.2.2. RMF II
	13.2.3. RMF III

	13.3. DB2
	13.3.1. DB2PM


	14. Appendix 2: Reference Materials
	14.1. SAP Manuals
	14.2. IBM manuals


