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Agenda  
 
This course will first talk about the need for installing the DB2 Symmetric Multiprocessing (SMP) 
feature of IBM i. You will even learn how to determine if this feature has already been installed 
on your system or on a particular logical partition. 
  
A discussion will follow on the IBM i architecture and how it works cohesively with DB2 for i to 
deliver powerful parallelism for database access. 
  
Next, you will learn some usage details on how to turn SMP on and off, and how to manage the 
degree of parallelism that is used by a particular job. 
  
Feedback is important to understanding how well your jobs are monitoring SMP performance, 
via Visual Explain and other tools. This will be reviewed. 
 
This course will conclude by reviewing several tips and considerations related to the use of 
database parallelism in the IBM i environment. 
 
It is strongly recommended that database administrators, engineers, analysts, and developers 
who are new to DB2 for i or using SQL on IBM i, attend the DB2 for i SQL Performance 
workshop. This class provides in-depth information on the way to architect and implement a 
high-performing and scalable DB2 for i solution. You can find more information about this 
workshop: ibm.com/systems/i/db2/db2performance.html 
 
  



 

 

 

 

DB2 S
 
The DB2
installed,
database
and withi
managem
 

SMP mus
2 SMP featur
, and activat
e parallelism
in the databa
ment system

st be inst
re is an optio
ed—enables

m is based on
ase manage

m that is integ

talled 
on of IBM i (
s DB2 for i to
n technology
ement system
grated within

a.k.a., i5/OS
o perform da
y that is inhe
m. This is on
n the operati

S). This featu
atabase ope
erent both wi
ne of the adv
ing system.

ure—when p
erations in pa
ithin the ope
vantages of 

purchased, 
arallel. The 

erating syste
a database 

5 

 

em 



 

 
 

Verify
 
To verify 
installed 
Configura
option 26
 

y DB2 SM
the presenc
software by
ation and Se
6 of IBM i (se

MP via Sy
ce of SMP o
using Syste

ervice –> So
ee red circle

ystem i N
n an IBM i s

em i Navigat
oftware –> In
es in the grap

Navigato
system or on
tor. Drill dow
nstalled Prod
phic). 

or  
ne of its logic
wn the naviga
ducts. DB2 S

cal partitions
ation bar as 
Symmetric M

s, display a l
follows: 

Multiprocess

6 

 

ist of 

ing is 



 

 
 

Verify
 
To verify 
“Display 
26. 
 
 

y DB2 SM
the DB2 SM
installed lice

MP via OS
MP option fro
ensed progra

 

S Comma
om a comma
ams”. Page

and Line
and line, typ
down throug

e  
pe GO LICPG
gh the IBM i 

GM, then se
options look

lect option 1
king for num

7 

 

10 to 
mber 



 

 
 

IBM i A
 
The arch
for datab
• The ind

synch
paral
proce

  
• DB2 for

disk u
disk u
single

  
• As the d

hardw
can t
main 

  

Architec
hitecture and
base parallel
dependent I/O
hronous and
lel operation

essors (IOPs

r i uses stora
units. For ex
units for opti
e disk unit, a

disk units ar
ware suppor
ake full adva
memory like

cture  
d technology
ism. Starting
O subsystem
d asynchrono
ns to access
s) and/or I/O

age manage
xample, as a
imal perform
and it also pr

re accessed,
rts a very lar
antage of all
e cache for d

y of the POW
g at the botto
m, along with
ous databas

s data on mu
O adapters (I

ement to spre
a table is pop
mance. This s
rovides the b

, the data is 
rge memory 
 the availab
database ob

WER system
om of the dia
h IBM i stora
se I/O reques
ultiple disk un
OAs), witho

ead the data
pulated, the 
spreading of
basis for par

brought into
system. As 
le memory. 

bjects, or an 

running IBM
agram…  
age manage
sts. These r
nits simultan
ut using the 

abase objec
space is aut
f data minim
rallel I/O. 

o memory. T
a true 64-bi
This provide
in-memory 

M i provides 

ement, allow
requests can
neously via t
 CPU. 

ts across all
tomatically a

mizes conten

The design o
t system, IB

es the advan
database. 

the foundati

s for 
n make use o
the I/O 

l the availab
allocated on 
ntion on any 

of the POWE
M i and DB2

ntage of usin

8 

 

ion 

of 

le 
the 

ER 
2 for i 
ng 



9 
 

• IBM i systems have a unique way of addressing storage. It views the disk space on the server 
and the server's main memory as one large storage area. This way of addressing storage is 
known as single-level storage. The concept of single-level storage means that the 
knowledge of the underlying characteristics of hardware devices (in this case, main memory 
storage, solid state disk storage and spinning disk storage) resides in the System Licensed 
Internal Code (SLIC). All the storage is automatically managed by the system. No user 
intervention is needed to take full advantage of any storage technology. Programs work with 
objects; and objects are accessed by name, not by address. 

  
• POWER™ systems support multiple 64-bit CPUs or cores (currently up to 256). IBM i can take 

advantage of multiple CPUs or cores by automatically dispatching work to one or more 
CPUs or cores. 

  
As the query request is processed, the integrated database takes advantage of the advanced 
system and operating system technologies to exploit symmetric multiprocessing, and thus 
achieve database parallelism. 
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occurs whenever rows are added, changed, or deleted. Normally, each index is maintained 
synchronously—that is, one at a time. With SMP enabled, blocked INSERT or WRITE 
operations can benefit from the fact that the database engine maintains each index in parallel. 
This is accomplished by using one database task to maintain each index – again trading the use 
of additional resources for a decrease in time. This has the benefit of reducing the overall index 
maintenance time and the overall INSERT time. 
 
It should be noted, the IBM OmniFind Text Search Server for DB2 for i (5733-OMF) 
indexes are not affected by DB2 SMP. In other words, the text indexes are not created 
in parallel nor maintained in parallel via the SMP feature. 
 
Within IBM i, DB2 has the ability to import fixed format or stream (CSV) data into a table. This 
function is known as copy from import file, and is invoked using the command CPYFRMIMPF. 
This feature is parallel-enabled via SMP. Note that only when copying data from a fixed format 
file is SMP available. Copying data from a stream file is not done in parallel via the SMP feature. 
CPYTOIMPF is also not parallel enabled. 
 
Within IBM i, DB2 has the ability to physically reorganize the rows within a table. This function is 
known as reorganize physical file member, and is invoked using the System i Navigator (right 
click on a table) or the OS command RGZPFM. This feature is parallel-enabled via SMP. 
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parallel, using multiple tasks or threads.  
 
Setting the parallel degree allows the query optimizer to consider the use of SMP. The optimizer 
determines whether or not the query will benefit from parallel methods, and builds the 
appropriate strategy for using database parallelism within the query plan. 
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way the optimizer is still responsible for determining the initial parallel degree value, but 
the database engineer can adjust the value based on environmental considerations or 
criteria unknown to the optimizer. 
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The additional resources must be available during query optimization and query execution. The 
optimizer uses the static resources that are in place at the time of query optimization. These 
resources are: the number and type of CPUs or cores as well as their relative power, memory 
pool size, and number of disk units that contain the database objects being accessed. If the 
resources are not balanced or not sufficient to support SMP, then the optimizer will not use 
parallel methods and strategies. 
 
When a parallel query plan is executed, this plan will adhere to the rules of work management. 
The parallel tasks or threads running on behalf of the job will compete for resources just like any 
other job. If there are not sufficient resources available to support the increase in workload, then 
the resources will become saturated and the overall throughput may decrease. If no other jobs 
are competing for resources, then the parallel query plan will be free to use all the available 
resources and gain the benefits of SMP – namely increased throughput and response time.  
 
The best practice to understand the benefits of using SMP is to study the particular workload 
and environment, or run a benchmark / proof of concept. Short of that, some general guidelines 
can be used to assess whether or not SMP may be beneficial. A candidate SMP environment 
should have more than one physical (dedicated) CPU or at least 2 cores, 16 gigabytes of 
memory per CPU or core (POWER6 and above), and a properly sized and configured I/O 
subsystem. The CPU utilization should be below 60% for the interval of time when SMP will be 
considered. For example, assuming an SQL query workload, a nightly batch environment has 
four cores available and the average (total) CPU utilization is 25% during the nightly processing. 
To make use of the remaining CPU resources, SMP can be enabled to allow parallel database 
processing. On the other hand, the daily transaction environment has an average (total) CPU 
utilization of 85% during the daily processing. During this time interval, the extra computing 
resources are not available and using SMP will not increase the throughput. 
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Based on the application’s behavior and SQL interface, the optimizer can use an optimization 
goal of First I/O or All I/O. The First I/O optimization goal tends to avoid parallel methods and 
strategies given that these plans are built to deliver the first n rows of the result set as fast as 
possible, and a faster query startup time is required. The All I/O optimization goal tends to allow 
parallel methods and strategies, given that (1) these plans are built to deliver the entire result 
set as fast as possible, and (2) a slower query startup time is acceptable. Using parallel 
methods and strategies may require some additional initialization time during query startup in 
favor of a faster overall query run time. 
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Links  
 
More information regarding DB2 for i and the data-centric technologies within IBM i can be 
found at the following Web sites:  
 
DB2 for i home page: 
 
ibm.com/systems/i/software/db2/ 
 
 
IBM DeveloperWorks article: Access your DB2 for iSeries Indexes in Parallel, by Kent 

Milligan 
 
ibm.com/developerworks/db2/library/techarticle/0301milligan/0301milligan.html   
 
 
White paper: IBM DB2 for i indexing methods and strategies, by Mike Cain and Kent 

Millgan 
 
ibm.com/partnerworld/wps/servlet/ContentHandler/stg_ast_sys_wp_db2_i_indexing_metho

ds_strategies 
 
For additional assistance with getting the most out of DB2 for i, send an e-mail to 
Mike Cain at: mcain@us.ibm.com 
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