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Accelerate with IBM Storage Webinars

The Free IBM Storage Technical Webinar Series Continues in 2020...

Washington Systems Center — Storage experts cover a variety of technical topics.

Audience: Clients who have or are considering acquiring IBM Storage solutions. Business Partners and
IBMers are also welcome.

To automatically receive announcements of upcoming Accelerate with IBM Storage webinars, Clients,
Business Partners and IBMers are welcome to send an email request to accelerate-
join@hursley.ibm.com.

Located on the Accelerate with IBM Storage Site: https://www.ibm.com/support/pages/node/1125513

Also, check out the WSC YouTube Channel here:
https://www.youtube.com/channel/UCNuks0g001 ZrVVF1jgOD6Q

2020 Upcoming Webinars:

January 14 - Brocade / IBM b-type SAN Mondernization
Register Here: https://ibm.webex.com/ibm/onstage/g.php?MTID=ed703072fdd739b7e1384ed84869aed8d

January 21 - Cisco / IBM c-type SAN Analytics
Register Here: https://ibm.webex.com/ibm/onstage/g.php?MTID=eabc0e050b2ff8bdcead4e012c30dfbf71
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Agenda

* SAN Infrastructure Time to Modernize
° BrocadelIBM EOL PrOductS fs::vHealtLrIzg:en [ Save| :3 Options| @ Help 0 Devices Selected For Audi Z03PN 1292019
« SAN Migration Guidelines
* SAN Health Output
SAN Health® BROCADE
« Additional Resources

This program captures diagnostic and performance data from SAN switches to aid in the
generation of a SAN Health report containing inventory, topology and performance information.

Only commands that retrieve information from the switch are used.
No switch configuration settings are changed.

Select New to create an audit set.

Find help Upload an audit BSH file via https Check for the latest version

Or via email Ask a question

Brocade Proprietary and Confidential. Copyrig 2019 Brocade Communications Systems LLC. All Rights Res Version 4.2.0b
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Time to Modernize
EOS/EOL
Saying goodbye to old friends!
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EOS in regard to GENA4!

Brocade 8 Gb/s products are going EOL
BCN policy, all GEN4 products running in a multiple device fabric are not
supported!

EOS next up:

- 5100 SAN40B-4 08/21/19
5300 SAN80B-4 08/21/19
DCX SAN768B 11/14/19
DCX-4X SAN384B 11/14/19
300 SAN24B-4 04/16/2024
7800 SANO6B-R 10/31/24
FX8-24 FCIP Blade 10/31/24

© Copyright IBM Corporation 2020 Accelerate with IBM Storage
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Gen 4 Fibre Channel EOS for 8Gb Products

Time to plan for the future...
 Brocade-based Gen 4 (8 Gbps) products are “End of Support” (EOS) before the end of 2019

EOS products introduces significant risk to the customer
* No back end support if issues arise
« 8 Gbps SAN will bottleneck new storage and server technologies

Help customers avoid this risk and ensure optimum performance

Impact on Customers
All maintenance, engineering and support will soon cease.
Replacement parts and components will no longer be available

Time to plan for the future:
« IBM SAN768B/384B(DCX/DCX-4X)End of Support is 11/30/19 EOS =
« SAN40B-4 (Brocade 5100) End of Support was 5/31/18
« SANS8O0B-4 (Brocade 5300) End of Support is 8/1/19

No Hardware support
No FOS support
No FOS upgrades

© Copyright IBM Corporation 2020 Accelerate with IBM Storage
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Brocade Gen5 Products

BROCADE=

A Broadcom Inc. Company

EOL/EOS Announcements - 8510 & 6510 Platforms Brocade DCX 8510 Director Chassis

Brocade DCX 8510 Director Chassis and Associated Field Replaceable Units
Product End-of-Life Notice
Version 1.0

¢ B ro C ad e R efe re n Ces This notice initiates the End of Life (EOL) process for the Brocade DCX 8510 Director Chassis.

Support will continue to be offered and provided for the EOL products for five (5) years from the Last Customer Ship

— G e n 5 P I atfo r m E O L/ E O S O e n S Ste m S G e n 5 (LCS) announced below for those customers with a valid support contract subject to support policies for Brocade
products.
F I C O N O L/ O The objective of the account management team is to assist you to make your final purchases of product subject to EOL
E E S and to smoothly transition to the new products by planning to the following milestones:
N . . Brocade DCX 8510 Director Chassis ﬂ—\
Otl C e S . EOL Notification Date )y October 31, 2019 N

https://www.broadcom.com/support/fibre- e e e
Last Customer Ship Date (Hardware) April 30, 2020

C h an n e I - n etWO rkl n Q/e O I End of Support (EOS) Date for FICON protocol- ected fabrics October 31, 2021

attached to IBM z15 server platforms

End of Support (EOS) Date N April 30, 2025 -
——

—

« FICON Qualification BROCADE>
— Genb5 8510 Directors & 6510 Switch FICON Support on Brocade DCX 8510 and Brocade 6510

Products

- I B M qual Ifled Wlth Z 15 Feature End-of-Support Notice

Version 2.0

- E O S fO r Z 1 5 S U p p O rt Wlth G e n 5 - 1 0/3 1/2 1 This notice initiates the End-of-Support (EOS) process for connectivity to FICON protocol fabrics on the Brocade DCX

8510-8 and DCX 8510-4 directors and the Brocade 6510 switch.
FICON support for all currently supported IBM Z system mainframes will be offered and provided for customers with a

- G e n 5 S u p po rt fo r I B M Z P ro CeSSO rS p rl O r to valid support contract through the announced FICON EOS date subject to support policies for Bracade products

The objective of the account management team is to assist you in purchases of product subject to this EOS notification

Z 15 are S u p po rted u ntl | p I atfo r m EO S d ate and to smoothly transition to the new products by planning to the following mileston

FICON Support on Brocade DCX 8510 and 6510 Products Date

— Brocade x6 Directors & G620 AT
EOS Date for FICON protocol-connected fabrics attachf to IBM z15 October 31, 2021*

system mainframes

— F I C O N S u p p O rt th ro u g h E O L Of p | atfo rm S EOS Date for FICON protocol-connected fabrics aﬁaChEWEOYEZE:SO(EE\rt]hﬁq::;:aﬁorm

IBM Z system mainframes released prior to the IBM z15. EOL notice

*If support for the IBM z15 on Brocade DCX 8510 and 6510 platforms is required beyond October 31, 2021, contact the
Brocade global support team.

Replacement Products:

Brocade Gen 6 FC directors and switches are the ideal replacement for the Brocade DCX 8510 and 6510 platforms for
FICON fabrics. FICON support for qualified IBM Z systems on Brocade X6 directors and G620 switches will continue for
the lifecycle of these products, which will be five years after the last customer ship date.

Contact your sales representative for more information.

© Copyright IBM Corporation 2020 Accelerate with IBM Storage
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Brocade Network Advisor EOL Communication

Software withdrawal and support discontinuance: IBM Network Advisor V14.x - No replacement
available.... November 26, 2019...I1BM

» Brocade Network Advisor is being replaced by Brocade’'s new SAN management offering, SANnav

« The BNA EOL communication process has commenced earlier than normal (notification on March 22,
2019 with Last Time Order of February 1, 2020) to ensure a seamless transition

« Brocade BNA customers will be supported until February 8, 2022
— OEM customers should check with the OEM for End of Support dates

* SANnav 2.x will include outstanding core BNA capabilities including FICON support
» All OEMs are on track to have launched SANnav by end of year 2020

» Brocade offers only 2 years of EOL support compared to 5 years for hardware due to software’s shorter
life cycle. Old software versions rapidly become obsolete.

© Copyright IBM Corporation 2020 Accelerate with IBM Storage
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What’s New! Modernize SAN Management

BNA End of Life (EOL) process has already been announced!

* Brocade SANnav Management Portal e . -
— New next-generation SAN management application ot

— Captures SAN telemetry data and contextualizes it into
visual dashboards N

- Brocade SANnav Global View B
— New global visibility, monitoring and troubleshooting | I

— Summarizes the overall health and performance of all
SAN resources with drilldown to individual fabrics and
switches

* IBM SAN18B-6 Extension Switch
— New Gen 6 extension switch for disaster recovery

— Dramatically speeds up replication performance to
move more data faster over distance

T L
B‘ ! - g L R e TR WO [T e R e ') R ]
4 ! ¥ =

e e . ; vs e SIS & *
B PP P P 0
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What does End-of-Support exactly mean?

*No more FOS Support
*No FOS patches
*No CVRs, no CCEs, no fixes will be provided
*No Security updates
* No Interoperability support

* Any FOS code levels that were required to support this platform are retired and can no longer be compi%
*No more Hardware Support

« Hardware will not provide Repair or Failure Analysis . en‘ts
« Components & FRUs will not be available for purchas== n

» Chassis’ cannot be replaced “‘t P\'Od C'“O“ EVN\\‘O

« WWN cards canngtbe—— ““ C“e

/.'NSJﬂaTt\creauS(%d Risks

——orsustaining Support
rAC cases will not be opened for the product
* No investigation into root cause will take place
* No work-arounds provided
*No license support
* No communication about known defects
*No communication about security issues

* No fabric intermix support with EOS devices — a supported fabric intermixed with EOS devices invalidates
support

——erstied Brocade equipment purchased from a third

1

© Copyright IBM Corporation 2020 Accelerate with IBM Storage
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Brocade Storage Networking Product Portfolio
Brocade® f ) Summary
. ©
FIBRE CHANNEL E
Brocade SAN512B-6/SAN256B-6 Brocade FC32-48, -64 Port - I ———
Directors Blades, T s
and SX6 Extension Blade @ v e @
ELL" . : ™ ™ <
1 .
H H @) Browse Topology
. - - I .
Brocade SAN128B-6 Switch Brocade SAN24B-6 Brocade Gen 6 _ jii
Switch Blade Server @ B
Switches 2 — - .
l I /\ @ - i -
—I- AUTOMATIO = i
\ \
Brocade SANnav Bfscade - Rest _
Management Fabric - =

API

Portal Vision

; 11
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Gen 5vs. Gen 6 Fibre Channel Value

Brocade Brocade
Feature FIBRE CHANNEL FIBRE CHANNEL
Flow-level monitoring for storage SLAs Frame level I[é\e/\éllce and application
Automatically detects degraded storage performance with
integrated network sensors for device latency and IOPS Not available Available

metrics with 10 Insight

VM or device connectivity scale

Accommodates high-
density VM deployments

2x scale capability of
Gen 5 VM deployments

Higher supportability, RAS features

Available

Enhanced

Forward Error Correction (FEC)

Available

Available

Maximum IOPS handling

10s of millions

100s of millions

Maximum port speed

Up to 16 Gbps

Up to 128 Gbps

More buffers per ASIC for congestion control 8,192 15,360

Avoids fabric problems with enhanced monitoring Yes Yes, with advanced IO
and diagnostics metrics

Ensures application availability and performance by Yes -

automatically recovering lost buffer credits

Monitors top bandwidth-consuming flows in real time with Yes Vs

Fibre Channel Routing

© Copyright IBM Corporation 2020
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Director Portfolio Comparison

Feature

Brocade

GENS

FIBRE CHANNEL

Brocade

GENG6 GEN7

FIBRE CHANNEL FBRE CHANNEL

Product lifecycle status

Currently available

Currently available (Gen 7
upgrade in future)

Upgrade to next-generation technology

Not upgradeable

Easy upgrade to Gen 7

VM Insight

Requires host and target
support

Requires host and target
support (Gen 6)

Only requires host support
(Gen7)

Brocade SAN Automation Available Available
Fabric-based analytics Not available Only available in Gen 7
Fabric Vision monitoring and diagnostics Available Available

IO Insight latency monitoring

Not available

Available, includes NVMe
metrics

Flow-level monitoring Frame-level Frame and 1/O-level
L , <780 ns (Gen 6)

Latency (local switching) with FEC 1100 ns ~500 ns (Gen 7)

Maximum supported speed 16 Gb/s 2 Clas (Cen ©)

64 Gb/s (Gen 7)

ICL architecture

32 optical ports, up to 2km

32 optical ports, up to 2km

© Copyright IBM Corporation 2020
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Data Center Modernization Starts with Gen 6 Directors and Switches

Gen 7 Ready: 8/16/32/64Gbps

Investment protection: Gen 6 now, simple upgrade to Gen 7 in the future

Brocade

— Simple Upgrade G EN6

— Leverage existing chassis/components FIBRE CHANNEL
— Upgrade Software/add new core blades
— Add GENY port blades

— Backwards Compatible
— Works with existing GENG6 ports & extension blades
— Connects to GENG6 directors via ICL ports

IBM Directors

SAN256B-6 SAN512B-6

— Adds Advanced Functionality
— Integrated SAN analytics
— Doubles SAN Performance
— Reduces network Latency
— Enhanced virtualization monitoring

FABRIC VISION

IBM GENG6 Switches

© Copyright IBM Corporation 2020 Accelerate with IBM Storage
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Gen 7 - FOS 9.0 Directors

Brocade

Directors G EN 7

FIBRE CHANNEL

* Two Gen 7 Director chassis models based on X6 chassis design
— Same frame, PSUs & fans, but updated CP (in shipped Gen 7 chassis)
— New Gen 7 Core blades
— New 48p Gen 7 FC port blade with line rate backplane performance
— Support for 8/10/16/32/64G FC speeds
— 8-Slot director with 384 x 64G device ports
— 4-Slot director with 192 x 64G device ports
— New 48p 32G Condor 5-based Gen 6 FC port blade
— Support for 8/10/16/32G FC speeds
: : : : 48-Port Gen 48-Port 32G
— Only 48p blade configuration option for factory Gen 7 chassis 7 blade Gen 7 blade
— Non-upgradeable to 64G speeds

« Consolidate all director offerings into Gen 7 director family
— 64p and SX6 Gen 6 blades supported in Gen 7 Director base chassis
— 48p Gen 6 blades supported in field upgraded Gen 7 chassis
— Field upgradability from X6 to Gen 7 director with new Core Routing blade

4-slot
Core
blade

; 15
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Washingtér! ﬁ& enter - St

Brocade Storage Networking Product Portfolio

Brocade

FIBRE CHANNEL

Brocade Gen 7 Directors
(same chassis as X6)

8-slot Core blade

4-slot Core blade

GENG

FIBRE CHANNEL

Brocade X6 Directors

Brocade FC32-64 Port Blade

Brocade FC32-48

Brocade Analytics Monitoring

Brocade SX6 Extension

Brocade

Brocade DCX 8510
Backbones

Brocade
C16-32, —-48, —64
Brocade Analytics M8njto Port Blades

Platform

Brocade 7840 Switch

—

o2l 6510 Sw ﬂl :

— — Brocade Gen 5
Blade Server Switches

—

E’;ocade 6505 Switch

Brocade Network Advisor OpenStack

Management and Orchestration Tools

© Copyright IBM Corporation 2020
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It is almost 2020. Know the Technology Refresh Cycle

Why connect new platforms to a network that is 8 years old?

IBM 215 &
@
] | |

[ 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014 | 2015 | 2016 | 2017 | 2018 | 2019 | 2020 | 2021 |

O EO = = = e o e o e e e = e = = - EQS-.
Gen 4 SAN - Nov-Dec
8 Gbps 2019 z15
_ ° >~ -—-——--- °FICON
Gen 5 SAN 215 FICON EOS*
16 Gbps EOL 10/31/21
Gen 4 Directors: - IBM Gen 5  en 6 SAN :
End of Support, Nov 2019 Directors: End 32 Gbps IBM Gen 6 Directors:

of Life for FICON
* For additional details on End of Life and End of Support dates for usage August 2019

Brocade products visit: www.broadcom.com/support/fibre-channel-
networking/eol

Support Gen 6 & Gen 7.

© Copyright IBM Corporation 2020 Accelerate with IBM Storage
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Ding Dong 8 Gb/s Is DEAD!

Finally, the last Brocade 8 Gb/s products are going EOL

« Both the SANO6B-R Extension Switch and the FX8-24 Extension
Blade are the last remaining 8 Gb/s platforms and EOL is long
overdue

« EOL notices to OEMs and posted on Broadcom.com on 4/30/19
— Last Time Order (LTO) date is 8/31/19
— Last Customer Ship (LCS) date 10/31/19
— End of Support (EOS) date is 10/31/24

« Customers who require additional units need to place their orders
by 8/31/19

 SANO6B-R and FX8-24 upgrade and license SKUs will be available
for another 2 years until 8/31/21

© Copyright IBM Corporation 2020 Accelerate with IBM Storage
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IBM SAN GEN 6 Extension Platform Summary

Provides Predictable and Stable Data Transfers

— IB b-type SAN Extension is designed for Global 1000/ Large
Enterprise solutions

— Proven support of all of IBM’s most critical BC/DR

SANO6B-R
and Tiering offering for 25+ years ~— EOL
SX6 Extension Blade 8 Gbps, 1 GbE
— IBM b-type SAN Extension provides: X6 Directors FCIPOnly
— Predictive performance . 1}fgizb(éi’él';cv\‘,’2ﬁsports
- X Large Enterprise
— Stability of the IP WAN 2x40 GbE FCIP WAN ports J P

— Automatic Failover to reduce interruption
— Deep Insights for Troubleshooting

Extension Swithc

— Enterprise Client Value Includes:
— Flexibility in solution design
— Protecting their data virtually anywhere in the world

— Save infrastructure cost through consolidation and _SAN18B-6
adding new workloads requiring distance connectivity Extension Switch

12x32 Gb/s FC ports
6x1/10 GbE FCIP WAN ports

Small to Medium 24x16 Gb/s FC ports
16x1/10 GbE FCIP WAN

2x40 GbE FCIP WAN ports

© Copyright IBM Corporation 2020 Accelerate with IBM Storage
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SAN Migration

» Today’s SAN Administrator’s are faced with the need for more storage capacity and
Speed...

« They require high-performance and redundant SAN Networks that can both meet their
current demands and scale for growth in the near future!

« To accommodate these new requirements, SAN Admins often need to migrate and
upgrade from their existing storage networks...

« Migrating from older SAN’s to newer SAN technology requires a plan that includes....
Design, Configuration, and implementation processes along with a post migration
analysis.

© Copyright IBM Corporation 2020 Accelerate with IBM Storage

Storage Area Network (SAN)
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.

SAN Migration Preparation

« A fabric migration can be done both offline and online, depending on the application or project
requirements.

* Rip and Replace/Offline Fabric Migration

> Simply replace the old switches with new preconfigured switches
> Careful planning is required

* Online Redundant Fabric Migration

>In many environments, planned downtime is not possible.

> An online migration in a SAN fabric requires careful evaluation of the applications availability, and
currently deployed topology.

© Copyright IBM Corporation 2020 Accelerate with IBM Storage
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SAN Migration Process.... Run SAN Health

* Factors to consider, migration approach T ke

2t 1202010

» Assessing the existing Fabric Topology, Inventory the network B

SAN Health® BROCADE

> Application failover considerations
> Storage failover considerations

> Topology Changes

> 1D critical servers, storage arrays, and applications.
»Zone configurations export/import strategy
»Ensure Correct licensing sets are included

> Software interoperability Planning

> Prepare/Update SAN/Storage Diagram to meet new requirements

© Copyright IBM Corporation 2020 Accelerate with IBM Storage



Washington Systemé?-uCenter - Stor

The SAN Summary Is your starting point

SAN SUMMARY DETAILS FOR SAN_EXAMPLE Latlett

Lontents

SWITCHES IN SAN SAN_E zample

Fabric Mame Switch Mame Domain IP Address wiord Wwide Mame Model |Speed| 05 Ver | Portz | Unused
Storage_Edge sw3200_32 32 | 19216816332 | 10:00:00:60:6%:cO:0655 | 3200 | 2G [ 321a [ 1
Storage_Edge swd100-41 4 192168.163.41 | 10:00:00:05:1e:34:56:5e | 4100 | 4G | 51.04 32 24
Storage_Edge sw3B50-50 50 92.168.163.50 0:00:00:05:1e:34:12:20 | 3850 | 2G [ 50.1a 16 10

B ackbone sw7500-75 Fiil 92.168.163.75 0:00:00:05:1e:37:33:16 | 7500 [ 4G [ 51.0d 32 28
Server_Edge zw3B00_38 38 9216816338 0:00:00:60:65.50:08: 7e 3800 2G 3.2.0a 16 4
Server_Edge swdB000-48 48 | 19216816348 | 10:00:00:60:6%:=4:25:18 | 48000 | 4G [ 51.0d 48 39
Server_Edge sw200e-20 20 | 19216816320 | 10:00:00:05:1e:0230:63 | 200E | 4G [ 51.0d 16 ]
Server_Edge sw24000-24 24 | 19216816324 | 10:00:00:60:6% 20300 | 24000 | 26 [ 51.0d 32 21
Server_Edge zw3300-39 39 192168.163.39 | 10:00:00:60:63:90:0c: a3 3900 2G

HEALTH AND MONITORING
Switch State

Power Supplies Fans

STATUS FOR SAN_Example
Temp Senzors

Errors SHMP Syslog

Fabric Mame Marg 0K | Bad Marg OFK | Bad Marg OK | Low OF  High| vl Lvl2 | No  Yes | No  Yes
Storage_Edge 0 3 0 2 0 0 12 0 12 0 0 0 3 0 3 0
Backbone 1 0 0 1 0 0 3 0 3 0 0 i 1 0 1 0
Server Edge E 0 0 i] 5 0 5 0
TOTALS EEI] 0 0 9 0 9 0

THAT ARE 32 % UTILIZED

Switch Count Port Count Part Uze Metrics
Fabric Mame 1G 26 4G Tatal 1G 26 4G Total | I5SLPorts  Devices  Unused  Utilization
Storage_Edge a 2 1 3 a 24 32 56 16 5 35 38%
B ackbone a a 1 1 a a 32 32 4 a 28 12%
Server Edge 0 3 2 5 0 20 ] 144 32 17 E 34%
TOTALS 0 5 ] ] 0 | 104 | 128 | 232 52 22 158 32%_|
DEYICE COUNT FOR ALL FABRICS
Device Description Count Device Description Count Device Description Count Device Description Count
Emulex HBA g Glogic HEA E]
Seagate Disk Drive 5
PORT USE
Port Use Far Out Ratios Fort Long Distance Modes
Fabric Mame Disk.  Tape Host I15L Free  Total |Host:Disk PortzISL DewvicezISY 10km 28km B0km  100km  Auto
Storage_Edge 5 a a 16 35 56 05 251 0.31:1 56 a a a a
B ackbone a a a 4 28 32 0:0 1 04 32 a a a a
Server Edge 1] 1] 17 32 | 95 | 144 17:0 351 0.53:1 144 1] 1] 0 0
TOTALS 5 0 17 52 | 158 | 232 | 3.41 232 0 0 0 0
BANDWIDTH UTILIZATION STATISTICS
Device Bandwidth Utlization [per port] |51 Bandwidth Utilization [per port]
Dev.| 0-25% 25-75% 75-100% |average| Max | ISL| 0-25% 25-75% TR100% |Average| Max
Fabric: M ame Counfj & max| &v  Max| Av  Max| MBIz | MB/is |Counf] Av  max| &v  Max| Av  Max| MBis | MBis
Storage_Edge 5 5 5 a 0 a [i] 17.6 46 16|15/ 165 ] 1 1 [i] a 16.3 B8
B ackbone a a a a 0 a i} a i} 4 2 2 1 1 1 1 44.2 118
Server Edge 17 | 17 (17 ([ 0O 1} 1] 0 5.1 36 2 3231 3 0 1] 3.6 105
TOTALS 21221221 0[]0 0|0 7.6 52 (48 [46 | 3 [ 6 [ 1 1 | 234
LICENSE SUMMARY
Full Fabric| & WEB TOOLS| 9 Zoning| 3 Trunking) 9 SES| B
Perf. Monitoring| 9 Fabric'atch| 4 Extended Fabric| 3 Remote Switch| 9 Secure FOS| 7
Quick Loop| 7 WLZ2 Upgrade| 0O WL4 Upgrade| 0

ZONING METRICS

Zone Aliazes Statistics Zone Statistics Config Statistics.
Fabric Mame Databasze Use |Aliases AvMem WMaxMem Hanging| Zones AvMem MaxMem Hanging|Confige AvMem MaxMem Hanging
Storage_Edge 0.8% of 258k| 24 1 1 19 11 45 15 1 1 10 10 1
Backbone Not Active
Server Edge 0.9% of 258k| 30 1 1 1_1 11 4.9 20 1 1 11 11 1
© COpyrmgrea LS orabrorzomo— | 01 |1 21181 2 Ll bt odm

In this example, three SANs were
audited.

This page provides a fast glimpse
Into which switches were audited
- Switch models/generation
- FOS Levels
- Available ports
— Overall Health
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Current Fabric Assessment Topology, Inventory the SAN network

SAN SUMMARY DETAILS FOR WSC - NETWORK P
SWITCHES IN SAN WSC - Network
Fabric Name Sweitch Mame Do |F Address WwWorld Wide Mame rModel Spd | OSYer Status Daysldp | Pwriw | Serial Numbers | Ports (Total [ Unusd [ UnLicnd
ratsswis ratsswis 1 95101.132 10:00:00:06:33 7o 72 fo 300 S5G 74.2d | Health 216 EE ALIZEZ1GOBRE EETEEY 18 4]
ratsswi- ratsswi- 1 295101138 10:00:0005:33: 7569741 300 3G 74.2d | Health 217 A5 ALIZEZTGOBA EENEEY 18 4]
ratssswios ratsswib 1 25101182 100060 eb 12958 7o 1f 5505 168G | 82.0b | Health 217 a9 CCD2520L043 EENEEY E] 4]
ratsswiE ratsswib 1 5101196 100050 eb 12992908 [=i=telsy 168G | 85.2.00 | Health =217 a9 CCD2EZ20L 042 24 (247 11 C
SUMMARY FOR 4 SWITCHES WITH 96 PORTS THAT ARE 42 %6 UTILIZED o
Switch Count Port Count Fort Use Metrics
Fabric Name 205G A5 3G 10G 16G 320G Total 2G5 45 85 10G 16G 326G Total ISL Ports  Device Ports Devices Unused IUtilization
ratsswis =] 1] 1 =] =] =] 1 =] 5] =4 =] 5] 1] =4 5] [S 12 15 2B 2
ratsswil<4 =] 1] 1 =] =] =] 1 =] 5] =4 =] 5] 1] =4 5] [S 14 15 2B 2
ratssswils =] 1] 1] 5] 1 %] 1 5] 5] 4 5] z20 1] =4 %] 15 35 ] 52 22
ratsswilG 5] 5] 5] 8] 1 8] 1 8] 8] 4 [5] 20 5] 24 [#] 13 32 11 RS
TOTALS [5] [5] 2 [1] 2 [1] A [1] [1] 56 [3] A0 [5] a6 [1] A0 96 56 A2 25
g all NPIV and Loop Devices)
Device Description Count Device Description Count Device Description Count
Emulex HBA 16 HF Library 26 IEM SAN Yolume Controller 40
|IEM zSystem 14

PORT USE

Fort Counts Attached Device Types Inter Switch Links Fan Out Ratios Long Distance Modes
Fabric Mame Total Unusd Unlcd Disk Tape Host  Appliance Gateway | 1SLs IFLs  Trnk Mstr Trnk Sk Host:Disk  Mon-ISLISL DevicelSL | 10km 2Bkm 50km 100k 200k Auto
ratsswio3 24 18 8] ] [S] 8] 4 2 Q Q0 Q 8] 0:0 240 12:0 24 Q 8] 8] Q0 Q
ratsswiod 24 18 8] 1 7 8] 4 2 Q Q0 Q 8] 01 240 14:0 24 Q 8] 8] Q0 Q
ratssswib 24 ] 8] 7 8 3 12 5] 8] 8] 8] 8] 0430 240 38:0 24 8] 8] 8] 8] 8]
ratsswis 24 11 8] [s] =] 2 12 7 8] 8] L8] 8] 0.33:01 240 320 24 L8] 8] 8] 8] L8]
TOTALS 96 56 [5] 14 26 5 32 19 [5] 3] 3] [4] 96 3] [&] [4] [5] 3]
Fabric Mame License Mame Count License Mame Count License Mame License Mame Count

R
AN

e
==

=
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F A=

SAN Fabric Summary Details, ports, switches, fabrics, sites, etc.

Fabrc Narme Switch Narre Do IP Address World Wide Narre Medel | Spd [ OSVer| Status | DaysUp| PwilW)| Serial Nurrber|Ports (Total| Unusd |UnLicna
Fabric A CBCDIRA30 30| 192.168.1.30 | 10:00:00:27.18:a2:08:84|DCX-85108 16G | 7.4.1d| Healthy| 106 [ 1813 |AFX2533J01E| 240(368) | 92 0
Fabric A CBCEDGA3? 2| 192.168.1.32 | 10:00:0027 /8076035 6520 | 16G| 7.4.1d Healthy| 106 99 |CHQ254300G| 96 (96) 27 24
Fabric A RDCDIRA4Q 40| 192.168.1.40 | 10:00:00:27:%:a2:22:84|DCX-85108 16G| 74.1d| Healthy| 106 [ 1813 [ AFX2533J017| 240 (368) | 76 0
Fabric A CBCBLDO4A N/A| 161.222.100.30 | 10:00:00:05:33:5t76c[ 5470 | 8G [6.4.2b4] Healthy| 348 52 |BBS0406G0AG| 20 (20) 15 0
Fabric A RDCBLDO4A N/A| 161.222.10.142 |10:00:00:05:33:bc:07:94] 5470 | 8G [ 6.4.2b| Healthy| 189 52 [BBSO447GOKR| 20 (20) 2 15
Fabric B RDCBLD0O4B 1 | 161.222.10.143| 10:00:00:05:33:ef:Cfal[ 5470 | 8G |6.4.2b4] Healthy| 179 52 [BBSC414HOOM 20 (20) 2 15
Fabric B CBCDIRB31 31| 192.168.1.31 | 10:00:00:27:f8:a5:70:9¢ PCX—E!SZLOB 16G| 7.4.1d| Healhy| 113 [ 1813 | AFX2539/004) 240 (368) | 92 0
Fabric B CBCEDGB33 33| 192.168.1.33 |10:00:00:27:%8:b7:10:e0[ 6520 | 1cW@MML1d | Healhy| 113 99 [CHQ2537)002 96 (96) 27 24
Fabric B RDCDIRB41 41| 192,168.1.41 |10:00:00:27:3:a4:35:00|DCX-85108 16G| 7/ dealthy| 113 [ 1813 | AFX2534/008| 240 (368) | 76 0
Fabric B CBCBLD04B NfA| 161.222.100.31 | 10:00:00:05:33:0b:fL:cdl] 5470 | 8G |6.4.2b4/ 293 52 BBSC447GOKN 20 20) 10

SUMMARY FOR 10 SWITCHES WITH 1232 PORTS ( LICENSED PORTS - 1144) THAT ARE 64 % UTILIZED
Switch Count Port Count Port Use Mefrics

Fabric Narre 2G 4G 8G 10G 16G  32G Total 8G 10G 16G 32G Total |ISLPorts Device Pors Devices Unused Utilization
Fabric A 0 0 0 3 0 3 217 16 365 347 195 65 %
Fabric A 0 0 0 0 1 0 5 5 15 25 %
Fabric A 0 0 0 0 1 0 18 3 2 60 %
Fabric B O 0 3 O 4 20 379 344 197 65 %
Fabnc B 0 0 0 14 4 6 40%

-L'm-nnnnu Jnunmmnmnmﬂmmm
DEVICE COUNT FOR ALL FABRICS 703 (Including all NPIV and Loop Devices)
Device Description Count Device Description Count Device Description Count
3PAR Data 232 Access Gateway 6 Brocade Switch 6
Date Dorrain VTL (Qlogic) 2 EMC Clarion 4 ErmulexHBA 411
|BM SAN Volure Confroller 8 NPV Host 10 Qlogic HBA 24

© Copyright IBM Corporation 2020 Accelerate with IBM Storage
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End of Service Support addltlons SAN Health

SAN SUMMAI}(\NETAILS

Fabric Hame Switch Mame Dam| [P Address Warld ‘Wide Mame L fdodel OSVer| Status E]a_l,lsLlp IE'wr["-.-'-.-’] Senal Mumber | Parts ﬁntal Unuzd [UnLichd
_|-Senes Test COSERKDESWO3 2 | 204.135.49.65 [10:00:00:05:33:bc:d0:bal” / 7800 _? 4.7d | Healthy ASSZE01GO0G] 24 [24) 12 1]
F<5 MF DIR 30 EDCW _2433.80 80 | 204.135.50.208 [10:00:00:05:33:56:3a:00] [ DCX EG 7.4.7d | Healthy APAZE14G0TE] 192 [256] [ 83 1]
F<5 MF DIR 81 EDCw_2433.51 81 | 204.135.50.217 [10:00:00:05: 33571800 [ DCX g\ 7.4.1d | Healthy AFXZE15G00] 192 [256] | 85 ]
F5 MF DIR 82 w 249382 82 | 204.135.50.214 [10:00:00:05:33:80:c2:00)]  DCH g | 7.4.1d | Healthy AFXZ523G002) 192 [256] [ 88 ]
F<5 MF DIR 83 EDCWw 243353 20413550217 [10:00:00:05:33:80:66:00) DA 8G_[17.4.1d | Healthy AFx2R23G008[ 192 [256) | 88 1]
F=5 MF DIR 84 EDCW 243384 20413550, 220 [ 10:00:00:05:33:57:0600]  DEX 8G_[17.4.7d | Healthy AF=2015G0T2[ 96 [160] B3 1]
Fx5 MF DIR 85 EDCw_2433.85 204.135.50.223 [10:00:00:05:33: 37:80:0 Dk, 8G | V.4.1d [ Healthy AFX2E15G01A[ 96 [160] 69 ]

FASMFEDCW to WTC 8]  EDLW 2498 00 140 20413550 202 [ 10:00:00:05: 33 7. d2:d 7200 8G | F.4.1d | Healthy ASS2EZAG035 24 (24) 3 0
FASMFEDCW o WTCBC]  WTLC 243890 156] 199.81.3.149 [10:00:00:05:33:86:3d:7 Fao0 8G [ F.4.1d | Healthy ASS2R2IE034 24 [24) a a
FRSMFEDCW waWwTC S0  EDCW_2498.8D 141 [ 204.136.50.203 {10:00:00:05: 33 7b:dE: & 200 8G | F.4.1d | Healthy ASS2RZ2IGO30 24 [124) ] I
FASMFEDCW o WTC 20|  WTC 24358 30 157 199.81.3.150 | 10:00:00:27:F8: 3k F3:e3 Fa00 8G | 1.4.1d [ Healthy ASSZREOHOTE[ 24 [24] d 1]
FHSMFEDOCW o WwTCSE | EDCW 2498.5E 142 20413550204 |110:00:00:05: 33 7beeb: B8 7200 86 [ 1.4.1d| Healthy ASSZ2EZIGO3E] 2424 5 o
FASMFEDCW o WTCB3E]  WTLC _2438.9E 158] 133.81.53.151  [10:00:00:05:33:86:3b:5 Fao0 8G [ {.4.1d | Healthy ASS2RXIG03E[ 24 [24) 10 a
FRSMFEDCW waWwTCEF | EDCW_2498.9F 143 204.136.50.206 |10:00:00:05:33: 7d:99:1 200 8G | 7.4.1d | Healthy AS525Z23G03F 24 124) 7 I
FHS MF EDCW to wTC 8F WTC_2438.9F 159] 199.81.3.152 |10:00:00:05:33:86: 25: 2 Fa00 8G | 1.4.1d [ Healthy ASSZREL0E0] 24 [24] 11 1]
Fes WTC DIR 30 WTC 2433 30 90 [ 199.81.5.153 [10:00:00:05:1 e 570 D 8 [ J.4.1d | Healthy AFAOBTSF00L | B4 [125] 12 ]
Fe5 MFWTC DIR 91 WTC 2433 91 91 | 193.581.3156 [10:00:00:05:1e:d1:75:0 D 8G [ F.4.1d | Healthy AFXDBSZENNG) 64 [125] 12 1]
Fe5 MFWTLC DIR 92 WTC 2433 92 92 | 193.81.3153 10:00:00:05:1e:dl:2k:0 DCk 8G [ F.4.7d | Healthy AFSOBETEDZT| B4 [129] 15 1]
Feas MEWTCDIR 93 | WTC_2433 33 93 | 133.81.3162 [10:00:00:05:1e:d0:bb:0 Dk, 8G_|[7.4.1d [ Healthy AFXDESTEDDS] B4 [128] 15 ]
F¥F MF HROwo EDCW A F [BM2498 ROE_ HRO_AT 1 10104167 [10:00:00:0533:d1:b2: 228 7800 8l |J7.4.1d [ Healthy ASSZETTHOOR] 24 [24] 12 I
FRF MFHRO EDEW AF  freight2433a 2201 204.135.50.206 [10:00:00:05:33:d7: Jec4al| 7800 86 7.4.1d | Healthy ASSZDTTHOOL] 24 [24) 14 a
F¥F MF HROwo EOCW B F{ IEMZ2495_R06_HRO_E 10104168 [10:00:00:05:33:d6: 72217\ 7800 8l | 7.4.1d | Healthy ASSERTTHOOC) 24 [24) 12 I
FxF MF HRO to EDCYW B F freight2435h 204.135.50.207 [10:00:00:05:33:d7: Je:cal\ 7800 8l ) 7.4.1d | Healthy ASSZRTTHOM| 24 [24] 14 1]
FeF MF DIR & FICONS 10104161 [ 10:00:00:05: ece fec00) \DC<-45 | 8GJ| 7.4.7d | Healthy AMNOBOIFO0A] 128 [160] | 58 ]

_ FAFMFDIRE FICOME 10104164  [10:00:00:05: e /5cb:00) WC<-45 | 80 | 7.4.1d | Healthy ANNOEOIFO0)| 125 [160) [ 58 1]
Fela | Seres Prod DIR COSBREDESW 2041354963 | 10:00:00:05: 33:83: 200|D Cy-8510-5 1 7.1.1b | Healthy AF=2027E00H| 256 [384) | 120 1]
FiG|Series ProTec Tier Df - COSERKDESWO2 204136 43 64 |10:00:00:05:33:23:18:00|D 5851 0- G| 7.1.1b [ Healthy AF2527GO0F) 256 (384) | 88 I

© Copyright IBM Corporation 2020

Accelerate with IBM Storage

N




SAN Health Tech Alert
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Old Firmware Levels

TECH ALERT:

Non-ldeal
Firmware In Use

LEARN MORE »

A non-ideal version of firmware is in use on one or more switches. It is strongly recommended that you migrate to a designated Target Path release.

Understanding "Target Path"

Target Path is a set of guidelines for use when trying to determine the ideal firmware version to implement. A target path release is a version of firmware that was created primarily for stability

and reliability, and not for the introduction of new features. This version of firmware may contain RAS (Reliability, Availability, and Serviceability) improvements and enhancements, but it
ypically will not contain any new software features or support for new hardware. The specified code level (or an earlier patch at the same release level) must be deployed in a sufficient
wumber of end-user production environments for a period of at least three months and must have no known critical issues or defect. The Target Path release recommendations should be
Ised in conjunction with advice and guidance from your support provider, as well as any special requirements and needs of your particular environment. Always refer to the Brocade FOS
Release Notes documentation and carefully review the “Important Notes and Known Defects” information prior to selecting and installing any version of FOS on a switch.

SWITCHES THAT ARE NOT ON TARGET PATH RELEASES

Fabric Name Switch Name Domain IF Address \World Wide Marme Model Current OS5 Wer Target Path 05 Yersion FICON in use
DA, HD_DCx A 3 1012825235 10:00:00:08:33.13:ee:00 DCx 73lc 802c 731d. 7.3 0e. 741b. 7.4.1¢c 7.4
DCx_B HD_DCx_B 12 1012825236 10:00:00:08:33.1h:82:00 DCx 731c 8.02c 73.1d. 7.3 0e. 7.41b, 7.4.1¢ 7.4

© Copyright IBM Corporation 2020
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SAN Health Tech Alert.... Continued

Al AR (1] (] AR LA E A
Fabric Name Switch Narme Domain| [P Address World \Wide Nare Model Current OS Ver Target Path OS Version FICON Inuse

DA HD_DCX_A § 1012826236 | 10:00:00:06:33:12:0:00 DCX

DCX_EB HD_DCX_B 12 1012826236 | 10:00:00:06:33:10:82:00 DCX

A A PPOR ) 00
Recommended Replacement | End of Support Switch Model Forts | Unused Forts |P Address World Wide Name Serial Number Date Support Ends

Active

Active

© Copyright IBM Corporation 2020

TECH ALERT:
END OF SUPPORT

Brocade 48000,

MCDATA 10K & 6140  LEARN MORE )
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Replacement Products Click Here
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Tech Alert End of Support Page... Replacement Solutions

TECH ALERT:
END OF SUPPORT

Brocade 48000,
McDATA i10K & 6140 LEARN MORE »

UNMATCHED RELIABILITY, SIMPLICITY, AND 32 GBPS
PERFORMANCE

Upgrade Now
You will soon lose support for the noted director/ backbone products. Refreshing your aging

infrastructure with Brocade Gen 6 Fibre Channel products and Fabric Vision technology, future "
proofs your data center and: Wh at |S G E N 6 Fl bl'e Chan nel

Provides more bandwidth and port density in less footprint at a lower power cost . . .
Provides Fibre Channel SAN visibility from VMware vCenter Operations Management Suite Wlth Fabrlc VlSlon TeCh n0|0gy

(vCOPS) to focus troubleshooting and quickly isolate problems.

Using UltraScale ICLs:

Simplifies SAN scalability with 33 percent more ports and up to 70 percent fewer cables and . ] ] .

optics Gen 6 Fibre Channel unleashes the full potential of high-density server
Minimizes latency between chassis and maximizes load balancing and availability virtualization, cloud architectures, and next-generation storage.

Eliminates the need for expensive third-party monitoring, diagnostics, and test equipment - . A .
through built-in flow monitoring, flow mirroring, and flow generator capabilities Brocade Fabric Vision teChnO|Ogy extends Gen 6 capabllltles with

Enables the ability to configure ports as 10 Gbps to maximize connectivity with DWDM in MANs diagnostic and management features that greatly simplify SAN

without the need for another box lovment. r nd incr visibili r r
Provides optimized bandwidth and added security, at no additional cost, through Native in- dep oyment, educe costs, and increase visib ty across storage
flight compression and encryption networks

Assesses overall health of the SAN through a customizable dashboard, pinpointing problems
faster and enabling trend analysis

© Copyright IBM Corporation 2020 Accelerate with IBM Storage
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Storage/Application failover considerations, device mapping, redundancy, Hbas, application details, etc.
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Topology Changes, New Designs, Device Placements, etc.

Fabric Name : = Fabric Name :

Ports:192 Unused:109
Unlcnsd:0
10:00:00:05:33:1a:ee:00
Name: HD_DCX_A
Domain ID: 8
IP: 10.128.25.235

Black Fabric Device
Loop Device
JBOD
Disk
Tape
FC Host
NP1V Hosts
&P iSCSI Host
=== Applance

Ports:192 Unused:107 <> Generic Switch
Unlcnsd:0 <2 Gateway

10:00:00:05:33:1b:82:00 it ol
Name: HD_DCX_B 4G Connector
Domain ID: 12 8G Connector
IP: 10.128.25.236 10G Connector
16G Connector
» 32G Connector

SAN Name: High Level-Medford DCX

Revision: 1.0 Qe Trunk Master

Brocade
File Name: SHRGTemplate.vsd

e Trunk Slave
Drawn By: SAN Health ~  § ... — Retter .

SAN Health

Description: © 2002 — 2017, Brocade Communications, Inc.

© Copyright IBM Corporation 2020 Accelerate with IBM Storage

Last Edit: 3/4/2019 .Fs%'; LLH: k

32



Washington Systems Center - Storage. ||l [

ID critical servers, storage arrays and applications

| DEVICE MAP FOR WSC - NETWORK et
d )
Jom | Area | SlotfPort | Sp D Description Name / Alias/ Zone Model Firmware Driver Port World Wide Name Additional Information
1 2 2 a6 0 1BMd Sk Wolume Caontroller ratsw7k1 noded_port3 50:05:07:68:02:30:22:8b
1 M 3 a6 010300 Ermulex HBA MFIY_port3 10:00:00:90:Fa:02:F7: 8 M Part + 5 WP public
1 A2 3 a6 010302 HF Library part3 c0:50:76:04: B ebe 0053
1 A3 3 aG 010303 HF Library part3 cl:50:76:07:9b: b7 00:d6
1 KL 3 aG 319 HF Library part3 0507607 9b:b 70016
1 Kl 3 aG M03a HF Library part3 0507607 9b:b 70007
1 36 3 aG 010348 HF Library part3 cl:50:76:07-5b: b7 00:d2
1 1 4 a6 010400 1Bk Sah Wolume Cantroller partd 50:05:07:68:02:30: de:90
1 5 ] a6 010500 1Bk Sah Wolume Cantroller ratzpfv?_node?_part3 50:05:07:68:02: 30 de: 31
1 ™ m a6 010600 Ermulex HBA WP _parTl 10:00:00:90:Fa: 73:5a: 79 M Part + THPIY public
1 2 1l aG 010bM HF Library porl B0 7E:07 9k by 0102
1 7 7 aG 011100 IBM SAN Yolume Controller portT? 50:05:07:68:02:30:22:85
ratsswi4
Jom | Area | Slot/Port | Speed | Port 1D Description Name [ Alias/ Zone todel Firmware Driver FPort World \Wide Name Additional Information
1 0 il a6 010000 1BMd Sk Wolume Caontroller partl B0:05:07:68:02: 40: de: 31
1 5 ] 010500 1BMd Sk Wolume Caontroller parts 50:05:07:68:02: 40: de: 90
1 8 3 1Bk Sk Wolume Caontroller partd 50:05:07:68:02:40:22:8b
1 12 12 aG 1Bk Sk Wolume Caontroller port12 50:05:07:68:02:40:22:8a
1 1 13 aG Ermulex HBA MNPV _port13 0:00:00:90:Fa:02: 2828 M Part + 6 WP public
1 1342 13 aG 010d05 IBh zSystern port13 c0:50:76:08: b:a3:00:52
1 133 13 a6 010d10 HF Library port13 cl:50:76:04:6c:eb: 00: 4d
1 134 13 a6 010d13 HF Library port13 cf):50:76:07-5b:b7:00:da
1 135 13 a6 010413 HF Library port13 cl:50:76:07-5b: 570028
1 1346 13 aG 010419 HF Library port13 060 7E:07: 9k b7 0018
1 1347 13 aG (10d5f HF Library port13 cl:60:76:07:9b:b7:00ce
1 161 16 aG 011000 Ermulex HEA MPIY_port1e 10:00:00:90:Fa: 73 Bac 31 b Port + 2 MPIY public
1 2 & 8G 011001 HF Libraru oort 1B c0:50:76:04:6c:eb: 00:51

© Copyright IBM Corporation 2020
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Infrastructure Insight Example

« Quick Analysis of Attached devices

FABRIC SUMMARY FOR FABRIC B oot
SUMMARY FOR Fabric B (4 SWITCHES IN FABRIC )
SiEt (8§¢\3/ri;in F%gvve\zlr) Ports(Total ports e
Switch Name Dom IP Address World Wide Name Model Switch Status DaysUp ) Mode Serial Number | ) (Unused |(Unlicensed
g System used, in including ICLs)
Speed) ) Ports) Ports)
\Version) watts.)
RDCBLD04B 1 161.222.10.143 10:00:00:05;33:ef:0f:a1 5470 8G .4.2b4 Healthy 179 52 Native BBS0414HO0OM 20 (20) 2 15
CBCDIRB31 31 192.168.1.31 DCX-8510-8| 16G [7.4.1d Healthy 113 1813 Native AFX2539J004 240 (368) 92 0
CBCEDGB33 33 192.168.1.33 6520 16G [7.4.1d Healthy 113 99 Native CHQ2537J002 96 (96) 27 24
RDCDIRB41 41 192.168.1.41 . L16G 24 4d __L__Haalthy 113 1813 Native AFX2534J008 240 (368) 76 0

ATTACHED DEVICE COUNT 344 (Including all NPIV and Loop Devices)

Device Description Count Device Description Device Description
( 3PAR Datd| 116 Access Gateway 2 Data Domain VTL (Qlogic 1 >
EMC Clariion 2 Emulex HBA 203 IBM SAN Volume Controller

NPIV Host Qlogic HBA

Attached Device Types Inter Switch Links Fan Out Ratio: Port Speeds Long Distance Modes
Total
number
Total (Unusefl(Unlice Apinc  Gtwy \TrkMst TrkSlv compare
Switch Name number Disk Tape Host (Applia (Gatew| ISL Wlrunk (Trunk dto?he 2G 4G 8G 16G 32G 1GE 10GE | 10km 2%km 50km 100k 300k Auto
of ports Ports) nces) ays) asters)Slaves) otal
number fotal
of umber
targets) Qf ISLs)
RDCBLD04B 20 2 0 0 1:0 0.5: 20 0 0 0 0 0
CBCDIRB31 240 92 5 3 0.91:1 : 0 0 0 0 0
CBCEDGB33 96 27 2 2 41:0 5.&;1 0 0 0 0 0
RDCDIRB41 240 76 3 1 2.06:1 | 15.9: 0 0 0 0 0
TOTALS 6 0 0 0 0 0

SWITCH COMPONENTS

© Copyright IBM Corporation 2020 Accelerate with IBM Storage
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Define and upload the zone DBs
Get zoning sets from SAN Health, shown in SAN Health Zoning Report

ZONING DETA

CONFIG "Ones.

y FOR RATSSWO04
'S ACTIVE

4

Config Statistics

Hang Mems Total Awg Mems

Max Mems  Hang Mems | Active Config

3 6.335 10

Zone Alias Statistics Zone Sta
Database lse Total Ay Mems Max Mems  Hang Mems Total Avg Mems 1 MaxMems
0.3% of 1045274B 0 0 0 0 h.76
0 ALIASES
Alias Mame

More Defined

Zoneg Name

Alias Member(s)

Zonesin

10

17 ZONES

Zone Member(s)

00507 6802:40:22:83

1.1

BO0E076802:40:22:8h

00507 E802:40:22:83

BO:05076802:40:22:8h

00507 E802:40:22:83

BO:05076802:40:22:8h

00507 68.02:40:22:33

50:050768.02:40:22:80

BOOE 0T EE024022838

BO0507EBE 02402280

BO0B0TBE02.40:22 85

BEO0BOTEE02:40:22:8b

BO0BOTEBE02:.40:22.8a

BO0B0TEE0240:22:8b

BO0BOTBE02:.40:22:85

BO0B0TBE0240:22:8b

500507 6802:40:22:83

BO:050768.02:40:22:8h

B0:05076802:40:de:90

00507 E802:40:22:83

BO:0E076802:40:22:80

E0:050768:02:40:de:91

BO:05076802:40:de:90

00507 E802:40:22:83

BO:05076802:40:22:8h

E0:050768.02:40:de:91

00507 E802:40:22:83

BO:05076802:40:22:8h

© Copyright IBM Corporation 2020
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Ensure correct licensing sets are included

Fabric Name License Name Count License Name Count License Narme Count License Name Count License Name Count
I-Series Test AdvancedExtension| 1 EnhancedManagement| 1

FxXS MF DIR 80 AdaptiveNetworking| 1 EnhancedManagement| 1 jcWwatch({FabricvisionCapable)| 1 FabricWWatch| 1 FICONCUPR| 1
LongDistance| 1 Obsolete| 1 peMonitorFabricvisionCapable| 1 PerformanceMonitor| 1 SAOL 1

Trunking| 1
FxXS MFDIR 81 AdaptiveNetworking| 1 EnhancedManagement| 1 |cWatch(FabricvisionCapable)| 1 FabricWatch| 1 FICONCUP| 1
LongDistance| 1 Obsolete| 1 peMonitorFabricvisionCapable| 1 PerforrmanceMonitor| 1 340 1

Trunking| 1
FxS MFDIR 82 AdaptiveNetworking| 1 EnhancedManagement| 1 jcwatch({FabricvisionCapable)| 1 Fabricv/atch| 1 FICONCUP] 1
LongDistance| 1 Obsolete| 1 peMonitorFabricvisionCapable| 1 PerformanceMonitor| 1 SACE 1

Trunking| 1
FXS MFDIR 83 AdaptiveNetworking| 1 EnhancedManagement| 1 jcWatch({FabricvisionCapable)| 1 FabricWWatch| 1 FICONCUP| 1
LongDistance| 1 Obsolete| 1 peMonitorFabricvisionCapable| 1 PerforrmanceMonitor| 1 340 1

Trunking| 1
FXS MFDIR 84 AdaptiveNetworking| 1 EnhancedManagement| 1 jcWatch({FabricvisionCapable)| 1 Fabricv/atch| 1 FICONCUP| 1
LongDistance| 1 Obsolete| 1 peMonitorFabricvisionCapable| 1 PerformanceMonitor| 1 SACE 1

Trunking| 1
FxXS MFDIR 8b AdaptiveNetworking| 1 EnhancedManagement| 1 jcWwatch({FabricvisionCapable)| 1 FabricWWatch| 1 FICONCUPR| 1
LongDistance| 1 Obsolete| 1 peMonitorFabricvisionCapable| 1 PerformanceMonitor| 1 SAOL 1

Trunking| 1
X5 MF EDCW to WTC 8C_9C 7800Upgrade| 2 AdvancedBxtension| 2 |AdvancedFICONAcceleration| 2 EnhancedManagement| 2 FICOMNCUR] 2
X3 MF EDCW to WTC 80_30 7800Upgrade| 2 AdvancedExtension| 2 |AdvancedFICONAcceleration| 2 EnhancedManagement| ¢ FICONCUP| 2
X3 MF EDCW to WTC BE_SE 7800Upgrade| 2 AdvancedBxtension| 2 |AdvancedFICONAcceleration| 2 EnhancedManagement| 2 FICONCUF| 2
THSMF EDCW to WTE BF_9F 7800Upgrade| 2 AdvancedBxtension| 2 |AdvancedFICONAcceleration| 2 EnhancedManagement| 2 FICONCUP] 2
FXSWTC DIR 90 AdaptiveNetworking| 1 EnhancedManagement| 1 jcWatch({FabricvisionCapable)| 1 Fabricv/atch| 1 FICONCUP| 1

© Copyright IBM Corporation 2020
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Prepare/Update SAN/Storage Diagram to meet new requirements

Current
- Determine the current topology: Topology
— Started with the high-level SAN Health Visio
diagram

* Model the new Topology
— Rearrange the switches as needed

— Insert newly proposed server & arrays to the
SAN Health Report

— Optimize the configuration for any-to-any
connectivity

ay

i 37
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Prepare/Update SAN/Storage Diagram to meet new requirements
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Modernizing Your Storage
Infrastructure Using Analysis
Tools

Brocade’s SAN Health Tool

© Copyright IBM Corporation 2020

“lﬁl"

-

®

33 SAN Health 4200
0 New | [z Open | [ swe| i options | @) Help 0 Devees Selected For Audt 203PH 292019

SAN Health® BROCADE

This program captures diagnostic and performance data from SAN switches to aid in the
generation of a SAN Health report containing inventory, topology and performance information.

Only commands that retrieve information from the switch are used.
No switch configuration settings are changed.

Select New to create an audit set.

Find help Upload an audit BSH file via https Check for the latest version

Or via email Ask a question

Brocade P ry and Confidential. Copyrig| 0 icatiof LLC. Al Right
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.

Brocade SAN Health

Free Tool, to securely capture, analyze, and report comprehensive information about ALL
SAN fabrics. Performing tasks:

» Taking inventory of devices, switches, firmware versions, and SAN Fabrics

» Captures & displays port utilization, ISL/Trunk details,

L
SAN SUMMARY DETAILS FOR SAN_EXAMPLE ey

bandwidth utilization statistics S

I
. |
|l |
I
. o
I

Multiple Protocols (FCP, FICON, NVMe-oF)

Long Distance Architectures

Accessing performance statistics and error conditions

Producing detailed reports and fabric topologies

40
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SAN Health Audit Process

Run the Audit Tool‘

Download the report

© Copyright IBM Corporation 2020

Explore the report

Upload the Audit

| AliasInfo.csv
| BrocadelicenseSummary.csy
| CSV_Summary. xml

| DeviceSummary.csy

| FabricHostTargetlist.cav

Your report is automatically generated
and stored into your MyBroadcom

| FabricSummary.csy

| PortConfig.csv

| PortDetails. csv

| PortErrorChanges. csv
| PortErrorCounters. csw
| PortStatsChanages. csv
| PortStatsCounters. csv
| SwitchFRUs. cav

| SwitchISLs.cav

| SwitchPortUsage. csv
| SwitchSummary. csv

| ZoneInfo.csv

File Type

Microsoft Excel Comma Separated Values File
Microsoft Excel Comma Separated Values File
XML Document

Microsoft Excel Comma Separated Values File
Microsoft Excel Comma Separated Values File
Microsoft Excel Comma Separated Values File
Microsoft Excel Comma Separated Values File
Microsoft Excel Comma Separated Values File
Microsoft Excel Comma Separated Values File
Microsoft Excel Comma Separated Values File
Microsoft Excel Comma Separated Values File
Microsoft Excel Comma Separated Values File
Microsoft Excel Comma Separated Values File
Microsoft Excel Comma Separated Values File
Microsoft Excel Comma Separated Values File
Microsoft Excel Comma Separated Values File
Microsoft Excel Comma Separated Values File

account for retrieval

Accelerate with IBM Storage
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Infrastructure Insights

 Server Insight
 # of Server ports
 HBA Type

« Storage Insight
 # of Storage ports
« Storage Type

« Fabric Insight
« # of ports active and inactive
» Configuration anomalies
» Port performance & alerts

© Copyright IBM Corporation 2020 Accelerate with IBM Storage

DEVICE MAP FOR SAN_EXAMPLE Latadt
Storage_Edge
Dom| Port |Speed Descripticn MName / Alias Model Firmmw are Driver Pert World Wide Neme Additional Information
3z 3 | 2G |Seagate DiskDrive Jood_32_port3_1 ST336605 | Lhknown | Uhknown |22.00:00:20:37.66:02: 10| 36G
32| 4 | 2G |Seagate Disk Drive jbod_32 portd 1 ST336605 | Unknown | Unhknown |22 00:00: 2003742 3e.df| 366G
41| 4 | 2G |Seagate Disk Drive jbod 41 portd 2 S5T336605 | Unknown | Uhknown |2200:00:20:37:15:08:bb| 36G
41 5 | 2G |Seagate Disk Drive Jood_41_ports_3 ST336605 | Lhknown | Uhknown |21.00000:20:37.15:17.05| 236G
41 T | 2G |Seagate DiskDrive jood 41 _portT_2 ST336605 | Uhknown | Uhknown |21:.00:00:20:37.15:09: 76| 36G
Backbone
Dom| Port |Speed Descripticn MName / Alias Madel Firmmw are Driver Pert World Wide Name Additional Information
\ \No Devices Attached To This Fabric \ \
Server Edge
Dom| Port |Speed Description Name / Alias Madel Firnmw are Driver Port World Wide Name Additional Information
3| 0 | 2G |Qlogic HBA winZkd 40 port? Unknewn 40023 | 91219 |21:0200:e0:Bbice: 2%:d3|(w 32)
38| 1 | 2G |Qlogic HBA winZk3 40 ports QLAZ3A2 30319 | 81219 |21:01:00elB0:2T.25:c3](w 32) 133MHz PCI-X Dual Port
38| 2 | 2G |Qlogic HBA Inx_portl QLEz462 40023 50106 |21:00 0060808883 26| 2 50Hz PC-Bxpress Dual Port
38| 3 | 2G |Bmulex HBA WIK-110 LP1150 21045 | 52411 [10:0000:00 c84ac3:dd\Win 2000/3 x86 FC Port
38| 4 | 26 |Qlogic HBA winZk3_ 40 portl Unknew n 400723 91219 [21:01.00:el8b:ae: 28 d3| (w 32)
38| 5 | 2G |Qlogic HBA winZkd 40 portd ALAZ3A2 30319 | 81.21% [21:0000el 800725 c3](w 32) 133MHz PC-X Dual Port
38 & | 2G |Bmulex HBA win2k3_106_portD LP3002 380AT | T-1.03M& [10:00:00:00cG 28 c T ec|Win 2003 x64 Sterport Miniport
38 | 11| 26 |Qlogic HBA winZk3_ 40 port3 Unknew n 400723 91219 [21:0300:el8bee 28:d3| (w 32)
20 4 26 |Bmlex HBA SVCTAG- TMWRENGT LPa52 3B2A1 5-241a1 10000000 c 8281352 Win 20003 xB6 FC Port
20 5 | 2G |Blex HBA winZk3_106_port1 L3002 3B1A3 | T-1.03MG [10:0000:00:cG 28 0e ed|Win 2003 x64 Sterport Miniport
0| & | 2G |Qlogic HBA winZk3 40 port? ALAZ342 30319 | 81219 [21:0100el8b2e:95 62| (w 32) 133MHz PC1X Dual Port
20| 13 | 2G |Bmulex HBA SYCTAG- TMRNG 1 LP3002 38143 | 5-241a1 |10:00:00:00:c9: 26 c5falWin 2000/3 xB6 FC Port
39| 4 | 2G |Qlogic HBA win2k3_40_port0 Unknawn 40023 | 91219 |21.00.00:e0 B0 Be2G:d3|(w 32)
39| 6 | 2G |Qlogic HBA winZk3 40 porté ALAZ342 30319 | 81.219 |21:0000e08b 085 62|(w 32) 133MHz PC1X Dual Port
39 B 2 G |Bmlex HBA win2k3_108_port1 LPS002 3BZA1 | 5510410 (10 00:00:00:cS: 2b:4f 1d|Win 2000/3 xB6 SCSlpert Mnipor
39| 9 | ZG |Bmlex HBA WiZK3- 108 LP1150 21045 | 524023 [10:0000:00 cO4acd a|\Win 2000/3 xB6 FC Port
39 | 12 | 2G |Bmulex HBA winZk3 108 portd LP3002 38143 | 55104 10 [10:0000:00:c 8 28:c&:43|\Win 2000/3 x86 SCSlport Minipo

Fabric Hame

Drisk

Tape

Host ISL

Free

Total

Fan Dut Ratios

Haost Disk  Port:ISL Device: 1S

10k

m_ 28km  GOkm

Port Long Distance Modes
100km  Auto

SAN SUMMARY DETAILS FOR SAN_EXAMPLE Frrrey
AN SAM_Example
Fabric Mame Switch Mame Domain IF &ddress world “wide Mame todel |Speed| OS5 “Wer Ports | Unused
Storage_Edge sw3200_32 32 192.168.163.32 10:00:00:60: 69 c0: 06: 55 3200 2G 321a [E] 1
Storage_Edge swd100-41 41 192.168.163.41 10:00:00:05: 1 e:34:56:5e 4100 4G 5.1.0d 3z 24
Storage_Edoe s 3850-50 a0 192 168.162.650 A0:00:00:05: 1 e:34:12:20 2850 26 5.01a 16 10
Server_Edge sw3B00_38 28 192.168.162.38 10:00:00:60:69:50:08: 7e 3800 2G 3.2.0a 16 4
Server_Edge =wdB000-48 48 192.168.162.48 10:00:00:60:6%:ed: 25:18 42000 4G 5.1.0d 48 EE]
Server_Edage sw24000-24 24 192.168.163.24 10:00:00:60:69:e2:03:b0 24000 2G 5.1.0d 32 21
Server_Edge s 3300-39 33 19216816339 10 O0:60:69:90:0c: a3 2300 20G 5.1.0d 32 23
Switch State Fower Supplies Fanz Temp Senzors Errors SHMPF Syzlog
Fabric Mame karg Ok, Bad Marg Ok Bad Marg ak Lo ak. High | L+l L=I12 Mo Yes Mo es
Storage_E dge o 3 o
Server_Edoe ] [u]
TOTALS 5 [1]

Storage_Edge

Fabric Hame

5

Zone

Database Use

3]

Aliases Statistics
Aliazes AvMem MaxMem Hanging

Zone Statistics
Zones AviMem MaxMem Hanging

Config Statistics
Configes AvMem MaxMem Hanging

Storage_Edoe 0.8% of 258k 24 1 1 19 11 45 15 1 1 10 10 il
Server_Edoge 0.5% of 258k 30 1 1 11 11 4.5 20 1 1 11 11 il
TOTALS 54 0.7 q 30 22 1’;‘1 EO 2 2 7 11 2

42
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SAN Utilization...Assessing the SAN Fabric

Current State:

* Current SAN utilization ranges from 300MB to 825MB (100% _
Uti|ized) SAN Performance Graph... 8GB Switch

* |IBM Proposed adding TB’s of FLASH arrays to the existing SAN
Fabric! h

= Fabric is Heavily Utilized and Approaching Max Capacity
= A substantial number of ports are over 75% utilized
= Some ports are already operating at maximum
utilization

= This is a well-tuned and utilized 8Gb fabric

L ! -
5 1o 't,_ £
2 S UM A0 MU 1
LRSI AL T O N l: I

P 140 ot P 141 s P 143 e P 144 ok P 146 e B 147 e P 160 < P 161 s P 152 e P 183 - P 154 —— P 15§

3 e P 168 o P 169 nm—rm —— —PYS ——rP e P 225 P 226 Pz

24
300 600 700 800

me T Minutes (From Pfﬁ_‘{eb {fﬁ 16f 0

= There is just enough available “headroom” for a fabric fail- R R
over
= Any port that is over 50% utilized may not support
seamless fabric failover
= In the event of fabric failover, the current performance
data indicates there is adequate available bandwidth
to accommodate the additional I/O load

; 43
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50:05:07:63:Obeff6:02

P8 2107 #32 B2S0P2 XRC2
1B Tape or Disk
50:0507:63:0a:ffcTR2

P9 2107 #42 B2S0P2 XRC2
IBM Tape or Disk
50:06:07:63:0b:ff.c2:2e

P10 2107 433 B2SO0P2 XRC2
IBM Tape or Disk
50:05:07:62:0b:ff:c0:03

P11 2107 #43 B2S0P2 XRC2
|BM Tape or Disk
50:05:07:63:0b-ff.c6:06

P12 2107 #34 B2S0P2 XRC2
1BM Tape or Disk
50:05:07:63 0articT of

P13 2107 #44 B2S0P2 XRC2
IBM Tape or Disk
50:05:07:63:0b:ff.c3:bf

Washingtér! ﬁ& enter - St

Understanding Your Configuration/Topology

P14 52827 0.C6

T

isl
50:06:07:64:00:c8:71.e7

ODD Fabric

Fabric Name :

Ports:2¢ Unused§ Unlensd0
Anpnnnns se s

ane: EDCW_2498.8E
Doain [0 442

i SB-’F‘ES HCZBZ 2-104 PT 19

10:00:00 "' dﬂdﬂ‘l"dﬁ

1 998082 1.C
Hitachi Storage
50:06:De:20:03: 98802
P2 wdc4123a
Emulex HEA
200000000 cH: 56 40:42
P33 wdc4148a.1
mubex HBA
PO:00-00:00:c9: 5499 (el
Fi wdcsdd

ulex HB
200 o0 000 e 2065 0 3

EQ1a.1
B,

Emulex H
20:00:00:00:c9:-99:11:25

10:00:00:05:12:36:6b:f2
Mame: M48_2109_5
Domain ID: S
IP: 10.33.124.38

P27 wdcsn3Z220a.
- Iogic HEA,
20:00:00:1 b 32

SHP2H WDCTZ

Emulex HEA w.3.4M
200000000

‘b0 3b

S3PZ2 9990
Hitachi Stor.

50:06:0=:80: P15 wdccsmiDia.2

Emulex HBEA
20:00:00:00: c98e G808

S3P24 WDCXIVOOTModS. 1
LSI Logic HBA
S0:01:73:80:08:1d:00:00

P9 wdcsndgda. 1

Clogic HBA
200000 e0: 8007 21:2d
P10 998082.1. F

Hitachi Stora
S0-06: 0 80; 3 Soraa0s

P11 (biwdcsall 26.2
1BM H édﬂlogic
- 20:00:00:0d:60:d3:d 7 2b

P12 (bpedcsgl021.2
IBM HEA {Qlomic)
20000:00:14: 5e:25:4a:2f

P13 new wdcd 125a
Emulex HBA

20:00:00:00: B 56:23:Th
g P14 99380%2.1.G

Hitachi Storage
S0-06:-0e: 80:03:9caa 08

0 WD CEWMOSa. 2
HF' BA (Qlogic)
S0C01 45380003 at-36:b7

Black
Bilue

S3/P23 WDCSPS004.2
HP HBA {

5001 43%&?@45

S3P21 WDCTF2W1A.2

Emulex HBA
20:-00:00:00:c8: 9b: 3d:09

b wontre

iy Tirank MaSher
Tnank Shinve

S Mame: Rervisian: 1.0

File Plame: Draren By: SAN Healih
FCEP Link

ISCSI Link

La=t Edin: 40182011

Desoripran: SARM Disgram Creased Lsing Brocads Sak Hoakh™
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PO W2817.CHP1.76
IBM zSeries
50:05:07:64:00:ca:b7:3e

P1W2817.CHP2.7E
IBM zSeries
50:05:07:64:00:ca:b7:3e

i P7 Teradata FDO EDW 7b
7 HP 4Gb Virtual Connect
10 00:00:15:30:02:74:45

P11 W2817CHF‘U1Z 65
IBM zSeries
Eﬂl}ﬁmmﬂﬂmh?k

P12 WZ!H?CHPI 72
|BM zSeries
50:05:07: 5400 cabT:3e

P13W2817.CHPZ.7TA
IBM zSeries
50:05:07:64.00:ca:b7:3e

Parts:24 Unuse 10 Unlcnsd 0
10:00:00:05:33:85:b:8:
Manme; WTC_2498 €
Domain [D: 158
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SAN Health Report Sample

Color coded connectors that represent the link’s bandwidth

Detailed SAN Topology Diagrams

~oe 1000000606551 T4 ad
% Mame: ECHGE18
- Domam/ID: 4 -
P 1032 5182

ETS BACKURO1

" Emulex HEA
e 10 D000 cE 2T 2eci
- IT TAaPE

3 Crossroads Brid
10:00:00:e0:02:02:88:24

Emulex HBEA
10:00-00:-:00:c9-2d:03:71

ETS_BCOOTRPO1
Emulex
e 10:00:00:00:cB: 2b8d ac

. ETS_FILEQ1_2
Emulex H
e 10:00:0:0:00:c9:2h:50:a5

EES: 51 75:0d
EDGE19

ain ID: 5
519

ETS _MNFS01
Emulex HEA,
e 10:00:00:00:c8:2d:03:72

OLD ETS FILEOM

Emulax HEA,
s 10:00-00:00:c2-20: 52: b
; ETS_IMAGED1
- Emulex HBA
e 10:00:00:00:cD: 20809
ETS _WEBO
Emulex HEA

v 10:00°00-00:c3:2b: 53 af

: ETS_FILED1_1
b Emulex HBA
e 10:00:00:00:c9: Z2b:47:hS

Fevision: 1.0

w MName: EXAMPLE SAM 1
Sy B

" BROC

\Q&HaalthExarnpleDiagram.vsd

Drawn By: SAMHealth

Wlng Brocade SAN Health™

Lasi Edit: 2004-09-20

Black Fabric Dewvica
Bilue Loop Dewvice
ABOO

Diisk

Tapsa

FiC: Hast
iSCS5l Host
Appiance
Generic Switch
ey

1G FC Device
26 FC Davice
ISCSI Devica

— = G IS0

{{enel

— PG ISL
e 205 Trunk
=g S5 Trunk
a-H—ie 565 Trunk
oH—iie EG Trunk

[ ECEETE—. - 206 Trunk Slave
e 16 Routed Link
e 206G Routed Link
=—— —a FCIP I5L

ets_h=g30_1

FILEO1 _ZOME; IMSGEDL _ZOMNE

HF =&as000

DEC HSGE0 WI7FFR

S0:00:1F:e1:00:15:70:b1

S0:00:1F:el:00:15:70:b0

E Zone_Aaliases
i . g rMember_ OF_Zones
Custom Propertles WlndOW -é? :evicE;Descriitiu:n -
d|Sp|ayS the att”butes Of E Devil:;_Purl:_\:l'urld_Wide_Name
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1 sbps=s
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SAN Health 7800 Audit Output....Port Use, ISL/Trunk Summary, Bandwidth Utilization

SUMMARY FOR FXF MF HRO to EDCW A Pair { 2 SWITCHES IN FABRIC )

Switch Name Dom IF Address World Wide Name tadel Spd | OSver | Status | DaysUp | Pwrw) | Mode Serial Mumber  |Ports(Total ports if Unused  |Unlicnsd
[BMZ2495_RO6_HRO_A 1 10104167 10:00:00:05:533:d1:b2:22 7500 8G |7.4.1d Health 157 99 Mative ASSZETTHOOR 24 (24) 12 0
freight2448a 220 | 20413560206 | 10:00:00:06:35:d7.9e4a 7800 8G [74.1d Health 137 99 Mative ASS2ETTHOOL 24 (24) 14 0
Port Cournits Attached Device Types Inter Switch Links | Fan Out Ratios Fort Speeds Long Distance Modes
Switch Narme Total r Unusd Unlcd| Disk Tape Host Aplnc Giwy( ISL TrkMst TrkShv ([HstTrg ( DveSL| 2G0 4G 3G 168G 32G 1GE 10GE|10km 2Bkm BOkm 100k 300k Auto
IBM2498_RO6_HRO_A 24 12 0 4 0 0 0 0 0 0 0 04 4.0 0 4 12 0 0 0 ] 16 0 0 0 ] 0
freight2498a 24 14 0 2 0 0 0 0 0 0 0 02 20 0 0 16 0 0 0 0 16 0 0 0 0 0
TOTALS 48 26 0 4] 0 0 0 0 0 0 0 0 4 28 0 0 0 0 32 0 0 0 0 0
ISL{ TRUNK SUMMARY
Frorn Switch To Switch ISLor FSFF Farthest | Dynamic Awailable Bandwidth and Utilization
Marme DoriArea Slot/Port Narme DomArea Slot/Port | Trunk Type Cost | Pnt(Hops) | orStatic | Speed BW [ Average ([24Use [ Peak (D2 Use |
[BM2498_RO6_HRO A [ 1 16 16 freightz498a 2200 16 16 FCIP ISL b00 1 B 2Ghps[ B 40.3 MB/s - 94.7 MB/s -
BANDWIDTH UTILIZATION STATISTICS
Switch Name All Active Ports 5 BW used All ISL Ports & BW used All Host Ports 5 BW used All Target Ports #& BW used
Count Awg [ Peak({ 0-2b (26-75 76-100| Count Avg Peak( 0-25 (26-75 76-100| Count Awg Peak| 0-25 (26-76 76-100| Count Awg Peak| 0-25 (26-75 | 76-100
[BM24958_RO6_HRO_A 4 86 [ 35 4 0 0 0 0 0 0 0 0 4] 0 0 0 0 0 4 86 [ 33 4 0 0
freight2498a i 52 [ 15 2 ] ] 0 0 ] 0 0 0 0 0 0 0 0 ] i 832 [ 158 2 0 0
TOTALS §] 84 4] 0 0 0 0 0 0 0 0 0 0 0 0 §] 84 §] 0 0
Brocade Y800 Marme:|Br42438_ROE_HRO_ A WwWOWhN 000000533 d1b2:22  |FP Addres=: 10104167 Darnain (D01 FERF CAPTURE [Duration =g
Area | SlokPort Fart (D Statuiz Tupe | Speed Marne ! Alias ! Zone ZonedTa rodel Dezcription Part wiorld Wide MName Mode Warld wWide Marme Media SFP Tupe Bound | Lng Dst | Awg Perf e Perf
o 1] o000 Orlire F | 4G AN portd 1] 2107 D58000  |IBM Total Storage DSE000) 50:05:07:63: 05 3% 4621 50:05:07:63:0a ff.cE el Long BROCADE SCEl Lo 6. 4B 0B
A 1 010100 Orlirne F | 4G AN port] 1] 2107 D58000  |IBM Total Storage DSE000) 50:05:07:63: 05 3% 4621 50:05:07:63:0a:ff.cBel Lang BROCADE SCEl Lo 17.8MB 33.4MB
Fo 2 010200 Orlirne F | 4G AN part2 0 2107 DS8000  |IBk TotalStorage DS8000]  50:05:07.63:03:33:45:dc 50:05:07:63:09:FF chde Lang BROCADE SCEl Lo orAE orAE
Fa 3 010300 Orlirne F | 4G AN part3 0 2107 DS8000  |IBk TotalStorage DS8000]  50:05:07.63:03:38:45:dc 50:05:07:63:09:FF chde Lang BROCADE SCEl Lo orAE orAE
G & Orline WE | 2 Gbps freight2498a Tann Brocade Switch 10:00:00:05:33.d7: 9 4a L0 40.3MB 94 7B
Brocade 7800 Marmefreight24323a  wiWhI000:00:05:33:d7: 9242 IP Address:204.135.50.206  Dornain [D:220 FERF CAPTURE [Duration =g
Area | SlokPort Fart (D Statuiz Tupe | Speed Marne ! Alias ! Zone ZonedTa rodel Dezcription Part wiorld Wide MName Mode Warld wWide Marme Media SFP Tupe Bound | Lng Dst | Awg Perf e Perf
Fo I dc0000 Orline F |8G AN DSB800 BOC4PO 1] 2107 DS8000  |IBk Total Storage DSE000) 50:05:07:63:03:03:13:e6 B0:05:07:63:03:FF.d3.ef Long BROCADE SCEl Lo 2.5MB 15.2MB
A 1 de0100 Orlirne F |8GAN DSB800 B4C4P0 1] 2107 D58000  |IBM Total Storage DSE000) 50:05:07:6303: 23136 50:05:07. 6303 d3 ek Lang BROCADE SCEl Lo 7.8ME 14.8MB
G 16 Orline VE | 2Gbps 1Bh2498_F06_HRO_A 7800 Brocade Switch 10:00:00:05: 33 d1b2: 22 Lo 30.6MB 4E.3mMB
46
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Migrating to the IBM Extension Technologies

Large Deployment
ge beploy SANO6B-R Site B

Host/Processors (7800)
IBM FCIP
Replication

E Site A
\/
Clients having 4 units or less per site SANOBB-R Site C

Fabric SANO06B-R
7800
1G Enet 1G Enet % ( ) FCiP
IBM FCIP
Replication

' (7800)

*  Market Information
— 10-15% of SAN06B-R (7800) install base
— Clients having more than 4 units per site

- 85-90% of SAN06B-R (7800) install base

FCIP

Key Migration Procedure for Refresh:

IBM
Storage

* Rip and Replace Extension Procedures:

— With this approach simply replace the old switches with new preconfigured
switches.(SAN18B-6/SAN42B-R)

* New Workload Deployment — Do more with less

- Ir_:c\‘/l:airrigr;neei??e WAN infrastructure for FCIP and IP based storage replication Tomorrows SAEN18B;-R Sies
: Host/Processors i ' /810 IBM FCIP
— Isthe SAN18B-6 BW adequate? (2.5Gbps max)? Enterprise Solution FCIP Replication
— Assuming the same network and IP addresses will be reused... Site A .
IP WAN (Enet) IBM IP WAN
«  The network either needs to be the same subnets & capabilities as when the 7800 Replication
(SANOGB-R) was in use. \/ (neW Workload)
FC ==& :
*  You cannot have both the old and new platforms online at the same time when using Fabric ﬁ‘* SAN18B-R Site C
the same IP addresses, you'll get IP address conflicts on the network. However, you SAN42B-R (7810) c
can disable all the ports on the SAN18B-6 and pre-configure the SAN18B-6 with all FeP (7840) 106 Enet 10G Enet IBM FCIP
the ipif, iproute, fciptunnel and fcipcircuit information. Use the existing implementation Existing — . FeP Replication
as the template to configure the SAN18B-6 Workloa g BM 1P WAN
IP WAN (Enet)
IBM Replication
. Cutover, disable all the ports on the 7800, enable all the ports on the SAN18B-6 Storage (new workload)

such that both boxes are not online at the same time. It is possible to swing the
existing cables over to the 7810, or new cabling to the network. If If everything
has been configured correctly, the tunnels will come up....

IP WAN -
10G
Ethernet

; 47
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Prepare to Migrate.... Use SAN Health to discover both fabrics

Use the SAN Assessment and zone import tools

Host1 B
Host2_B
Hostd B
Haostd B
= Di=k100_30
= Disk100_40

© Copyright IBM Corporation 2020 Accelerate with IBM Storage

PROCESS - Recreating the
existing zone config from a legacy
fabric into a new fabric, which will
allow you to move the existing
devices and have them properly
zoned.

Prepare to Migrate in advance:
Build the new SAN infrastructure
Configure the SAN

Validate the new SAN

Run SAN Health
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Washington Syg(e_"“g:enter - Stor

SAN Health - Migration Assessment

Assessing the existing Fabric Technology Application failover considerations

' - Storage failover considerations

// - Topology change at time of the migration

Zone configurations export/import
stratergy

Server and storage device placement

Assessing the new Fabric Technology
- FOS upgrade requirements
Capture Configuration Parms of
existing switches

Zone Import
, :::E—EE Trunking considerations
—F— Hostd B - Future server & storage expansion
- = Hostd_B
‘== = Disk100_30 - Preliminary migration planning
—— == Disk100_40

RUN SAN Health

; 49
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SAN Health - Perform the Migration and Validation

Pre/Post Migration

[l

ot i((' )
(il

© Copyright IBM Corporation 2020

Host1 B
Host2_B
Hestd B
Hostd B
=== Dizk100_30
== Disk100_40

Accelerate with IBM Storage

Create baseline configs for all
switches

Import/Purge zoning sets

Create zones for new devices
Run Broadcom’s SAN Health
Execute the migration

Validate new SAN Configuration
Validate application operations
Backup new SAN Configurations
Sign off on SAN Migration

Retire the old SAN Infrastructure
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Simple Steps to Modernization | Add New
o % ~~~~~~~~~~~ - Hardware
/BN
e B Y Non-disruptive
Fabric Vision Virtuaiize SAN Growth
QQ =
— , Virtualize &
= '
% 4 Migrate Data
: Consolidate
, as needed
Monitor with

Fabric Vision

4/8/ 16

SAN @

IBM
Spectrum
Control

Automate with
Your Tool of
Choice

Add NVMe/AFA
when Ready

s

51
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SAN Update

Questions: N §
Email: SANHealthAdmin@broadcom.com

Downloads and more information: www.broadcom.com/sanhealth

Uploads Upload@Broadcom.com

New Online Help: SAN Health = http://community.broadcom.com/docs/DOC-2662

Are you or your customers among the 48,000 users benefitting from this?

1,800+ reports encompassing 3 million+ switch ports are generated every
week!

; 2
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SAN Health 4.2 Installation
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SAN Health 4.2

« SAN Health V4.2 is available on the Broadcom Web Site
— Massive CPU use and associated scalability improvements

— Resilience to issues / restart of failed responses or move to the next diagnostic without simply faulting that
switch session

— New improved more granular port performance capture

— Faster data collection, data manipulation with improved watchdog process to handle any error conditions
and detect them faster

— Improvements to Virtual Fabric discovery and logical switch handling
— Improvements and simplification of the user interface
— Completes change from Brocade to Broadcom portal/upload/email/etc.

— Screen resizing and splitter panels setup to handle today’s large monitors with high DPI and scaling
factors.

— Updates to underpinning communication stacks (SSH, HTTPS, SSL)
— End of Life for Brocade FOS 6 and Below
— End of life for MCDATA support

; 54
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© Copyright 1§

23 SAN Health 4.2.0b

3 MNew (= Open [ml Save | 2] Options @ Help 0 Devices Selected For Audit Z03 PN 12002019

SAN Health® BROCADE

A Broadcom Inc. Company

This program captures diagnostic and performance data from SAN switches to aid in the
generation of a SAN Health report containing inventory, topology and performance information.

Only commands that retrieve information from the switch are used.
No switch configuration settings are changed.

Select New to create an audit set.

Find help Upload an audit BSH file via https Check for the latest version

Or via email Ask a question

Brocade Proprietary and Confidential. Copyright © 2019 Brocade Communications Systems LLC. All Rights Reserved. Version 4.2 0b
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33 WSC_SanHealth,SET - SAN Health 4.2.0b

Mew | [ Open | = SE‘."E| 23 Optior15| L7 Help|

4 Devices Selected For Audit

2:04 PM 12/92019

= Details C& Dis.cuverl .,g.___ Fabric | E%:‘ Switch | ’ Captu

F&l

In addition to yourself, you
can automatically share the
report with:

— A Broadcom SE

— Broadcom Tech
Support

— Any other jdividual

Company

Zip/Postal Code |55gpq
State/Province |y o

Report Return

Retype Email |raschus@us.ibm.com

Report Details

Mame this Report |w5c‘.- Network |

User Details

First Name |Bob

Last Name |Schuster

Job Title |IT Specialist

Phone |507-253-5457

Name ||BM

Addresst |agne Highway 52 N
AddressZ 5503 1 ap

City |Rochester

Country | ynited States >

Email (raschus@us.ibm.com M ake sure the emall

corect repork return.

address iz valid to ensure

M) Wsc - Network

= @ ratsswil3
B 5.5.101.132 10:00:00:05:33:Tc:72:£fc 300 ratsswi3
E| @ ratsswi4d
B S9.5.101.135 10:00:00:05:33:75:€59:74 300 ratsswid
E| @ ratssswis
E 5.5.101.152 10:00:50:eb:1a-9%8:7b:1f €505 ratsswis
E| ------ @ ratsswilEé
B 5.5.101.1%¢ 10:00:50:eb:1a:95:25:08 €505 ratsswle
Time IP Address i FID Message | 51 Clear Logl [l SavelLog

Log cleared on loading audit set
SAM Health Version 4.2 .0b
Session Summary Queued:0 Diag Capture:d Perf Capture:0 Completed:0 Failed:0

Local Time: 05%-Dec—2015% 02:04:10 PH

© Copyright IBM Corporation 2020

Optional Additional Recipients e IE ADDRESS T - LOE MESSAGE
hare a copy of the resulting report with the following email address(es) 14:04:10.7 Loading Audit SET C:\SAN Health Audits\WSC SanHealth.SET
|tim.iekaﬂbruadcum.cum 14:04:10.7 O Fabrics, 0 Switches, 0 Selected, 0 Completed, 0 Failed
L 14:04:10.7 Rdding Fabric 1 ratsswil3 with perf capture duration 1 Minute
14:04:10.7 RAdding Fabric 2 ratsswil4 with perf capture duration 1 Minute
14:04:10.7 Rdding Fabric 3 ratssswil5 with peri capture duration 1 Minute
) . 14:04:10.7 Rdding Fabric 4 ratsswil€ with perf capture duration 1 Minute
To complete a SAN Health audit
@ P 14:04:10.7 5.5.101.132 TezT2:zfe 2dding ratsswil3 Model:300 to fabric "ratsswil3™
|'_=AE] Name the report, enter site details and report return options 14:04:10.7 3.5.101.135 T5:€69:74 2dding ratsswil4d Model:200 to fabric "ratsswi4™
. . . . 14:04:10.7 5.5.101.152 S98:7b:1f Adding ratsswi5 Model:€505 to fabric "ratssswibs"
Q Enter a switch IP address and login credentials 1o add a fabric 14:04:-10.7 95.5.101.1%5¢ S99:25:08 Adding ratsswlé Model:€505 to fabric "ratsswle™
g-_—_ Click on fabric(s) in the tree view and complete the fabric details 14:04:10.8 21d audit set format. HNote that new switch diagniostic commands hawve been added and all
commands enabled
¥ Test connectivity to the fabric members 14:04:10.8 The Budit Set C:\SZN Health REudits\WSC_SanHealth SET has been loaded
. . 14:04:10.8 4 Fabriecs, 4 Switches, 4 Selected, 0 Completed, 0 Failed
Sawve the audit set file you have just created ' ! : ’
'H ¥ ! 14:04:10.8 There are 4 Dewices Selected For Rudit
(M) Click on "Start Audit”
Accelerate with TBEM Storage
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© Copyright IBM Corj

| Il Save| ) Options | @ Help | 4 Devices Selected For Audit 204 PM 120972019
i Fabric | # Switch | P capture | M) wsc - Wecwork
@ ratsswis
W33 3.5.101. 132 10:00:00:05:33:7c:72:fc 300 ratsswl3
Discover Switches M) racsswos
W33 3.5.101. 135 10:00:00:05:33:75:69:74 300 ratsswid
. @ ratssswis
Switch P Address 9 - 5 - 101 - 217 W3 s.5.101.192 10:00:50:eb:1a:98:7b:1f &505 ratsswis
UserNarne|admin | B[ rarssuoe
W23 s.5.101.13¢ 10:00:50:eb:1a:99:29:08 &505 ratsswié
PE,S-SWDFd|"""‘*"“ |
|:|Thi3 switch is part of a virtual fabric
Add Switch/Fabric
@ If detection fails, try changing the Time Out Values under the
Options menu.
Time IP &ddress wiWN FID Meszage | 5 Clear logl [l Save Log
Log cleared on loading audit set
SAEN Health Versiom 4.2.0b Local Time: 05-Dec—2015% 02:04:10 BM
Session Summary Queued:0 Diag Capture:0 Perf Capture:0 Completed:0 Failed:d
TIME IF ADDRESS WWH FID LOE MESSAGE
14:04:10.7 Loading Audit SET C:\5aN Health Audits\WSC SanHealth.SET
14:04:10.7 O Fabrics, 0 Switches, 0 Selected, 0 Completed, 0 Failed
14:04:10_.7 Adding Fabric 1 ratsswi3 with perf capture duration 1 Minute
14:04:10.7 Adding Fabric 2 ratsswl4 with perf capture duration 1 Minute
14:04:10.7 Adding Fabric 3 ratssswilb with perf capture duration 1 Minute
. 14:04:10.7 Adding Fabric 4 ratsswlc with perf capture duration 1 Minute
@ To CDITIP'EtEﬂ SAN Health audit 14:-04:-10.7 5.5.101.132 Te:72:fc 2dding ratsswi3 Model:300 to fabric "ratsswi3™
@ Mame the report, enter site details and repert return options 14:-04:10.7 S.5_101_.135 TE:E5:74 2dding ratsswil4 Model:3200 to fabric "ratsswl4"
. . . . 14:04:10.7 5.5.101.152 S98:7b:1£ 2dding ratsswil5 Model:&505 to fabric "ratssswii™
Enter a switch IP address and login credentials to add a fabric
Q g 14:04:10.7 5.5.101.15%¢ S959:25:08 2dding ratsswl& Model:&505 to fabric "ratsswle"
% Click on fabric(s) in the tree view and complete the fabric details 14:-04:10_.8 ©ld audit set format. MNote that new switch diagniostic commands have been added and 211
commands enabled
%P Test connectivity to the fabric members 14:04:10.8 The Audit Set C:%SAN Health BEudits\WSC_SanHealth.SET has been loaded
§ . 14:04:10.8 4 Fabrics, 4 Switches, 4 Selected, 0 Completed, 0 Failed
Q Save the audt set file you have just created 14:04:10.8 There are 4 Devices Selected For Budic
(¥} Click on "Start Audit"
ACCETETare WIlT TBIVI STorage




23 WsC_SanHea Health 4.2.0b
O Mew |E Open

ve | 2] Options | @ Help |

4 Devices Selected For Audit Z:05PM 12872019

éﬁ Details | C& Discowver |

Fabric 53:*3 Switch | } Capturel

@ Click on a fabric in the tree view to display details for

the selected fabric

MName This Fabric

The Port Throughput Performance Capture Duration

2 4 [ 8 0 12 14 16 18 20 22 24Hrs

5 Minutes

After the switch diagnostic logs are captured, SAN Health will hold the switch
session open for the specified duration to capture port traffic statistics.

Performance capture is only available for Brocade switches.

Test Fabric Connectivity
And Get Switch Details

&)
Set All Switches To The
Same Password

M) wsc - Wetwork

@ ratsswi3
B S5.5.101.132 10:00:00:05:33:7c:72:£c 300 ratsswil3
w|lw') ratsswid
B 5.5.101.135 10:00:00:05:33:75:€5:74 300 ratsswild
@ ratssswils
B 5.5.101.1%2 10:00:50:eb:1a:%8:7b:1£f €505 ratsswils
#) ratsswie
B 5.5.101.1%¢ 10:00:50:eb:1a:599%:25%:08 €505 ratsswile

Tree View is now the interactive progress display
during audit

@ To complete a SAN Health audit

%

Mame the report, enter site details and report return options

Enter a switch IP address and login credentials to add a fabric

Test connectivity to the fabric members

Save the audit s&t file you have just created
Click on "Start Audit”

) B

Click on fabric(g) in the tree view and complete the fabric details

Time IF Address ] FID  Message | GCIearLog| [l Savelog

Log cleared on loading audit set
S5AN Health Versionm 4.2 .0b Local Time: 05-Dec-201% 02:04:10 BM
Session Summary Queued:0] Diag Capture:d Perf Capture:0 Completed:0 Failed:0O

TTHE IP ADDRESS WWH FID LOG MESSAGE

14:04:10.
14:04:10.
14:04:10.

7 Loading Budit SET C:\SAN Health Audits\WSC SanHealth SET

7 O Fabrics, 0 Switches, 0 Selected, 0 Completed, 0 Failed

7 RBdding Fabric 1 ratsswil3 with perf capture duration 1 MHinute

14:04:10.7 Rdding Fabric I ratsswl4 with perf capture duration 1 Minute

14:04:10.7 Rdding Fabric 3 ratssswil5 with perf capture duration 1 Hinute

14:04:10.7 Rdding Fabric 4 ratsswl& with perf capture duration 1 Minute
7
7
7
7
g

14:04:10.7 5.5.101.132 To:T2:fc 2dding ratsswi3 Model:300 to fabric "ratsswi3i™

14:04:-10.7 5.5.101.135 Th:e5:74 2dding ratsswl4 Model:300 to fabric "ratsswi4"™

14:04:-10.7 5.5.101.152 S58:7b:1f 2dding ratsswl5 Model:£505 to fabric "ratssswis™

14:04:-10.7 5.5.101.15%& 559:25:08 2dding ratsswl& Model:&505 to fabric "ratsswile™

14:04:10.8 C0ld audit set format. WNote that new switch diagniostic commands hawve been added and all
commands enabled

14:04:10.8 The Zudit Set C:“5REN Health Rudits'WSC SanHealth.SET has been loaded

14:04:10.8 4 Fabrics, 4 Switches, 4 Selected, 0 Completed, O Failed

14:04:10.2 There are 4 Devices Selected For Rudit

© Copyright IBM Corporation 2020
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23 WSC_SanHealth.5ET - SAN He
O Mew |E' Cpen | = Save

s| (7)) Helpl

4 Devices Selected For Audit Z:05PM  12/972019

34 Details | ), Discover | = Fabric

| B witch | b Capture |

© Copyright IBM Corp

5

Click on a switch in the tree view to display details
for the selected switch

P Address:
User Name:

Password:

Test Connectivity And
Get Switch Details

Switch Name
World Wide Name
Switch Model
Domain 1D
Chassis WWN
Chassis name
Fabric IO

Default Switch

Base Switch

(¥) ¥SC - Wetwork
\f ratsswil3
W23 =.5.101.132 10:00:00:05:33:72:72:£fc 300 ratsswii

B

E| U' ratsswi4
39.5.101.135 10:00:00:05:33:75:€5:74 200 ratsswi4

\f ratssswis
29_5_101_192 10:00:50:eb:1a:98:7b:1£f €505 ratsswilh

(OF- sl - RUOy RS

@ To complete a SAN Health audit

MName the report, enter site details and report return options
Enter a switch IP address and legin credentialz to add a fabric
Click on fabric(g) in the tree view and complete the fabric details
Test connectivity to the fabric members

Save the audit et file you have just created
Click on "Start Audit”

\f ratsswile
W23 5.5.101.19¢ 10:00:50:eb:1a:9%:29:08 £505 ratsswié
Time P sddress W FID Message | iClearlog | [ Savelog

Log cleared on loading audit set
SEN Health Version 4.2.0b Local Time: 05-Dec-2015% 02:04:10 PM
Session Summary Queued:0 Diag Capture:0 Perf Capture:0 Completed:0 Failed:0

TIME IP ADDRESS WWL FIL Loz MESSAGE

14:04:10.7 Loading Audit SET C:\5AN Health Audits\WSC SanHealth.SET

14:04:10.7 0 Fabriecs, 0 Switches, 0 Selected, 0 Completed, 0 Failed

14:04:10.7 Zdding Fabric 1 ratsswil3 with perf capture duration 1 Minute

14:04:10.7 Adding Fabric 2 ratsswil4 with perf capture duration 1 Minute

14:04:10.7 Adding Fabric 3 ratssswili with perf capture duratiom 1 Minute

14:04:10.7 Zdding Fabric 4 ratsswil&é with perf capture duration 1 Minute

14:04:10.7 5.5.101.132 Te:72:fc 2dding ratsswi3 Model:300 to fabric "ratsswil3™
14-04:10.7 5.5.101.135 T5:85:74 2dding ratsswi4 Model:300 to fabric "ratsswil4™
14:04:10.7 5.5.101.152 98:7b:1£ 2dding ratsswi5 Model:€505 to fabric "ratssswis™
14:-04:10_.7 5.5_101_1%¢ 959:2%5:08 2dding ratsswilé Model:£505 to fabric "ratsswile™
14:04:10.8 0l1d audit set format. MHNote that new switch diagnicstic commands have been added and all

commands enabled

14:04:10_8 The Rudit Set C:%“W5AN Health Rudits‘\WSC_SanHealth.S5ET has been loaded
14:04:10.8 4 Fabrics, 4 Switches, 4 Selected, 0 Completed, 0 Failed

14:04:10.8 There are 4 Devices Selected For Zudit

OTatoIT Z0Z0

ATTETCTAIE 7

UT TV Sturtayte
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23 WSC_SanHealth.5ET - SAN Health 4.2.0b

3 Mew | [Z Open | = Sa'.rel | Dptionsl

4 Devices Selected For Audit Z05PM 1292019

5 Details | Q,nisouver| i Fabric | % Switch | B capture

© Copyright IBM C(

Start The Audit

@ Before the audit starts a Pre-flight Check is conducted to ensure that
all data values have been entered correctly.

It iz a good idea to save the audit set now =o that you can run this
audit again at a later date.

®

Start Audit

@ To complete a SAN Health audit

Name the report, enter site details and report return options

I_Fu:)

Enter a switch IP address and login credentials to add a fabric
Click on fabric(g) in the tree view and complete the fabric details
Test connectivity to the fabric members

Save the audit set file you have just created
Click on "Start Audit”

(OF v - Fut

M) Wsc - Network
- \f ratsswi2

B 5.5.101.132 10:00:00:05:33:7c:72:£c 300 ratsswi3
@ratssw04

29_5_101_135 10:00:00:05:33:75:69:74 300 ratsswid
\f ratssswis

W= 5.5.101. 1352 10:00:50:eb:1a:58:Th:1f €505 ratsswis
wliw') ratsswile
W33 5. 5,101 13¢ 10:00:50-eb:1a:-99:29:08 €505 ratsswiE

Time IP Address M FID  Meszsage | 3! Clear Log | el Savelog

Log cleared on loading audit set
SEM Health Version 4.2.0b Local Time: 05-Dec—2015% 02:04:10 BM
Session Summary Queued:0 Diag Capture:d Perf Capture:0 Completed:0 Failed:0

TIHME IPF RDDRESS WWH FID LO&E MESSRAEE

14:04:10.7 Loading Audit SET C:\S5AN Health Audits\WSC SanHealth.SET

l4:04:10.
14:04:10.
14:04:10.
l4:04:10.

0 Fabrics, O Switches, 0 Selected, 0 Completed, 0 Failed

2dding Fabric 1
2dding Fabric

ratsswil3 with perf capture duration 1 Hinute
ratsswil4 with perf capture duration 1 Hinute

7

7

7

7 2

7 Zdding Fabric 3 ratssswib with perf capture duration 1 Minute
14:04:-10_.7 Rdding Fabric 4 ratsswil& with perf capture duration 1 Minute
14:04:10.7 5.5.101.132 To:72:fe bdding ratsswl3 Model:300 to fabric "ratsswil3™
14:04:10.7 5.5.101.135 To:e9:74 2dding ratsswl4 Model:200 to fabric "ratsswid™
14:04:10.7 S.5.101.152 98:7b:1£ 2dding ratsswil5 Model:&505 to fabric "ratssswii™
14:04:10.7 5.5.101.1%& 959:25:08 bdding ratsswile Model:8505 to fabric "ratsswie"
14:04:10.8 C2ld audit set format. MNote that new switch diagnicostic commands have been added and all
commands enabled
14:04:10.58 The Rudit Set C:\5AN Health REudits\W5C_SanHealth 5ET has been loaded
14:04:10.58 4 Fabrics, 4 Switches, 4 Selected, 0 Completed, O Failed
14:04:10.8 There are 4 Devices Selected For Rudit
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AN AUDITIS IN PROGRESS

Queued For Audit: 3
Capturing Diagnostics Logs: 1
Capturing Port Throughput: 0
Failed: 0

Completed: 0

@

Interrupt and Forceably
Stop All Sessions

or right click on a switch in the tree
view to stop an individual session

—
o

L)
]
=
[=%

COCEPEFROOBEO0C

Incomplete data - Click on the item and add the missing details
Complete data - Ready for the audit to be started

Audit completed - Diagnostic data has been successfully cellected
Warning - Check the activity log for more information

Audit aborted - Check the activity log for more information

Session refused by the target or a firewall in the communication path
Searching for open S3H or Telnet port

Exchanging legin credentials

Bad login credentials - Click on the switch to change the credentials
Gathering the output from CLI diagnostic commands

Capturing throughput data for the specified duration (FOS switches only)
Session timed out, try increasing the timeout values in the options menu
Unknown device, send the log to SANHealth. Admin@broadcom.com

Logical Switches on the same IP that have been queued to run sequentially

Q 9.5.101.132 Attempting Connection using Telnet

@J 5.5.101.135 10:00:00:05:33:75:659:74 300 ratsswl4 — Queued for audit
@ ratsssw05
@J 5.5.101.1%2 10:00:50:eb:1a:328:Tb:1f €505 ratsswls - Queued for audic
@ ratsswie
@J 5.5.101.15¢ 10:00:50:eb:1a:95:25:08 §505 ratsswls - Queued for audic

NEW ACTIVITY LOG

There is a new faster and more efficient activity log that uses
color coding to distinguish high level messages, switch
messages and 3 different alert levels. The activity log now
lists all switch messages against IP, WWN and FID

Time
14-04

l4:04:
14:04:
14:04:
l4:04:
14:04:
l4:04:
14:04:
14:04:
l4:04:

commands

14:04

l4:04:

10,

IP Address WWN  FID Message | iClearlog | (gl Savelog |
-7 0 Fabries, 0 Switches, 0 Selected, 0 Completed, 0 Failed
.7 Rdding Fabric 1 ratsswl3 with perf capture duration 1 Minute
.7 Rdding Fabric Z ratsswl4 with perf capture duration 1 Minute
-7 Rdding Fabric 3 ratssswil5 with perf capture duration 1 Minute
.7 Rdding Fabric 4 ratsswl€ with perf capture duration 1 Minute
7 5.5.101.132 Tc:72:fc Bdding ratssw(3 Model:300 to fabric "ratsswi3"
.7 5.5.101.135 T5:€5:74 2dding ratsswl4 Model:300 to fabric "ratsswi4"
.7 5.5.101.152 S8:7b:1£ Bdding ratssw(l5 Model:€505 to fabric "ratssswii™
-7 5.5.101.1%&¢ S99:29:08 Bdding ratsswl& Model:€505 to fabric "ratsswie™
-8 01d audit set format. Mote that new switch diagnicstic commands hawve been added and all

enabled

8 The Rudit Set C:\S52&N Health Audits\W5C_SanHealth.SET has been loaded
.8 4 Fabrics, 4 Switches, 4 Selected, 0 Completed, 0 Failed

.8 There are 4 Devices Selected For Rudit

.2 Start Rudit Button Clicked

.8 Starting preflight check

-8 The preflight check passed.

.8 Queuing 4 Devices Selected For Rudit switches for audit

-8 Starting Telnet Rctiwvity....

.7 5.5.101.132 Te:72:fc Switch audit STARTED - 5.5.101.132

7 5.5.101.132 Tc:72:fc Initializing communications stack

.8 9.5.101.132 TJo:72:feo Starting session using (Telmet 1 55H 2)
-1 5.5.101.132 TJe:72:fc Attempting Connection using Telnet

© Copyright IBM Corporation 2020
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23 WSC_SanHealth.SET - SAN Health 4.2.0b

AN AUDIT IS IN PROGRESS

Quueued For Audit:
Capturing Diagnostics Logs:
Capturing Port Throughput:
Failed:

Completed:

®

Interrupt and Forceably
Stop All Sessions

[ T s N s IR SR s

or right click on a switch in the tree
view to stop an individual session

—
o
[Lw]
o
=
[w i

Incomplete data - Click on the tem and add the mizzing details

Complete data - Ready for the audit to be started

Audit completed - Diagnostic data has been successfully collected
Warning - Check the activity log for more information

Audit aborted - Check the activity log for more information

Session refused by the target or a firewall in the communication path
Searching for open 55H or Telnet port

Exchanging login credentials

Bad login credentials - Click on the switch to change the credentials
Gathering the output from CLI diagnostic commands

Capturing throughput data for the specified duration (FOS switches only)
Session timed out, try increasing the timeout values in the options menu
Unknown device, zend the log to SANHealth Admin@broadcom.com

Logical Switches on the same IP that have been queued to run sequentialty

b:’) r;s:‘.i:.aml.laz
.k'_ﬂ rgszi':..lml.lss
T e
. 9 rgszi.i:.eml.lse

Sending lfcfg —-—show

Sending lfcfg ——show

Sending hashow 4& of

Sending fwSamShow 45

-lisl -v 50 of 23

—-cfg 48 of B85

25

of 25

PROGRESS CONTROL AND DISPLAY

The progress of the audit is now displayed as text directly
against the switch element in the tree view of switches.
There is an oscillating traffic icon on each switch showing that
the process is still live

Time IP Address WM FID Message | (51 Clear Log | |=l Savelog
14:-07:-42.5% 5.5_101.135 Th:E59:T74 Sending fwFruCfg --show 43 of 8%
14:07:43.1 5.5.101.1%9¢ 959:25:08 Sending ficonshow rnid 40 of 2%
14:07:43.3 5.5.101.132 Tc:T72:fc Sending hashow 4€& of 8%

14:-07:43.5% 5.5.101.132 S58:7b:-1f Sending fosconfig —--show 41 of 85
14:-07:-44.1 5.5_101.135 Th:E59:T74 Sending fwPortDetailShow 44 of 85
14:07:44. 0 5.5.101.132 Tc:T72:fc Sending ipaddrshow 47 of &3
14:-07:45.0 5.5.101.1%59¢ 559:25:08 Sending fosconfig —--show 41 of 85
14:07:45.3 5.5.101.135 T5:€59:74 Sending fwSamShow 45 of 8%
14:07:45.6 5.5.101.152 S58:7b:1£f Sending fwhlarmsFilterShow 42 of 235
14:07:4€.5 5.5.101.135 T5:659:74 Sending hashow 4€& of 8%

14:-07:4€.4 5.5.101.159¢ S99:2%5:-08 Sending fwhlarmsFilterShow 42 of 835
14:-07:4e.6 S5.5.101.132 Toe:T2:zfc Sending lfefg —-—show —-cfg 48 of B85
1l4:07:4€.8 S5.5.101.152 S58:7b:1f Sending fwFrulfg —--show 43 of B85
14:07:47.€ 5.5.101.1%9¢ 959:25:08 Sending fwFrulfg —--show 43 of 23
14:-07:48.0 5.5.101.152 S58:7b:-1f Sending fwPortDetailShow 44 of 85
14:-07:-48.1 5.5.101.132 Toe:T2:zfc Sending lfefg —-—showall -cfg 4% of 8%
1l4:07:48.1 5.5.101.135 To:g9:T4 Sending ipaddrshow 47 of 23
14:07:48.9% 5.5.101.1%9¢ 959:25:08 Sending fwPortDetailShow 44 of 25
14:07:4%.2 5.5.101.1592 S8:7b:1f Sending fwSamShow 45 of 8%
14:-07:45%.5 5.5.101.132 Toe:T2:zfc Sending lfefg —-—show -1lisl -+ 50 of 85
14:07:45.8 5.5.101.135 T5:659:74 Sending lfcfg ——show -cfg 48 of 8%
14:07:50.1 5.5.101.15¢ S59:25:08 Sending fwSamShow 45 of 285
14:-07:50.4 5.5.101.132 S58:7b:-1f Sending hashow 4& of 3%
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- SAM Health 4.2.0b

UDIT CAPTURE COMPLETED

Completed: 4 Failed: 0
C:\SAN Health Audits\Bob_Schuster_191209_1406_WSC_-_Network.BSH

complete the SAN Health process you must send the encrypted
data file (.B5H) to the report generation queue.

@

Send the captured data file to the report
generation queue via HTTPS

Or send the .BSH file via email
SANHealth.Upload@broadcom.com
Or use this upload page
https-//sanhealth broadcom com/upload

If you do not receive a report back within 48 hours, please contact
SANHealth.Admin@breadcom.com

The report will be posted to a secure single-sign-on
download page against the user ID(s)

raschus@us.ibm.com, tim.jeka@broadcom.com
If an account for this user ID does not already exist, it will be automatically
created and an activation email sent.

A zip file will be returned that contains an Excel report, a Visic topology
diagram and tables of raw data in CSV format.

© @

Return to Start Exit

To display captured data click on a switch in the tree view

- d >

(\_f) ratsswi3

@ 5.5.101.132 10:00:00:05:33:72:72:£c 300 ratsswi3 [SUCCESSFUL - AUDIT COMPLETE

E| @ ratsswid

§.5.101.135 10:00:00:05:33:75:65%:74 300 ratsswil4 [SUCCESSFUL - AUDIT COMPLETE
ratssswis

: @ S9.5.101.1%2 10:00:50:eb:1a:98:7b:1f €505 ratsswls [SUCCESSFUL - RAUDIT COMPLETH
B (\_f) ratsswie
B 5.5.101.1%¢ 10:00:50:eb:1a:99:25:02 €505 ratsswl€ [SUCCESSFUL - RUDIT COMPLETH
< >
Time IP &ddress WM FID  Message | EGEEFLOgl |l Savelog
14:10:15.8 All Sessions have COMPLETED (Successful:4 Failed:0O) ~
14:10:15_.8 Compiling BSH file using RES25€ encryption and GZip compression
14:10:15.28 Creating file header for Bob Schuster 131205 140& W5S5C - Network
14:10:15.2 Data File Header Completed (173 Lines)
14:10:1%.8 Adding File Header
14:-10:1%.8 3.5.101.132 To:T72:fc 2dding switch data to upload file
14:-10:1%.8 3.5.101.135 Te:g9:74 2dding switch data to upload file
14:10:15.8 5.5.101.152 98:7b:1f 2dding switch data to upload £file
14:10:15.8 5.5.101.1%¢ 959:25:08 2dding switch data to upload £file
14:10:20.3 Completed Creation of C:\5RN Health Rudits\Bobk_Schuster 1512035 140& WSC_-

_Hetwork BSH

SAN HEALTH ACTIVITY LOG: AUDIT COMPLETED

Loc FILE: C:M\SRAW Health Rudits\Rudit Logs'\Bob Schuster 1512035 _140€ WSC - Network LOG
05Decl3htl41020_Rudit Completed.rtf

USER: Bobk Schuster raschus@us.ibm.com

SHRRE: tim.jekal@broadcom.com

SET FILE: C:%SAN Health Rudits\WSC_SanHealth.SET

FRBRICS: 4 SWITCHES: 4 COMPLETED: 4 FAILED: O

TIMEQUIS: CLI Response=l20s Session Connect=8s Login=cls

CPU USE: Max Concurrent Sessions=50 Delay between CLIs=100ms

PROTOCOL: Telnet First Then S55H If Telnet Fails
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2 WSC_SanHealth.SET - SAM Health 4.2.0b

AUDIT CAPTURE COMPLETED

Completed: 4 Failed: 0
[ SAN Health Audits\Bob_Schuster_191209_1406_WSC_-_Network.BSH

mplete the SAN Health process you must send the encrypted
ta file (.BSH) to the report generation queue.

%

Uploading, please wait...

Or gend the .BEH file via email
SANHealth Uploadi@broadcom.com

Or use this upload page
https:-//sanhealth _broadcom.comfupload

If you de not receive a report back within 48 hours, please contact
SANHeatth. Admin@broadcom.com

The report will be posted to a secure single-sign-on
download page against the user IDs)

raschus@us.ibm.com, tim.jeka@broadcom.com

If an account for this user ID does not already exist, it will be automaticalty
created and an activation email sent.

A zip file will be returned that containg an Excel report, a Visio topelogy
diagram and tables of raw data in C3V format.

<

Return to Start

To display captured data click on a switch in the tree view

- o x
M) wsc - Network
EI @ ratsswil32
: @ 5.5.101.132 10:00:00:05:33:7c:72:fc 300 ratssw(l3 [SUCCESSFUL - AUDIT COMPLETE
@ ratsswild
@ 5.5.101.135 10:00:00:05:-33:-75:69:74 300 ratsswl4 [SUCCESSFUL - AUDIT COMPLETE
V ratssswis
E @ 5.5.101.152 10:00:50:eb:1a:928:7k:1f €505 ratsswlS [SUCCESSFUL - RUDIT COMPLETH
@ ratsswilc
5.5.101.15¢ 10:00:50:eb:12:99:259:08 €505 ratsswl€ [SUCCESSFUL - RUDIT COMPLETH
£ >
Time P &ddress WM FID Message | GGlClearLlog | [ Savelog
SET FILE: C:\5AN Health Rudits\WSC SanHealth.SET L

FABRICS: 4 SWITCHES: 4 COMPLETED: 4 FAILED: 0

TIMEQUTIS: CLI Response=180s Session Connect=8s Login=€0s
CPU USE: Max Concurrent Sessions=50 Delay between CLIs=100ms
PROTOCCL: Telnet First Them 55H If Telnet Fails

14:10:52 .4 Uploading C:%“S5AN Health Audits\Bob_Schuster_ 15120% 140& WSC_-_ Network BSH to the
report generator gueus
14:10:52.4 > HITES: Timeout set to &0 seconds

14:10:52.4 > HITES: Stack initialized

14:10:52.4 Starting upload of C:WSAN Health Rudits\Bob Schuster 1512035 140 WSC_ - Network.BSH
14:10:52.4 > HITPS: Activity - Conmnecting to sanhealth.broadcom.com
14:10:52.7 == HITPS: Activity - Connected (Idle)

14:10:52.8 > HITES: Activity - Reguesting the specific page on the server
14:10:52.8 > HITES: Activity - Sending data to the serwver

14:10:52.8 = HITES: Progress - 327&2 out of 2 bytes

14-10:52.8 = HITPS: Progress — £553c out of £ bytes

14:10:52.8 = HITPES: Progress — 53304 out of 50& bytes

14:-10:53.1 = HITPS: Progress — 131072 5 bytes

14:10:53.2 » HITES: Progress — 183540 bytes

14:10:53.2 > HITPS: Progress — 15&6€03 € bytes

14:10:53.2 > HITPS: Progress — 22350€ out of 223508 bytes

14:10:53.3 == HITES: Activity - Waiting for response from the server
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n ente

23 WSC_SanHealth.SET - SAN Health 4.2.0b - O *
M) wsc - Network
— AUDIT CAPTURE COMPLETED Bl @) zavsswos
Completed: 4 Failed: 0 @ 5.5.101.132 10:00:00:05:33:Tc:x72:fc 300 ratsswl3 [SUCCESSFUL - ARUDIT COMPLETE
C:\SAN Health Audits\Bob_Schuster_191209_1406_WSC_-_Network.BSH @ zatsswld
@ 9.5.101.135 10:00:00:05:33:75:€9:74 300 ratsswld4d [SUCCESSFUL - RUDIT COMPLETE
@ ratssswis
@ 9.5.101.152 10:00:50:eb:1a:98:7k:1f €505 ratsswlS [SUCCESSFUL - RUDIT COMPLETH
U' ratsswie
The SAN Health data hle [[B5H] has been i 9.5.101.15& 10:00:50:ebk:1a:959:29:08 €505 ratsswl& [SUCCESSFUL - AUDIT CCMPLETH
uploaded to the report generation queue.
If you do not receive a report back within 48 hours, please contact
SAMNHealth. Admin@breadcom.com
The report will be posted to a secure single-sign-on
download page against the user ID(s)
raschus@us.ibm.com, tim.jeka@broadcom.com
L4 >
If an account for this user ID does not already exist, it will be automatically
created and an activation email sent. Time P Address W FID  Meszage | ECIeal Lugl Q Save Log
A zip file will be returned that contains an Excel report, a Visio topology 14-10-52_4 = HTTPS: Timeocut set to €0 seconds ~
diagram and tables of raw data in C5V format. 14:10:52.4 > HTTPS: Stack initialized
14:10:52.4 Starting upload of C:\SAN Health Zudits“Bok Schuster 151205 140& WSC - Network.BSH
14:-10:52_.4 = HITPS5: Activity - Connecting to sanhealth._broadcom.com
@ @ 14:10:52.7 = HITPS: Activity - Connected (Idle)
Return to Start Exit 14:-10:52.8 = HITPS: Act:!.v:f_ty - Requn?ﬁtlng the specific page on the serwver
14:-10:52.8 = HITPS5: RActivity - Sending data to the server
14:10:52.8 = HITPS5: Progress — 32762 out of 22350¢€ bytes
14:10:52.8 = HITPS5: Progress — €553€ out of 22350€ bytes
isol t i = = = 14:10:52.8 = HITPS5: Progress - 938304 out of 2Z2350&¢ bytes
I JEL Lol e 14:-10:53.1 = HITPS: Progress — 131072 out of 22350& bytes
| 14:10:53.2 > HITPS: Progress — 132840 out of 22350¢ bytes
14:10:53.2 = HITPS5: Progress — 159%€€08 out of 22350€ bytes
14:10:53.2 = HITPS5: Progress — 22350€ out of 22350€ bytes
14:-10:53.3 = HITPS5: Activity - Walting for response from the server
14:10:55.8 = HITPS5: RActivity - Returned from the specific page reguest CE
14:11:05.2 = HITPS5: Activity - Beturned from data transmission CFE
14:11:05.3 = HITPS5: Headers - Exchanged
14:11:05.3 = HITPS: Progress - 414 out of 414 bytes
14:11:05.3 = HITPS5: Hesponse
14:11:05.23 = HITPS5: File Upload Completed Successfully
14:11:05.3 HITPS5: RActivity Completed CE
14:11:05.3 = HITPS: Disconnected
W
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SAN Health

Follow these steps to access your SAN Health Report

Step 1: Go directly to the SAN Health Download Reports page at : https://portal.broadcom.com/group/support/san-health

Step 2: Log in using your existing Broadcom User ID and password. Your User ID is : raschus@us.ibm.com

Note: If you forgot your password, simply click on the "Need help signing in?" link on the login page to reset it.

If you have trouble downloading your reports or logging in to Broadcom Support Portal, please contact csp_help@broadcom.com

If you have any SAN Health related questions, please visit https://www.broadcom.com/san-health-online-help

; 66
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SAN Health Report Access

eBROADCOM° HOME docSAFE IMS FAQ'S Q L
- ]

SAN Health Reports

Found 1 results

ltemsperpage| 10 v  Page 1 v of1 |First <€Previous Nextd LastM

Report Name T== Generated Expire On

Bob_Schuster_191209_1406_WSC_-_Network 12/09/2019 01/08/2020

ltemsperpage| 10 v Page 1 v|of1 MFirst <{Previous Next® LastM

Found 1 results

i 67
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SAN Health Features that are End Of Life

SUPPORT FOR MCDATA SWITCHES ovvsssssssssuns
FICON |OCP LOAD USING THE USER INTERFACE .....
AT IR, E O 17—
LT 1) —



Washington Systems Center - Storage |

SAN Health 4.2 Support for McData Switches

TS

BROCADE

SAN

McDATA or Brocade M Series switches are no longer supported. If a user still has McDATA switches

they will need to use SAN Health 4.1. However, we plan to also remove report generation capability
against McDATA at the end of 2019. Post 2019 there will be no support for McDATA switches even if

an old version of SAN Health is used.
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SAN Health 4.2 FICON IOCP LOAD using the User interface

When included in the audit file, FICON IOCP files are analyzed and matched to the SAN Health data.
This is a low volume uptake item and as such selecting IOCP files to be added to the upload file has
been removed from the user interface. If users still wish to upload IOCP files along with their SAN
Health audits, they can include them by editing the SET file and adding text similar to this example

showing the addition of 2 ICOP files.

Text to add to the SET file:
|OCPFilesLoaded=2
IOCPFile1=C:\SAN Health Audits\IOCPfilename1.txt
IOCPFile2=C:\SAN Health Audits\IOCPfilename2.txt

Accelerate with IBM Storage e



SAN Health Diagnostics Capture

« Optional FICON Data

— SAN Health is compatible
with FICON switches

—IOCP file contains the path
configuration statements for a
given Mainframe system

— SAN Health will match these

path statements and match them up to the physical
switch ports

found in the SAN Health audit

© Copyright IBM Corporation 2020 Accelerate with IBM Storage

T New | [ Open | [d Sav&T ] Options | [gZ FICON | Exit | Click on Mew to create an Audit set | @) Help

Optianal FICOM File Callection L\/\/\fs

k'] Load IOCF files to hawve 54N Health analyze and document these alongside your director configurations.

Charnnel definitions will be matched to path statements and /0 definitions wil be compared to what iz actually connected o the direchors,

Please ensure that the FICON directors that these /0 definitions are relevant to are included in the SAN Health audit set.

Load IOCP F

|OCP File(z] -~ HCD build 120 canfiguration statements far gach swstenm in plain kst format.

Load IOCP File
| Remaove Selected File

| Fiemove AIlIOC Files

Fs
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SAN Health 4.2 SAN Health Professional

— SAN Health professional is now end of life. Please use the CSV files that are returned alongside your SAN
Health report instead.

— Brocade SAN Health Professional provides an easy-to-understand framework for analyzing SAN
components and configuration data captured by the SAN Health Diagnostics Capture utility. It provides a
straightforward, easy-to-navigate user interface for auditing SAN Health data captures - making it a
valuable tool for SAN inventory tracking and change management activities. You can import up to two SAN
Health captures to SAN Health Professional for immediate, detailed analysis about any SAN component.

73
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SAN Health Professional

— SAN health Professional is a GUI Bl SAN Health Professional =t
wrap around for your report data. R ot Help
. . [1 N2 | | & sw3200_32 - 10:00:00:60:69:c0-06:55 - 192 168 163.32 - Sik
— Allows functional |ty beyo nd the = £ SAN_Example Captured On Wed Oct 04 1: | = E2> SAN_Example Captured On Wed Oct || | Attibute Value
ey . . @ Storage_Edge Principal: 10:00:00:05:1: EI@I Storage_Edge Principal: 10:00:00: | | Switch Name sw3200_32
capab| lities of Excel and Visio - &% Backbone Princial: 10:00:00.05:1:37 o w ERAEIOON0E0EE | Swich WWN 10:00:00.60:69:0.06:55
EI%I Server_Edge Principal: 10:00:00:05:1e —- Licenses on sw3200_32 Switch |P Address 192.168.163.32
e [ sw24000-24 - 10:00:00:60:69:e2:(: - B Monitoring on sw3200_32 Domain D 2
- B sw200e-20 - 10:00:00:05:1e:02:30: 43¢ Hardware Status on sw32 Swich Model Name | Sdowomn 3200
TN 20 - 1000 00-E0-RG-R- : ) Switch Model Number 3200
- sw3B00_38 - 10:00:00:60:65.50.08 : PO - Trunk: slave master is Switch State Online
&[] sw48000-48 - 10:00:00:60:69:24:2! + -15Lto swd100-41 up—' | Haghh Status HEALTHY
- @ sw3900-39 - 10:00:00:60:69:90:0c: Fabric 05 Version 1213
-] Zone Set - Server_Edge - Principal - Seagate Disk Drive -, Fabric Principal Switch ~ 10:00:00:05:1e:34:56:5
- Seagate Disk Drive - Zoning Corfig OM (Storage_Edae)
Bl P5 - I5Lt0 swd100-41 Zone Config Size 2115 Bytes
) , B> S0 sul 1004 () | Swich Spead e
| 3 | L

<
‘ L) Status |§ﬁ Search | {52 Change Analysis |

R s [ L = T ST - R om0 () o T o e = )
John_Smith_061004_1427_SAN_Bxample BSH SAN_BEample  Wed Oct 04 14:27:01 2006 Change Analysis Report Gen Ver 3.0.3
[ John_Smith_051004_1526_SAN_Example.BSH SAN Example Wed Oct 04 15:25:19 2006 Change Analysis Report Gen Ver 3.0.3

Activity Time Event

D a ta M a n i p u I a t i O n laﬂpplicatinn 09:06:32 Decompressing C:\Example 1WithChanges SHData

la.ﬂupplicatinn 09:06:32 Loading C:\Example 1WithChanges. SHData
Area @ Appiication 03:06:32 C\Example 1WithChanges. SHData Loaded

< I

[

B

(s

&= Selected Mode: sw3200_32 - 10:00:00:60:69:c0:06:55 - 192.168.163.32 - Silkworm 3200
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SAN Health 4.2 Partner Package Builder

— SAN Health package builder inserted a logo, company name and email address into the normal SAN
Health installation pack. This allowed partners to co-brand SAN Health. This was causing too many anti-
virus platforms to flag it as a potential virus as were noticing the change in the original install pack due to
the insertion of the additional content. Due to this we are no longer able to support the package builder and

it is now end of life.
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SAN Health Report Generation

Installation Package Builder... now a Requested item!

Create a custom installation package of SAN Health that is pre-populated with your details
and company logo.

- Package Builder Install SAN Health
Builder Package....

« ZIP InstallSHPackage407c.zip SAN Health PCICkCIge Builder
* Pre-populate SAN Health with Introduction

you r" Thiz wtility allows Brocade partners to create a customized werzion of SAM Health for your customers to use.

N

B aaa)

Usze thiz wubility to:
- Add your comparny logo ta SAM Health

\/ Com pany N am e - Automatically check the option for sharing the rezsulting SAM Health report

- Pre-populate the "'Share “with'' email address

\/ Emall Add ress A cuztom installation package for SAM Health will be created that contains your information.

When pour cuztomers ingtall 5A4M Health it will include vour logo and email address az a report recipient.

Additionally, the logo vou provide will automatically be added to the report and diagram that iz created when the uzer runz SAM Health.

v/ Company Logo

« Reports will be returned with your
logo on the page footer and in the Verson 1.0.2
Visio diagram
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Get the Basics Here....

Introduction to Brocade SAN Health

Brocade, a Broadcom Limited Company « 3.7K views « 2 years ago

Brocade SAN Healthe i This 3 minute video explains what the SAN Health application is and provides examples of report
content and topology diagrams. In

https://youtu.be/ZVmid19iAsl
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Washington Systerﬁ;%@()enter - Stom

How to run a Brocade SAN Health Audit

Brocade, a Broadcom Limited Company « 5.9K views « 2 years ago

Brocade SAN Healthe =1 This 5 minute video walks you through running a SAN Health Audit with Brocade. From installing the
I\ application all the way through

https://youtu.be/Gf8qg4tok 10

Understanding the Options Menu in Brocade SAN Health

Brocade, a Broadcom Limited Company + 2.2K views + 2 years ago

Brocade SAN Healthe <\ This quick video looks at the available options and configuration settings in SAN Health. Some of the
‘ options control the way SAN

https://youtu.be/InNa-GuUgRI
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WWW.brocade-ibm-san.com

ABOUT TRAINING MODULES RESOURCES SAN HEALTH PRODUCTS MAINFRAME CONTACT

Co

Brogade /.

‘ ' 11

. '/A

-

LOGIN OR REGISTER START TRAINING

T

s

i
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Washington Systemsj Center - Stor
Brocade SAN Resource Center for IBM b-type Storage Networks

- Access to SAN Health network assessment tool and the training to use SAN

SAN HEALTH

.

——— T
T e
= e R S
\ N

———

SAN HEALTH

AW ast.. 2w AT s Tas W
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