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Overview of the cluster and management switches

IBM N series recommends using CN1610 as the cluster network switch. Refer to the management network switch requirements in this section for selecting a management network switch.

The CN1610 cluster switches are designed to work in clusters ranging in size from two to twelve nodes in Cluster-Mode supported configurations.

- CN1610 cluster network switch
  This is a managed Layer 2 switch that provides 16 10-Gb Small Form-Factor Pluggable Plus (SFP+) ports and it features four ISL ports with an inband/outband management port. You can install the CN1610 switch in an IBM N series system cabinet with the rack-mount installation kit that comes with the switch, or you can install it in a rack. For more information about the CN1610 switch, see CN1610 Installation Guide.

- Management network switch
  For the management switch, use a managed Layer 2 switch that provides 10/100/1000 Base-T ports. The management switch must support 802.1 link aggregation, spanning tree protocol, and at least 2 inter switch links. You can install the switch in an IBM N series system cabinet with the rack-mount installation kit that comes with the switch, or you can install it in a rack. For more information on installing the management switch, consult the documentation for your switch. Port numbers may vary depending on how many nodes you plan to have in your cluster. For more information, see “Management switch port assignment table” on page 9.

The following table lists the feature codes and descriptions for the CN1610 switch and related components:

<table>
<thead>
<tr>
<th>Feature code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1001</td>
<td>CN1610 10-GbE cluster switch</td>
</tr>
<tr>
<td>1090</td>
<td>Twinax 0.5-meter copper cable for CN1610</td>
</tr>
<tr>
<td>1091</td>
<td>Twinax 2-meter copper cable for CN1610</td>
</tr>
<tr>
<td>1092</td>
<td>Twinax 5-meter copper cable for CN1610</td>
</tr>
<tr>
<td>2013</td>
<td>SFP+ 10-GbE module for CN1610</td>
</tr>
</tbody>
</table>
Setting up the cluster and management switches

You can use the setup information to get your switches ready to configure and customize them for your requirements.

Overview of the initial setup for the cluster and management switches

Follow the general summary of this process to install your switches and get them ready to customize for your environment's needs.

Before you begin

• You must have access to an FTP or a TFTP server at the installation site or it must be installed on your laptop for the download of the applicable IBM N series cluster network and management network software and configuration files.
• You must have the required cluster network and management network switch documentation.
  See Required CN1610 documentation for more information.
• You must have the applicable controller and Cluster-Mode documentation.
• You must have the applicable network and configuration information and cables.
• You must have the recommended port assignments to set up the cluster.

About this task

All of your IBM N series cluster network switches should arrive with the standard IBM N series factory default configuration installed on them. These switches should also have the current version of the Cluster-Mode firmware and reference configuration files (RCFs) loaded.

Note: If necessary, you can download the applicable IBM N series RCFs and operating system software for your switches from the IBM N series support website.

This procedure provides a general summary of the process to install your switches and get them running:

Procedure

1. Rack the cluster network and management network switches and controllers as shown in the switch installation guides for your switches. See the Required CN1610 documentation for the appropriate guide.
2. Using the port installation table as a model, cable the cluster network and management network switches to the controllers.
3. Power on the cluster network and management network switches and controllers. See the Cluster switch procedures for more information about this process.
4. Do the initial setup for the management switch. See the information provided in the Cluster switch procedures for more information about this process. You need to do this before setting up the cluster switches to ensure that the cluster switches can connect to the management network.
5. Perform an initial configuration of the cluster switches.
**Note:** Your switch is shipped with the current versions of the RCF and FASTPATH image. The RCF is loaded onto the switch but will still need to be applied to create a working configuration. You do not need to change the RCF if you are satisfied with the version on your switch. See the information provided in the [Cluster switch procedures](#) for more information about this task.

6. Verify the configuration choices you made in the display that appears at the end of the setup, and ensure that you save the configuration.

7. Check the software version on the cluster network switches, and if necessary, download the IBM N series-supported version of the software to the switches. If you download the IBM N series-supported version of the software, then you must also download the appropriate [IBM N series Cluster Network Switch Reference Configuration File](#) and merge it with the configuration you saved in Step 5. You can download the file and the instructions from the [IBM N series support website](#).

8. Perform an initial configuration of the management network switches based on information provided in the [Cluster switch procedures](#) section of this guide.

**What to do next**

Continue to customize the switch to meet your environment's requirements. It is strongly recommended that you configure the date and time, DNS, SNTP, host name, prompt, and administrator password.

For more information about the procedures to install the management or CN1610 switches, go to the [Cluster switch procedures](#). For information about the command-line interface (CLI) commands to help you customize the switch, see the CLI reference manual for your switch.

**Management and cluster switch configuration requirements overview**

To configure your cluster, you need the appropriate number and type of cables and cable connectors for your switches. Depending on the type of switch you are initially configuring, you need to connect to the switch console port with the included console cable and you need specific network information.

**Supported platforms**

You need the following network information for all switch and controller configurations:

- Two or more IP subnet addresses for cluster network and management network traffic
- Host names and IP addresses for each of the switches and controllers

[Figure 1 on page 5](#) shows the cabling connections for a two-node cluster using CN1610 switches with N7550T and N7950T controllers. There is a single management connection from each node to the management switch. The labeled port connectors indicate the following connections:

  - e0c, e0e: cluster switch connections
  - e0M: management switch connections
  - e0a: redundant management connections
Figure 1. Cabling connections for a two-node cluster using CN1610 switches
Required network information for management switches

Port e0M is allocated as the management port on supported platforms. The management port assignments for the various controllers are:
- Port e0f and the remote LAN module (RLM) on N7600, N7700, N7800, and N7900 systems
- Port e0d and the RLM on N5300 and N5600 systems
- Port e0M or the service port (wrench icon) on N32xx, N60xx, N62xx, N7550T, and N7950T systems

Note: The node management logical interface (LIF) resides on a single port on a node and uses a single port on a switch by default. The node management LIF does not fail over to other ports on the node in the same manner that the data and cluster LIFS do. For more information about how to configure the node management LIF for failover, see Network Management Guide and the Data ONTAP 8.2 Clustered Data ONTAP Release Notes.

Management switch option settings

This table shows the management switch settings that can be modified and set on your management switch on site.

<table>
<thead>
<tr>
<th>Management switch option settings</th>
<th>Setting configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Link aggregation</td>
<td>on for inter-switch links</td>
</tr>
<tr>
<td>MTU</td>
<td>MTU for management switch on all ports to 1518</td>
</tr>
<tr>
<td>MSTP</td>
<td>on</td>
</tr>
</tbody>
</table>

CN1610 switch option settings

The CN1610 switch ships with settings that were made by IBM, including the FASTPATH software default values.

This table shows the CN1610 switch settings as set by IBM, the FASTPATH default settings, and option settings that can be modified on site. Some of the settings are
found in the reference configuration file (RCF). Before you start you will need the network addresses or subnet addresses for the cluster and the IDs assigned to the switches.

### CN1610 switch option settings

<table>
<thead>
<tr>
<th>Option</th>
<th>Setting configuration</th>
<th>FASTPATH default</th>
<th>Comments</th>
<th>Setting in RCF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Default account/password</td>
<td>admin/none</td>
<td>admin/none</td>
<td>Site configuration task</td>
<td>no</td>
</tr>
<tr>
<td>DHCP/bootp</td>
<td>enabled</td>
<td>enabled</td>
<td>Site configuration task</td>
<td>no</td>
</tr>
<tr>
<td>Service port IP address</td>
<td>none</td>
<td>none</td>
<td>Site configuration task</td>
<td>no</td>
</tr>
<tr>
<td>IPv6</td>
<td>none</td>
<td>none</td>
<td></td>
<td>no</td>
</tr>
<tr>
<td>Command-line logging</td>
<td>disabled</td>
<td>disabled</td>
<td>Site configuration task</td>
<td>no</td>
</tr>
<tr>
<td>SNMP communities</td>
<td>public, private, netapp</td>
<td>public, private</td>
<td>NetApp string configured as per RCF for health monitor</td>
<td>yes</td>
</tr>
<tr>
<td>syslog</td>
<td>disabled</td>
<td>disabled</td>
<td>Site configuration task</td>
<td>no</td>
</tr>
<tr>
<td>SNTP server</td>
<td>unconfigured</td>
<td>unconfigured</td>
<td>Site configuration task</td>
<td>no</td>
</tr>
<tr>
<td>DNS server</td>
<td>unconfigured</td>
<td>unconfigured</td>
<td>Site configuration task</td>
<td>no</td>
</tr>
<tr>
<td>Link aggregation</td>
<td>on for ISL links</td>
<td>unconfigured</td>
<td>NetApp uses enhanced hashing algorithms for load-balancing</td>
<td>yes</td>
</tr>
<tr>
<td>LLDP</td>
<td>off</td>
<td>off</td>
<td></td>
<td>no</td>
</tr>
<tr>
<td>ISDP (CDPv1)</td>
<td>enabled</td>
<td>disabled</td>
<td>Timer set to 5 seconds</td>
<td>yes</td>
</tr>
<tr>
<td>IGMP snooping</td>
<td>off</td>
<td>off</td>
<td></td>
<td>no</td>
</tr>
<tr>
<td>MTU set to 9216</td>
<td>9216 for all node ports and ISLs</td>
<td>Default FASTPATH MTU is 1518</td>
<td></td>
<td>yes</td>
</tr>
<tr>
<td>Port mirroring</td>
<td>off</td>
<td>off</td>
<td></td>
<td>no</td>
</tr>
<tr>
<td>Storm control</td>
<td>off</td>
<td>off</td>
<td></td>
<td>no</td>
</tr>
<tr>
<td>Flow control</td>
<td>off</td>
<td>off</td>
<td></td>
<td>no</td>
</tr>
<tr>
<td>MSTP</td>
<td>off</td>
<td>off</td>
<td></td>
<td>no</td>
</tr>
</tbody>
</table>
### CN1610 switch option settings

<table>
<thead>
<tr>
<th>Option</th>
<th>Setting configuration</th>
<th>FASTPATH default</th>
<th>Comments</th>
<th>Setting in RCF</th>
</tr>
</thead>
<tbody>
<tr>
<td>VLANs</td>
<td>not configured; vlan1 only default</td>
<td>vlan1 is default</td>
<td></td>
<td>no</td>
</tr>
<tr>
<td>CoS/QoS</td>
<td>off</td>
<td>off</td>
<td></td>
<td>no</td>
</tr>
<tr>
<td>DiffServ</td>
<td>off</td>
<td>off</td>
<td></td>
<td>no</td>
</tr>
<tr>
<td>ACLs</td>
<td>off</td>
<td>off</td>
<td></td>
<td>no</td>
</tr>
<tr>
<td>802.1X (authentication)</td>
<td>off</td>
<td>off</td>
<td></td>
<td>no</td>
</tr>
<tr>
<td>RADIUS</td>
<td>off</td>
<td>off</td>
<td></td>
<td>no</td>
</tr>
<tr>
<td>SSH</td>
<td>disabled</td>
<td>disabled</td>
<td>Site configuration task</td>
<td>no</td>
</tr>
<tr>
<td>TACACS</td>
<td>off</td>
<td>off</td>
<td></td>
<td>no</td>
</tr>
<tr>
<td>Hostname</td>
<td>CN1610</td>
<td>none</td>
<td>Set by default in NetApp FASTPATH version to CN1610; should be reset for site configuration needs</td>
<td>no</td>
</tr>
</tbody>
</table>
Port assignments for the cluster and management switches

The port assignment tables provide the recommended port assignments from the cluster and management switches to the controllers.

Management switch port assignments

Use the management port assignment table as a guide for setting up a management switch while configuring your cluster. Port assignments can change based on the size of your switch. In this section, a 16 ports management switch is used as an example.

Management switch port assignment table

In a 16 port management switch configuration, ports 1 through 12 are treated equally as cluster node interfaces. They require spanning-tree to be enabled. There are several options for connecting the nodes to the management switch: single management, redundant management (two connections from each node), and RLM/BMC connections. The specific ports used as management ports are platform- and configuration-dependent.

For redundant management configurations, each node has a logical interface (LIF) composed of two ports; one connected to each switch. In this configuration, depending on the number of nodes in the cluster, the RLM/BMC for the nodes may need to utilize ports on other site switches.

This table shows an example of the port definition for a pair of 16 port management switches with a single management connection.

<table>
<thead>
<tr>
<th>Management switch A</th>
<th>Management switch B</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Switch port</strong></td>
<td><strong>Node/port usage</strong></td>
</tr>
<tr>
<td>1</td>
<td>Node management connectivity</td>
</tr>
<tr>
<td>2</td>
<td>Node management connectivity</td>
</tr>
<tr>
<td>3</td>
<td>Node management connectivity</td>
</tr>
<tr>
<td>4</td>
<td>Node management connectivity</td>
</tr>
<tr>
<td>5</td>
<td>Node management connectivity</td>
</tr>
<tr>
<td>6</td>
<td>Node management connectivity</td>
</tr>
<tr>
<td>7</td>
<td>Node management connectivity</td>
</tr>
<tr>
<td>8</td>
<td>Node management connectivity</td>
</tr>
<tr>
<td>9</td>
<td>Node management connectivity</td>
</tr>
</tbody>
</table>
In this 16 port switch example, you need to create a link aggregation for Port 15 and Port 16 of each switch. In any switch configuration, a minimum of two links aggregation with spanning tree must be created and set. Therefore, this may not necessarily be Port 15 and 16 on your switch.

### CN1610 port assignments

You can use the CN1610 port assignment table as a guide to configure your cluster.

### CN1610 port assignment table

Ports 1-12 are configured as cluster ports. This does not indicate the number of supported nodes for Cluster-Mode. To use any unconnected ports for other administrative purposes, you must manually reconfigure them. For specific port settings, see the latest reference configuration file (RCF) available from [http://www.ibm.com/storage/support/nseries](http://www.ibm.com/storage/support/nseries). The sample port definition on each pair of switches is as follows:

<table>
<thead>
<tr>
<th>CN1610 cluster switch A</th>
<th>CN1610 cluster switch B</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Switch port</strong></td>
<td><strong>Node/port usage</strong></td>
</tr>
<tr>
<td>Serviceport/wrench port (out-of-band management port)</td>
<td>Admin net or management switch</td>
</tr>
<tr>
<td>1</td>
<td>Node 1 cluster port 1</td>
</tr>
<tr>
<td>2</td>
<td>Node 2 cluster port 1</td>
</tr>
<tr>
<td>3</td>
<td>Node 3 cluster port 1</td>
</tr>
<tr>
<td>4</td>
<td>Node 4 cluster port 1</td>
</tr>
<tr>
<td>5</td>
<td>Node 5 cluster port 1</td>
</tr>
<tr>
<td>6</td>
<td>Node 6 cluster port 1</td>
</tr>
<tr>
<td>7</td>
<td>Node 7 cluster port 1</td>
</tr>
<tr>
<td>8</td>
<td>Node 8 cluster port 1</td>
</tr>
<tr>
<td>9</td>
<td>Node 9 cluster port 1</td>
</tr>
<tr>
<td>Switch port</td>
<td>Node/port usage</td>
</tr>
<tr>
<td>-------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>10</td>
<td>Node 10 cluster port 1</td>
</tr>
<tr>
<td>11</td>
<td>Node 11 cluster port 1</td>
</tr>
<tr>
<td>12</td>
<td>Node 12 cluster port 1</td>
</tr>
<tr>
<td>13</td>
<td>ISL to switch B port 13</td>
</tr>
<tr>
<td>14</td>
<td>ISL to switch B port 14</td>
</tr>
<tr>
<td>15</td>
<td>ISL to switch B port 15</td>
</tr>
<tr>
<td>16</td>
<td>ISL to switch B port 16</td>
</tr>
</tbody>
</table>

Port assignments for the cluster and management switches
Required CN1610 documentation

You need specific switch and controller documentation to set up your Cluster-Mode configuration.

Required documentation for CN1610 switches

To set up the CN1610 switches, you need the following documents from the IBM N series support website at [http://www.ibm.com/storage/support/nseries](http://www.ibm.com/storage/support/nseries):

<table>
<thead>
<tr>
<th>Document title</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CN1610 Switch Installation Guide</td>
<td>Provides detailed information about site requirements, switch hardware details, and installation options for the CN1610 switch.</td>
</tr>
<tr>
<td>CN1610 Network Switch Administrator’s Guide</td>
<td>Provides examples of how to use the CN1610 switch in a typical network.</td>
</tr>
<tr>
<td>CN1610 Network Switch CLI Command Reference</td>
<td>Describes the command-line interface (CLI) commands you use to view and configure the CN1610 software.</td>
</tr>
</tbody>
</table>

Required documentation for supported clustered Data ONTAP systems

To set up a clustered Data ONTAP system, you need the following documents from the IBM N series support website at [http://www.ibm.com/storage/support/nseries](http://www.ibm.com/storage/support/nseries):

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Site Requirements Guide</td>
<td>Describes power and site requirements for all IBM N series hardware, including system cabinets.</td>
</tr>
<tr>
<td>Controller-specific Installation and Setup Instructions</td>
<td>Describes how to install IBM N series hardware.</td>
</tr>
<tr>
<td>Data ONTAP 8.x documentation for clustered Data ONTAP</td>
<td>Provides detailed information about all aspects of the Data ONTAP 8.x release for clustered Data ONTAP.</td>
</tr>
</tbody>
</table>
Using the cluster and management switch procedures

You can use these procedures to perform a variety of installation, replacement, and upgrade tasks on the management and cluster switches in your cluster. IBM N series recommends using CN1610 as cluster network switches.

Installing the management switch

About this task

Configure your management switch as per the information in “Management switch port assignments” on page 9.

What to do next

Continue to customize the switch for your environment’s requirements. It is recommended that you configure the SNTP, host name, prompt, and administrator password.

Installing the CN1610 cluster switch

Installing the CN1610 cluster switch starts with setting up an IP address and configuration information to allow the CN1610 switch to communicate through the management interface.

Before you begin

- You must have access to an FTP or TFTP server at the installation site, or the script must be installed on your laptop for the download of the applicable IBM N series Cluster Network and Management Network software and configuration files.
- Verify that you have the appropriate FASTPATH firmware and reference configuration file (RCF) versions for your version of Data ONTAP.

About this task

There are three different modes available with the FASTPATH software to use in configuring the switch:

- Admin mode (also known as User EXEC mode) uses the > prompt:
  
  (CN1610) >

  This mode has a limited set of commands that let you view basic system information.

- Enable mode (also known as Privileged EXEC mode) uses the # prompt:
  
  (CN1610) #

  Use this mode to show a configuration. Enable mode also lets you enter any EXEC command, enter VLAN mode, or enter the Global Configuration mode.
Configure mode (also known as Global Config mode) uses the (Config)# prompt:

(CN1610)(Config)#

Use this mode to set a configuration. Configure mode also groups the general setup commands and lets you make modifications to the running configuration.

Use the exit command to leave Config mode and return to Enable mode. Enter exit again in Enable mode to return to Admin mode. For example:

(CN1610)(Config)# exit
(CN1610)# exit
(CN1610)>When you enter a command you can use the Tab key to finish the command’s spelling after you have entered enough letters to identify the command. You can also use the ? key after entering one or more characters of a command to list the commands beginning with those letters.

For more information on the modes and FASTPATH commands, see the CN1610 Network Switch CLI Command Reference.

Procedure

1. Connect the serial port (the RJ-45 socket on the right side of the switch) to the host or serial port of your choice.
2. Connect the management port (the RJ-45 wrench port on the left side of the switch) to the same network where your TFTP server is located.
3. At the console, set the host side serial settings:
   - 9600 baud
   - 8 data bits
   - 1 stop bit
   - parity: none
   - flow control: none
4. Log into the switch as admin. There is no password by default. At the (CN1610) > prompt, enter the enable command. This gives you access to Privileged EXEC mode, which allows you to configure the network interface.

   User:admin
   Password: 
   (CN1610)> enable
   Password: 
   (CN1610) #

5. Prepare to connect to the network with the TFTP server. If you are using DHCP you do not need to do this. The serviceport is set to use DHCP by default. The network management port will be set to None for the IPv4 and IPv6 protocol settings. If your wrench port is connected to the network that has a DHCP server that part is done. To set a static IP address, use the serviceport protocol, network protocol, and serviceport ip commands as shown here.
6. To verify the results, use the `show serviceport` command.

```
(CN1610) #show serviceport
Interface Status: Up
IP Address: 10.x.x.x
Subnet Mask: 255.255.255.0
Default Gateway: 10.x.x.x
IPv6 Administrative Mode: Enabled
IPv6 Prefix is: fe80::2a0:98ff:fe4b:abfe/64
Configured IPv4 Protocol: None
Configured IPv6 Protocol: None
IPv6 AutoConfig Mode: Disabled
Burned In MAC Address: 00:A0:98:4B:AB:FE
```

7. Use the `show network` command to display the configuration settings associated with the switch's interface.

```
(CN1610) #show network
Interface Status: Down
IP Address: 0.0.0.0
Subnet Mask: 0.0.0.0
Default Gateway: 0.0.0.0
IPv6 Administrative Mode: Enabled
Burned In MAC Address: 00:A0:98:4B:AB:FD
Locally Administered MAC address: 00:00:00:00:00:00
MAC Address Type: Burned In
Configured IPv4 Protocol: None
Configured IPv6 Protocol: None
IPv6 AutoConfig Mode: Disabled
Management VLAN ID: 1
```

8. Connect the CN1610 to a laptop using a standard Ethernet cable and configure your network card in the same network with an alternate IP address. Use the `ping` command to verify the address. If this is an issue, use a nonrouted network and configure the service port using IP 192.168.x or 172.16.x. You can reconfigure the service port to the production management IP address at a later date.

This example verifies that the switch is connected to IP 172.16.130.1:

```
(CN1610) #ping 172.16.130.1
Pinging 172.16.130.1 with 0 bytes of data:
Reply From 172.16.130.1: icmp_seq = 0. time=5910 usec.
```

9. Before continuing, use the `copy active backup` command to back up the image on the switch that is currently running.

```
Copy active backup
```

10. Use the `copy tftp` command to download an image file to the CN1610 switch. This example downloads the `NetApp_CN1610_1.0.0.4.stk` file.

```
(CN1610) #copy tftp://tftpserver/NetApp_CN1610_1.0.0.4.stk active
```

11. Use the `show version` command to verify the download.
12. Use the `copy active tftp://tftpserver /image_name` command to upload an image to the switch. The `tftpserver` is the name of the TFTP server; `image_name` is the name of the image to upload to the switch.

```
(CN1610) #copy active tftp://tftpserver/image_name
```

13. To download the RCF files, IBM recommends using a TFTP server. If the switch was previously installed and configured, save the current configuration to a script using the `show running-config` command. The script being created can have any name but it must end with a `.scr` extension.

This example saves a script named `running-config.scr`

```
(CN1610) #show running-config running-config.scr
Config script created successfully.
```

14. Use the `script list` command to verify that the script is saved.

```
(CN1610) #script list
```

```
Configuration Script Name  Size(Bytes)
--------------------------  ---------
running-config.scr        6960
1 configuration script(s) found.
2041 Kbytes free.
```

15. To upload the script to the TFTP server, or to save a copy externally, enter `copy nvram:script running-config.scr tftp://tftpserver/running-config.scr running.config.scr`. The last argument, the script being created, can by any name with any extension.

```
(CN1610) #copy nvram:script running-config.scr tftp://tftpserver/running-config.scr
```

16. To apply the RCF, use the `copy tftp` command to download it to the switch. The `.scr` extension must be on the file before downloading the script to the switch. Use the `script list` command to verify that the script is there.

This example downloads the RCF file `CN1610_CS_RCF_v1.0.scr` and verifies that it is on the switch.

```
(CN1610) #copy tftp://tftpserver/CN1610_CS_RCF_v1.0.txt nvram:script CN1610_CS_RCF_v1.0.scr
(CN1610) #script list
```

```
Configuration Script Name  Size(Bytes)
--------------------------  ---------
running-config.scr        6960
CN1610_CS_RCF_v1.0.scr    2147
2 configuration script(s) found.
2041 Kbytes free.
```
17. Use the `script validate` command to validate the script before you apply it.
   This example validates the CN1610_CS_RCF_v1.0.scr script.
   (CN1610) #script validate CN1610_CS_RCF_v1.0.scr

18. Apply the configuration script to the switch.
   If you are using the CN1610_CS_RCF_v1.0.scr example, enter `script apply CN1610_CS_RCF_v1.0.scr` at the CN1610 prompt. The script output will go to the console.
   (CN1610) #script apply CN1610_CS_RCF_v1.0.scr

19. Use the `show running-config` command to check the settings.
   (CN1610) #show running-config

20. If you are satisfied with the configuration, use the `write memory` command to write it to memory. Enter `y` when prompted to save the configuration.
   (CN1610) #write memory
   This operation may take a few minutes.
   Management interfaces will not be available during this time.
   Are you sure you want to save? (y/n) y
   Config file 'startup-config' created successfully.

What to do next

After you finish the installation, you can continue to customize the switch for your environment's requirements. IBM recommends that you configure the NDS, SNTP, hostname, prompt, and admin password settings as well as others.

Upgrading images on a CN1610 switch

Upgrading images on a CN1610 is a nondisruptive upgrade (NDU) in that the image is downloaded to the switch and copied to the flash while the current image is active.

Procedure

1. Use the `cluster ping-cluster` command with advanced privilege from a node that has joined the cluster to verify that there is no failure on any path.
   cluster::*>cluster ping-cluster node_name

2. Log in to the switch. The switch user is `admin` and there is no password by default. At the (CN1610) prompt, enter `enable`. This gives you access to Privileged EXEC mode, which enables you to configure the user interface.
   User: admin
   Password:
   (CN1610) > enable
   Password:

3. Back up the image that is currently running by using the `copy active backup` command.
4. If you need to set a specific address to reach the TFTP server, enter the following commands at the (CN1610) prompt:

   serviceport ip none
   network parms none
   serviceport ip ipaddr netmask gateway

   The service port, not the network, should contain the IP address when the switch is ready for the upgrade.

5. Enter the following commands at the (CN1610) prompt:

   show serviceport
   show network

   Your output should look similar to the example. If your switch is using DHCP, the Configured IPv4 protocol output is DHCP rather than None.

6. Use the write memory command to make sure that the settings of the running switch are saved to be the startup configuration. Enter y when prompted to save the script.
This operation may take a few minutes. Management interfaces will not be available during this time.

Are you sure you want to save? (y/n) y

Config file 'startup-config' created successfully.

Configuration Saved!

Make sure to save the running-config file to a script so that it can be used later if you want to reconfigure the switch to the current settings.

7. Save the script for future use if it is needed to reconfigure the switch to the current settings by using the `show running-config running-config.scr` command. You can give the running-config.scr file any name you want, but it must have the .scr extension.

8. To verify that the script is saved, use the **script list** command.

```
(CN1610) #script list
    Configuration Script Name   Size(Bytes)
    --------------------------------  -----------
    running-config.scr       6960

1 configuration script(s) found.
2041 Kbytes free.
```

9. Download the image from the TFTP server to the CN1610 switch with **copy tftp** command. In this example, enter `copy tftp://tftpserver/NetApp_CN1610_1.0.0.4.stk active`. `tftpserver` is the name of the TFTP server; `NetApp_CN1610_1.0.0.4.stk` is the name of the image. This command downloads the new image to the flash, which takes a few minutes to complete. During this time the current active image is still operational.

```
(CN1610) # copy tftp://tftpserver/NetApp_CN1610_1.0.0.4.stk active
```

10. Use the **show version** command to verify the version of the image downloaded to the flash.

```
(CN1610) # show version
    Switch: 1
    System Description.......................... NetApp CN1610, 1.0.0.4, Linux 2.6.21.7
    Machine Type.................................. NetApp CN1610
    Machine Model.................................. CN1610
    Serial Number............................... 10611100037
    Burned In MAC Address......................... 00:A0:98:4B:AB:DB
    Software Version............................. 1.0.0.2
    System......................................... Linux 2.6.21.7
    Network Processing Device.................... BCM56820_B0
    Part Number................................. 111-00893
    Additional Packages.......................... FASTPATH QOS
                                            FASTPATH IPv6 Management
```

11. To verify that the download of the image was successful, enter the **show bootvar** command. The active and next-active images are the “desired now” and the “new desired image” versions, which are both 1.0.0.4 in the command output. This is before the switch reboot.
12. Repeat the `cluster ping-cluster` command used in Step 1 with advanced privilege from a node that has joined the cluster to verify that there is no failure on any path.

```
cluster::* cluster ping-cluster node_name
```

13. Use the `reload` command to complete the installation of the new image on the switch.

```
(CN1610) #reload
```

The full boot cycle should take approximately 50 seconds. When the switch reboots, the cluster LIFs will be automatically migrated to run on the remaining switch and there will be some minor traffic interruption for less than 10 seconds. To have less interruption, you can migrate the cluster LIFs off of the switch that is to be upgraded, and then revert the cluster LIFs after the switch has finished rebooting.

14. After the upgrade is complete and you verify that all of the node interfaces are up and running, you can repeat the process for the other switch.

---

**Replacing a CN1610 switch**

Replacing a defective CN1610 switch in a cluster network is a nondisruptive procedure (NDU).

**Before you begin**

The following conditions must exist before performing the switch replacement in the current environment and on the replacement switch.

- **Existing cluster and network infrastructure:**
  - Verify that the existing cluster is completely functional and there must be no defective cluster NICs, and at least one fully functional switch with all of its cables.
  - All cluster ports must be up.
  - All cluster logical interfaces (LIFs) must be up and must not have been migrated.
  - The Data ONTAP `cluster ping-cluster -node node1` command must indicate that basic connectivity and larger than PMTU communication are successful on all paths.

- **CN1610 replacement switch:**
  - Management network connectivity on the replacement switch must be functional.
- Console access to the replacement switch must be in place.
- All relevant switch ports for node connection must be disabled on ports 1 through 12.
- All Inter-Switch Link (ISL) ports must be enabled on ports 13 through 16.
- The desired Reference configuration file (RCF) and FASTPATH operating system image switch must be loaded onto the switch.
- Initial customization of the switch must be complete.

About this task

This procedure replaces an existing CN1610 cluster switch (CL1 in this procedure) with a new CN1610 switch (newCL1).

The examples in this procedure use the following switch and node nomenclature:
- The names of the existing CN1610 switches are CL1 and CL2
- The name of the new CN1610 switch is newCL1
- The node names are node1 and node2
- The names of the Vservers are node1 and node2
- The cluster ports on each node are named e1a and e2a
- The names of the cluster LIFs connected to CL1 and CL2 are clus1 and clus2
- The prompt for changes to all cluster nodes is cluster::*>

Procedure

1. Install the appropriate RCF and image on the newCL1 switch and make any necessary site preparations. This optional step is to verify, download, and install the appropriate versions of the RCF and FASTPATH software for the new switch. If you have verified that the new switch is correctly set up and does not need updates to the RCF and FASTPATH software, continue to step 2.
   a. Go to the IBM N series Cluster and Management Network Switches Reference Configuration File Description Page on the IBM N series support website.
   b. Click the link for the Cluster Network and Management Network Compatibility Matrix and note the required switch software version.
   c. Click your browser’s back arrow to return to the Description page, click CONTINUE, accept the license agreement, and go to the Download page.
   d. Follow the steps on the Download page to download the correct RCF and FASTPATH files for the version of Data ONTAP software you are installing.
2. On the new switch, shut down all of the ports that will be connected to the node cluster interfaces (ports 1 to 12). If the switch that you are replacing is not functional and powered down, go to step 4. The LIFs on the cluster nodes should have already failed over to the other cluster port for each node.

   ```
   (newCL1) #config
   (newCL1)(config)#interface 0/1-1/12
   (newCL1)(interface 0/1-1/12)#shutdown
   ```

3. On all of the cluster nodes, migrate all of the cluster LIFs currently connected to CL1 to CL2 by using the network interface migrate command.

   This example migrates the LIF clus1 on a Vserver named node1 to port e2a on node1. The second command migrates the LIF clus1 on a Vserver named node2 to port e2a on node1.
4. On all of the cluster nodes, verify that the LIFs have been migrated. The LIFs are migrated if clus1’s Current Port column shows e2a and the Is Home column shows false.

```
cluster::*> network interface show -role cluster
```

```
<table>
<thead>
<tr>
<th>Logical Vserver</th>
<th>Status</th>
<th>Network Address/Mask</th>
<th>Current Node</th>
<th>Current Port</th>
<th>Is Home</th>
</tr>
</thead>
<tbody>
<tr>
<td>node1 clus1</td>
<td>up/up</td>
<td>10.10.0.1/24</td>
<td>node1</td>
<td>e2a</td>
<td>false</td>
</tr>
<tr>
<td>node1 clus2</td>
<td>up/up</td>
<td>10.10.0.2/24</td>
<td>node1</td>
<td>e2a</td>
<td>true</td>
</tr>
</tbody>
</table>
```

5. On cluster nodes node1 and node2, shut down the cluster ports connected to CL1 and verify the cluster health.

This example shuts down port e1a on node1 and node2 and checks to see that the port is closed on node1.

```
cluster::*> network port modify -node node1 -port e1a -up-admin false
cluster::*> network port modify -node node2 -port e1a -up-admin false
```

6. Use `cluster ping-cluster` to ensure that the ports are closed. This example checks to ensure that the port e1a is closed on node1:

```
cluster::*> cluster ping-cluster node1
```

7. Shut down the ISL ports 13 through 16 on the CN1610 switch CL2.

This example shuts down the ISL ports 13 through 16 on CL2:

```
(CL2) #config
(CL2)(config)#interface 0/13-0/16
(CL2)(interface 0/13-0/16)#shutdown
```

8. Remove all of the cables from the CN1610 CL1 switch and connect them to the same ports on the CN1610 newCL1 switch.

9. Bring up the ISLs 13 through 16 between the newCL1 and CL2 switches and verify the port channel operation status. The Link State for port-channel 3/1 should be up up and all member ports should be True under the Port Active state.

This example opens the ISL ports 13 through 16 and displays the Link State for port-channel 3/1:
10. Bring up the ports on the newCL1 switch that are associated with the cluster nodes.

This example brings up ports 1 through 12 on the newCL1 switch:

```
(newCL1) #config
(newCL1)(config)#interface 0/1-0/12
(newCL1)(interface 0/1-0/12)#no shut
```

11. On a single node, bring up the cluster node port e1a connected to newCL1 and confirm that the link to e1a is **up**.

This example brings up port e1a on node1 and displays information about the ports, verifying that e1a is **up**:

```
cluster::*> network port modify -node node1 -port e1a -up-admin true
cluster::*> network port show -role cluster
```

```
Node  Port Role Link MTU  Auto-Negot  Duplex  Speed  Speed (Mbps)
      ------ ─────── ──── ─────── ─────── ─────── ───────
node1 e1a cluster up 9000 true /true full /full auto /10000
        e2a cluster up 9000 true /true full /full auto /10000
```

12. On that same node, node1, use **network interface revert** to revert the cluster LIF associated with the port in the previous step. In this example, the LIFs are successfully reverted if the Home value is **true** and the port is e1a.

The following commands return the LIFs on clus1 (node1) to their home ports and display information about the LIFs on node1.
Bringing up the first node is successful if the Is Home column is true for both cluster interfaces and they show the correct port assignments, in this example e1a and e2a.

13. Use `cluster show` to display information about the nodes in a cluster.
   This example shows that the node health for node1 and node2 in this cluster is true:

   ```
   cluster::*> cluster show
   Node Health Eligibility Epsilon
   ----------------------- ------- ------------ --------
   node1 true true false
   node2 true true true
   ```

14. If bringing up the first node is successful, then bring up the cluster port and revert the cluster interface on the remaining nodes by repeating Steps 10 and 11 for the other nodes.

Related information:

- IBM N series support website
Websites

IBM maintains pages on the World Wide Web where you can get the latest technical information and download device drivers and updates. The following web pages provide N series information:

- A listing of currently available N series products and features can be found at the following web page:
  www.ibm.com/storage/nas

- The IBM System Storage N series support website requires users to register in order to obtain access to N series support content on the web. To understand how the N series support web content is organized and navigated, and to access the N series support website, refer to the following publicly accessible web page:
  www.ibm.com/storage/support/nseries/
  This web page also provides links to AutoSupport information as well as other important N series product resources.

- IBM System Storage N series products attach to a variety of servers and operating systems. To determine the latest supported attachments, go to the IBM N series interoperability matrix at the following web page:

- For the latest N series hardware product documentation, including planning, installation and setup, and hardware monitoring, service and diagnostics, see the IBM N series Information Center at the following web page:
  http://publib.boulder.ibm.com/infocenter/nasinfo/nseries/index.jsp
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Important notes

Processor speeds indicate the internal clock speed of the microprocessor; other factors also affect application performance.

CD-ROM drive speeds list the variable read rate. Actual speeds vary and are often less than the maximum possible.

When referring to processor storage, real and virtual storage, or channel volume, KB stands for approximately 1000 bytes, MB stands for approximately 1,000,000 bytes, and GB stands for approximately 1,000,000,000 bytes.

When referring to hard disk drive capacity or communications volume, MB stands for 1,000,000 bytes, and GB stands for 1,000,000,000 bytes. Total user-accessible capacity may vary depending on operating environments.

Maximum internal hard disk drive capacities assume the replacement of any standard hard disk drives and population of all hard disk drive bays with the largest currently supported drives available from IBM.

Maximum memory may require replacement of the standard memory with an optional memory module.

IBM makes no representation or warranties regarding non-IBM products and services that are ServerProven®, including but not limited to the implied warranties of merchantability and fitness for a particular purpose. These products are offered and warranted solely by third parties.

IBM makes no representations or warranties with respect to non-IBM products. Support (if any) for the non-IBM products is provided by the third party, not IBM.

Some software may differ from its retail version (if available), and may not include user manuals or all program functionality.

Attention: In compliance with the GNU General Public License (GPL), Version 2, June 1991, a complete machine-readable copy of the source code for the relevant source code portions of the Service Processor (SP) Firmware that are covered by the GPL, is available from ftp://ftp.netapp.com/frm-ntap/opensource/.

Electronic emission notices

This section contains the electronic emission notices or statements for the United States and other countries.

Federal Communications Commission Statement

This explains the Federal Communications Commission's (FCC's) statement.

This equipment has been tested and found to comply with the limits for a Class A digital device, pursuant to Part 15 of the FCC Rules. These limits are designed to provide reasonable protection against harmful interference when the equipment is operated in a commercial environment. This equipment generates, uses, and can radiate radio frequency energy and, if not installed and used in accordance with the instruction manual, might cause harmful interference to radio communications.
Operation of this equipment in a residential area is likely to cause harmful interference, in which case the user will be required to correct the interference at his own expense.

Properly shielded and grounded cables and connectors must be used in order to meet FCC emission limits. IBM is not responsible for any radio or television interference caused by using other than recommended cables and connectors, or by unauthorized changes or modifications to this equipment. Unauthorized changes or modifications could void the user's authority to operate the equipment.

This device complies with Part 15 of the FCC Rules. Operation is subject to the following two conditions: (1) this device might not cause harmful interference, and (2) this device must accept any interference received, including interference that might cause undesired operation.

**Industry Canada Compliance Statement**

This Class A digital apparatus complies with Canadian ICES-003.

Cet appareil numérique de la classe A est conforme à la norme NMB-003 du Canada.

**Australia and New Zealand Class A Statement**

**Attention:** This is a Class A product. In a domestic environment this product might cause radio interference in which case the user might be required to take adequate measures.

**European Union Electromagnetic Compatibility Directive**

This product is in conformity with the protection requirements of European Union (EU) Council Directive 2004/108/EC on the approximation of the laws of the Member States relating to electromagnetic compatibility. IBM cannot accept responsibility for any failure to satisfy the protection requirements resulting from a non-recommended modification of the product, including the fitting of non-IBM option cards.

**Attention:** This is an EN 55022 Class A product. In a domestic environment this product might cause radio interference in which case the user might be required to take adequate measures.

Responsible Manufacturer:

International Business Machines Corp.
New Orchard Road
Armonk, New York 10504
914-499-1900

European community contact:

IBM Deutschland GmbH
Technical Regulations, Department M372
IBM-Allee 1, 71139 Ehningen, Germany
Tele: +49 7032 15-2941
Email: lugi@de.ibm.com
Germany Electromagnetic Compatibility Directive

Deutschsprachiger EU Hinweis: Hinweis für Geräte der Klasse A EU-Richtlinie zur Elektromagnetischen Verträglichkeit


Um dieses sicherzustellen, sind die Geräte wie in den Handbüchern beschrieben zu installieren und zu betreiben. Des Weiteren dürfen auch nur von der IBM empfohlene Kabel angeschlossen werden. IBM übernimmt keine Verantwortung für die Einhaltung der Schutzanforderungen, wenn das Produkt ohne Zustimmung der IBM verändert bzw. wenn Erweiterungskomponenten von Fremdherstellern ohne Empfehlung der IBM gesteckt/eingebaut werden.

EN 55022 Klasse A Geräte müssen mit folgendem Warnhinweis versehen werden:

"Warnung: Dieses ist eine Einrichtung der Klasse A. Diese Einrichtung kann im Wohnbereich Funk-Störungen verursachen; in diesem Fall kann vom Betreiber verlangt werden, angemessene Maßnahmen zu ergreifen und dafür aufzukommen."

Deutschland: Einhaltung des Gesetzes über die elektromagnetische Verträglichkeit von Geräten

Dieses Produkt entspricht dem "Gesetz über die elektromagnetische Verträglichkeit von Geräten (EMVG)." Dies ist die Umsetzung der EU-Richtlinie 2004/108/EG in der Bundesrepublik Deutschland.

Zulassungsbescheinigung laut dem Deutschen Gesetz über die elektromagnetische Verträglichkeit von Geräten (EMVG) (bzw. der EMC EG Richtlinie 2004/108/EG) für Geräte der Klasse A

Dieses Gerät ist berechtigt, in übereinstimmung mit dem Deutschen EMVG das EG-Konformitätszeichen - CE - zu führen.

Verantwortlich für die Einhaltung der EMV Vorschriften ist der Hersteller:
International Business Machines Corp.
New Orchard Road
Armonk, New York 10504
Tel: 914-499-1900

Der verantwortliche Ansprechpartner des Herstellers in der EU ist:

IBM Deutschland GmbH
Technical Regulations, Abteilung M372
IBM-Allee 1, 71139 Ehningen, Germany
Tele: +49 7032 15-2941
Email: lugi@de.ibm.com

Generelle Informationen:

Das Gerät erfüllt die Schutzanforderungen nach EN 55024 und EN 55022 Klasse A.
People's Republic of China Class A Statement

中华人民共和国“A类”警告声明

声明

此为A级产品，在生活环境种，该产品可能会造成无线电干扰。在这种情况下，
可能需要用户采取切实可行的措施。

Taiwan Class A Statement

警告使用者：

這是甲類的資訊產品，在

居住的環境中使用時，可

能會造成射頻干擾，在這

種情況下，使用者會被要

求採取某些適當的對策。

Taiwan Contact Information

This topic contains the product service contact information for Taiwan.

IBM Taiwan Product Service Contact Information:
IBM Taiwan Corporation
3F, No 7, Song Ren Rd., Taipei Taiwan
Tel: 0800-016-888

日本電子和資訊技術產業協會

日本電機和情報技術產業協會

Class A Statement

This explains the Japan Voluntary Control Council for Interference (VCCI)
statement.

日本電子和資訊技術產業

日本電子和情報技術工業

Class A Statement

This explains the Japan Voluntary Control Council for Interference (VCCI)
statement.

日本電子和情報技術工業

日本電子和情報技術產業

Class A Statement

This explains the Japan Voluntary Control Council for Interference (VCCI)
statement.
This explains the JEITA statement for greater than 20 A per phase.

**Korean Communications Commission Class A Statement**

This explains the Korean Communications Commission (KCC) statement.

이 기기는 업무용(A급)으로 전자파적합기기로서 판매자 또는 사용자는 이 점을 주의하시기 바라며, 가정외의 지역에서 사용하는 것을 목적으로 합니다.

**Russia Electromagnetic Interference Class A Statement**

This statement explains the Russia Electromagnetic Interference (EMI) statement.

ВНИМАНИЕ! Настоящее изделие относится к классу А. В жилых помещениях оно может создавать радиопомехи, для снижения которых необходимы дополнительные меры.
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