
1

Red Hat OpenShift Container Platform on IBM Z & LinuxONE

Capacity Planning: Five Checkmarks You Don‘t Want to Miss

Danijel Soldo
Performance Chapter Lead - OpenShift on Z
_
danijel.soldo@de.ibm.com



Content

2

CPU Virtualization and Overcommitment Levels on IBM Z

LPAR Weigths & Entitlements

CPU Polarization

Level Up – A hypervisor’s perspective

The Five Checkmarks



3

PR/SM™

Processors, Memory and IO

Support Element

z/OS

IBM z/VM

LPARLPAR LPAR

KVM

RH
EL

SL
ES

U
bu

nt
u

• PR/SM grants the highest isolation level via logical 

partitions (LPAR)

• LPARs are as close to bare-metal as it gets

• Each virtualization layer adds a performance overhead

• Cores can be dedicated or shared

• OpenShift will co-exist and potentially share resources 

with other LPARs and workloads

CPU virtualization & overcommitment levels on Z
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2 logical IFL cores defined (PR/SM)

phys. IFL

CPU 
(thread)

LPAR 1 profile with 2 IFLs defined

log. IFL

phys. IFL

log. IFL

phys. IFL

CPU 
(thread)

CPU 
(thread)

CPU 
(thread) 4 CPUs available (SMT-2)

3 physical IFL cores (shared)

* IFL = Integrated Facility for Linux = Z phys. core

CPU virtualization & overcommitment levels on Z
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2 logical IFL cores defined (PR/SM)

phys. IFL

CPU 
(thread)

3 physical IFL cores (shared)

LPAR 1 profile with 2 IFLs defined

log. IFL

phys. IFL

log. IFL

phys. IFL

CPU 
(thread)

CPU 
(thread)

CPU 
(thread) 4 CPUs available (SMT-2)

CPU 
(thread)

LPAR 2 profile with 2 IFLs defined

log. IFL log. IFL

CPU 
(thread)

CPU 
(thread)

CPU 
(thread)

Resource overcommitment:
• LPAR shared cores (PR/SM, ratio logical to physical: 4:3)

• Good practice - No LPAR can have more IFLs defined than physically 
available. It is recommended to evaluate the necessary capacity and 
avoid oversizing LPARs.

CPU virtualization & overcommitment levels on Z
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2 logical IFL cores defined (PR/SM)

phys. IFL

CPU 
(thread)

3 physical IFL cores (shared)

LPAR 1 profile with 2 IFLs defined

log. IFL

phys. IFL

log. IFL

phys. IFL

CPU 
(thread)

CPU 
(thread)

CPU 
(thread) 4 CPUs available (SMT-2)

Guest3Guest2Guest1

12 vCPUs defined (Hypervisor)

Resource overcommitment:
• Hypervisor CPU overcommitment  (ratio virtual to CPU: 12:4)

• Good practice – no virtual machine should have more vCPUs 
defined than total CPUs available.

* Hypervisor = z/VM or KVM

Hypervisor

CPU virtualization & overcommitment levels on Z
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2 logical IFLs defined (PR/SM)

phys. IFL

CPU 
(thread)

3 physical IFLs (shared)

LPAR 1 profile with 2 IFLs defined

log. IFL

phys. IFL

log. IFL

phys. IFL

CPU 
(thread)

CPU 
(thread)

CPU 
(thread)

Guest3Guest2Guest1

CPU 
(thread)

LPAR 2 profile with 2 IFLs defined

log. IFL log. IFL

CPU 
(thread)

CPU 
(thread)

CPU 
(thread)

Guest2Guest1

2 logical IFLs defined (PR/SM)

4 CPUs available (SMT-2)4 CPUs available (SMT-2)

12 vCPUs defined (Hypervisor)
6 vCPUs defined (Hypervisor)

Total resource overcommitment:

Level 1 - LPAR shared cores (PR/SM, ratio logical to physical: 4:3) 
Level 2 - Hypervisor CPU overcommitment  (ratio virtual to CPU: 12:4 in 
LPAR1; 6:4 in LPAR2)

Total: 18 vCPU (5 guests) on 3 physical IFLs



Total resource overcommitment:

Level 1 - LPAR shared cores (PR/SM, ratio logical to physical: 4:3) 
Level 2 - Hypervisor CPU overcommitment  (ratio virtual to CPU: 12:4; 6:4)

Total: 18 vCPU (5 guests) on 3 physical IFLs

Can this even work?

Not if all vCPUs are constantly fully utilized, or if spikes happen in the exact same timeframe. 

Usually a workload type which is suited for some overcommitment:
• no constant pressure on CPU
• spikes are distributed in time
• average utilization not high

Evaluate your workload – always a good idea.

Measure

AnalyzeTune

CPU virtualization & overcommitment levels on Z



LPAR Weights & Entitlements

Thanks to B. Wade from the z/VM performance team for putting this together:

https://www.vm.ibm.com/library/presentations/lparperf.pdf
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https://www.vm.ibm.com/library/presentations/lparperf.pdf
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phys. IFLphys. IFL phys. IFL

log. IFL log. IFL log. IFLlog. IFL log. IFL log. IFLlog. IFL log. IFL

log. IFL log. IFL log. IFL

Example: 3 LPARs defined, a total of 6 shared physical IFLs, 14 logical IFLs defined in total. 

LPAR 1 (3 log. IFLs defined) LPAR 2 (5 log. IFLs defined) LPAR 3 (6 log. IFLs defined)

phys. IFLphys. IFL phys. IFL

log. IFL log. IFL

log. IFL

Let’s start with a simple example of 3 logical partitions (LPARs) defined, and a total of 6 physical cores (IFLs) available.

Each LPAR has a certain amount of cores defined (logical IFLs), and a weight value which expresses the relative importance in distribution of CPU power.

LPAR Weights & Entitlements



A logical core is not a source of capacity. It is a consumer of capacity.
By increasing the LPAR size (defined IFL count), we don‘t guarantee more power.
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LPAR Entitlement is the minimum power an LPAR can expect to get whenever needed.
Entitlements come into play only when there is not enough power to satisfy all partitions‘ demands. 

LPAR Weights & Entitlements
Resource sharing essentials



A logical core is not a source of capacity. It is a consumer of capacity.
By increasing the LPAR size (defined IFL count), we don‘t guarantee more power.
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LPAR Entitlement is the minimum power an LPAR can expect to get whenever needed.
Entitlements come into play only when there is not enough power to satisfy all partitions‘ demands. 

LPAR Weights & Entitlements
Resource sharing essentials

Ensure to meet the minimum physical core requirements for the cluster setup –
6 IFL cores (SMT-2 enabled) per cluster. 

OpenShift and other Kubernetes deployments bring a lot of automation and monitoring capabilities which might be 
CPU-intensive. Therefore, it is essential to have enough physical core capacity to back the virtualization stack.

Checkmark

#1

Source: https://docs.openshift.com/container-platform/4.9/installing/installing_ibm_z/installing-ibm-z.html#minimum-resource-requirements_installing-ibm-z



13

phys. IFLphys. IFL phys. IFL

log. IFL log. IFL log. IFLlog. IFL log. IFL log. IFLlog. IFL log. IFL

log. IFL log. IFL log. IFL

LPAR 1 (3 log. IFLs defined) LPAR 2 (5 log. IFLs defined) LPAR 3 (6 log. IFLs defined)

phys. IFLphys. IFL phys. IFL

log. IFL log. IFL

log. IFL

PR/SM calculates a table like this:

LPAR Logical IFLs Weight Entitlement

LP1 3 10 200
LP2 5 10 200
LP3 6 10 200

SUM 14 30 600
Sum Phys. IFLs 6

Initial weight of 10 leads to an entitlement of 200 for each LPAR.
Meaning: Each LPAR has a guaranteed capacity of 2 physical IFLs.

𝐸𝑛𝑡𝑖𝑡𝑙𝑒𝑚𝑒𝑛𝑡 =
100 ∗ 𝑆𝑢𝑚𝑃ℎ𝑦𝑠𝐼𝐹𝐿𝑠 ∗ 𝑊𝑒𝑖𝑔ℎ𝑡

𝑆𝑢𝑚𝑊𝑒𝑖𝑔ℎ𝑡𝑠

LPAR Weights & Entitlements

Shared IFL cores (Weights are not applicable if using dedicated IFL cores)
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phys. IFLphys. IFL phys. IFL

log. IFL log. IFL log. IFLlog. IFL log. IFL log. IFLlog. IFL log. IFL

log. IFL log. IFL log. IFL

LPAR 1 (3 log. IFLs defined) LPAR 2 (5 log. IFLs defined) LPAR 3 (6 log. IFLs defined)

phys. IFLphys. IFL phys. IFL

log. IFL log. IFL

log. IFL

PR/SM calculates a table like this:

LPAR Logical IFLs Weight Entitlement

LP1 3 10 200
LP2 5 10 200
LP3 6 10 200

SUM 14 30 600
Sum Phys. IFLs 6

Wait, If I give more logical IFLs to an LPAR – it doesn‘t make any
difference to the entitlement?

It seems so.

𝐸𝑛𝑡𝑖𝑡𝑙𝑒𝑚𝑒𝑛𝑡 =
100 ∗ 𝑆𝑢𝑚𝑃ℎ𝑦𝑠𝐼𝐹𝐿𝑠 ∗ 𝑊𝑒𝑖𝑔ℎ𝑡

𝑆𝑢𝑚𝑊𝑒𝑖𝑔ℎ𝑡𝑠

LPAR Weights & Entitlements

Shared IFL cores (Weights are not applicable if using dedicated IFL cores)
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phys. IFLphys. IFL phys. IFL

log. IFL log. IFL log. IFLlog. IFL log. IFL log. IFLlog. IFL log. IFL

log. IFL log. IFL log. IFL

LPAR 1 (3 log. IFLs defined) LPAR 2 (5 log. IFLs defined) LPAR 3 (6 log. IFLs defined)

phys. IFLphys. IFL phys. IFL

log. IFL log. IFL

log. IFL

PR/SM calculates a table like this:

LPAR Logical IFLs Weight Entitlement

LP1 3 10 200
LP2 5 10 200
LP3 6 10 200

SUM 14 30 600
Sum Phys. IFLs 6

Initial weight of 10 leads to an entitlement of 200 for each LPAR.
Meaning: Each LPAR has a guaranteed capacity of 2 physical IFLs.

What if LPAR 3 is running my database and I want it to have 
3 IFLs guaranteed?

𝐸𝑛𝑡𝑖𝑡𝑙𝑒𝑚𝑒𝑛𝑡 =
100 ∗ 𝑆𝑢𝑚𝑃ℎ𝑦𝑠𝐼𝐹𝐿𝑠 ∗ 𝑊𝑒𝑖𝑔ℎ𝑡

𝑆𝑢𝑚𝑊𝑒𝑖𝑔ℎ𝑡𝑠

LPAR Weights & Entitlements

Shared IFL cores (Weights are not applicable if using dedicated IFL cores)
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phys. IFLphys. IFL phys. IFL

log. IFL log. IFL log. IFLlog. IFL log. IFL log. IFLlog. IFL log. IFL

log. IFL log. IFL log. IFL

LPAR 1 (3 log. IFLs defined) LPAR 2 (5 log. IFLs defined) LPAR 3 (6 log. IFLs defined)

phys. IFLphys. IFL phys. IFL

log. IFL log. IFL

log. IFL

PR/SM calculates a table like this:

LPAR Logical IFLs Weight Entitlement

LP1 3 10 100
LP2 5 20 200
LP3 6 30 300

SUM 14 60 600
Sum Phys. IFLs 6

We have 3 options: 
1. Add more physical IFLs
2. Dedicate 3 IFLs
3. Give more weight to the higher priority

Best practices:
Use weights that sum up to this: (10 x number of shared physical cores)

Now, LPAR 3 is entitled to 3 physical IFLs.

LPAR Weights & Entitlements

Shared IFL cores (Weights are not applicable if using dedicated IFL cores)



LPAR Weights & Entitlements
How to check your current entitlements?
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FCX306 - Logical Partition Share Screen – LSHARACT

1. Only active LPARs count.
2. Weights do not apply to dedicated IFLs.
3. Separated by processor type (IFL, CP, SAP …)
4. Entitlements not visible (need to calculate them on your own)

HMC
Select machine -> Operational Customization -> Change LPAR Controls

z/VM Perfkit



CPU Polarization
Vertical vs Horizontal
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LPAR entitlement: 630%

63% 63% 63% 63% 63% 63% 63% 63% 63% 63%

Horizontal polarization
- equal distribution over log. cores
- 63% guaranteed per core
- up to 100% possible

* disables SMT-2 capabilities under z/VM
IBM Z LPAR – 10 logical IFLs defined

Vertical polarization
- unequal distribution over log. cores
- optimal for performance reasons

100% 65% 65% 0% 0% 0%

IBM Z LPAR – 10 logical IFLs defined

100% 100% 100% 100%

630% = 10 * 63%

630% = 5 * 100% + 2 * 65%

source: https://www.vm.ibm.com/perf/tips/zvmhd.html
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Vertical polarization
- unequal distribution over log. cores
- recommended and used by default

100% 65% 65% 0% 0% 0%100% 100% 100% 100%

630% = 5 * 100% + 2 * 65%
IBM Z LPAR –
10 logical IFLs 
defined

Vh – Vertical High

Vm – Vertical Medium

Vl – Vertical Low

Vh Vh Vh Vh Vh Vm Vm Vl Vl Vl

logical core with 100% entitlement, used exclusively

logical core with < 100% entitlement, used shared

logical core with 0% entitlement, used shared

Good to know:
- The goal is to have as much Vh cores as possible
- PR/SM avoids having Vm below 50% (630 could have been 6 * Vh + 1 * Vm@30)

CPU Polarization
Vertical vs Horizontal
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FCX298 Logical Core Organization Log Screen – PUORGLOG FCX304 Processor Log Screen – PRCLOG

CPU Polarization
How to check it quickly – z/VM
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Default: Horizontal Switching to vertical with:

chcpu -p vertical

CPU Polarization
How to check it quickly - KVM

Not recommended on s390x. Might cause 
severe performance degradations.

However, shortly switching over gives a 
good impression on the current entitlement.

Only 2 vert-mediums – clearly not a 
good example.

lscpu -e



LPAR Weigths, Entitlements & CPU Polarization
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How can this become a problem for OpenShift on Z?



Make sure your cluster survives
Real example (September ‘21)
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Before – Cluster #1

[root@bastion ~]# oc adm top node
NAME CPU(cores) CPU% MEMORY(bytes) MEMORY%
master-01.ocp-cluster.example.tmp 4789m 106% 12768Mi 85%
master-02.ocp-cluster.example.tmp 3495m 77% 10609Mi 70%
master-03.ocp-cluster.example.tmp 3527m 78% 9969Mi 66%
compute-01.ocp-cluster.example.tmp 3343m 74% 11078Mi 46%
compute-02.ocp-cluster.example.tmp 821m 18% 3412Mi 14%
compute-03.ocp-cluster.example.tmp 2890m 64% 7397Mi 30%

master-01 (5 vCPU, 16GB)

master-02 (5 vCPU, 16GB)

master-03 (5 vCPU, 16GB)

compute-01 (5 vCPU, 16GB)

compute-02 (5 vCPU, 16GB)

compute-03 (5 vCPU, 16GB)

Cluster #1
Cluster #2

Cluster #3

LPAR (z/VM) – 40 IFL

No workload deployed. 
Consuming almost 12 vCPUs just for the Control Plane? 

Logging into the master nodes shows up to ~70% steal CPU%.
(OCP Monitoring adds steal% to the CPU (cores) consumption of 
nodes.)

Environment: 3 x OCP Cluster (6 nodes each); 40 logical IFLs defined (shared), z14

Symptoms: very slow response at the console, pods crashing (CRI-O, monitoring), high steal CPU% in the nodes
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Ok, but who/what is stealing the CPU? 

- Cluster #2 and #3 do not run any workload and show a very similar consumption pattern
- The whole LPAR consumes little less than 10 IFLs (cluster logging stack installed)
- There is 40 IFLs defined for the LPAR, should be enough for everyone

Maybe other LPARs?

CEC Setup:

Total physical IFLs: 141 (shared)
Total logical IFLs: 1116  (8x more)

Make sure your cluster survives
Real example (September ‘21)
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Checking the z/VM Perfkit to get an overview of all LPAR weigths and 
understand what entitlement does my LPAR have:

FCX306 Logical Partition Share (ZVMHOSTLP)
Type Name Count Max Weight Entlment Cap TypeCap GrpCapNm

IFL TESTLP 40 4000 10 184.2 No ... ...

Make sure your cluster survives
Real example (September ‘21)

FCX298 Logical Core organization log

Date Time     C ore Type PPD Ent. Location
Aug 25 16:58:18 0 IFL Vh ... 05:01
Aug 25 16:58:18 1 IFL Vm ... 05:01
Aug 25 16:58:18 2 IFL Vl ... 05:01
Aug 25 16:58:18 3 IFL Vl ... 05:01
Aug 25 16:58:18 4 IFL Vl ... 05:01
Aug 25 16:58:18 5 IFL Vl ... 05:01
Aug 25 16:58:18 6 IFL Vl ... 05:01
Aug 25 16:58:18 7 IFL Vl ... 05:03
Aug 25 16:58:18 8 IFL Vl ... 05:02
Aug 25 16:58:18 9 IFL Vl ... 05:02
Aug 25 16:58:18 0A IFL Vl ... 05:02
Aug 25 16:58:18 0B IFL Vl ... 05:02
Aug 25 16:58:18 0C IFL Vl ... 05:02
Aug 25 16:58:18 0D IFL Vl ... 05:02
Aug 25 16:58:18 0E IFL Vl ... 05:02
Aug 25 16:58:18 0F IFL Vl ... 05:02
Aug 25 16:58:18 10 IFL Vl ... 05:02
Aug 25 16:58:18 11 IFL Vl ... 05:03
Aug 25 16:58:18 12 IFL Vl ... 05:03
Aug 25 16:58:18 13 IFL Vl ... 05:03
Aug 25 16:58:18 14 IFL Vl ... 05:03
Aug 25 16:58:18 15 IFL Vl ... 05:03
Aug 25 16:58:18 16 IFL Vl ... 05:03
Aug 25 16:58:18 17 IFL Vl ... 05:03
Aug 25 16:58:18 18 IFL Vl ... 06:01
Aug 25 16:58:18 19 IFL Vl ... 06:01
Aug 25 16:58:18 1A IFL Vl ... 06:01
Aug 25 16:58:18 1B IFL Vl ... 06:01
Aug 25 16:58:18 1C IFL Vl ... 06:01
Aug 25 16:58:18 1D IFL Vl ... 06:01
Aug 25 16:58:18 1E IFL Vl ... 06:02
Aug 25 16:58:18 1F IFL Vl ... 06:02
Aug 25 16:58:18 20 IFL Vl ... 06:02
Aug 25 16:58:18 21 IFL Vl ... 06:02
Aug 25 16:58:18 22 IFL Vl ... 06:02
Aug 25 16:58:18 23 IFL Vl ... 06:02
Aug 25 16:58:18 24 IFL Vl ... 01:01
Aug 25 16:58:18 25 IFL Vl ... 01:01
Aug 25 16:58:18 26 IFL Vl ... 02:01
Aug 25 16:58:18 27 IFL Vl ... 02:01
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Checking the z/VM Perfkit to get an overview of all LPAR weigths and 
understand what entitlement does my LPAR have:

FCX306 Logical Partition Share (ZVMHOSTLP)
Type Name Count Max Weight Entlment Cap TypeCap GrpCapNm

IFL TESTLP 40 4000 10 184.2 No ... ...

The whole LPAR is guaranteed to get 1.84 IFLs! If it wants more, it needs to 
compete against other LPARs on the machine.

Make sure your cluster survives
Real example (September ‘21)

Running 3 OCP clusters, it would be necessary to see at least 6 IFLs 
guaranteed (entitlement > 600).

FCX298 Logical Core organization log

Date Time     C ore Type PPD Ent. Location
Aug 25 16:58:18 0 IFL Vh ... 05:01
Aug 25 16:58:18 1 IFL Vm ... 05:01
Aug 25 16:58:18 2 IFL Vl ... 05:01
Aug 25 16:58:18 3 IFL Vl ... 05:01
Aug 25 16:58:18 4 IFL Vl ... 05:01
Aug 25 16:58:18 5 IFL Vl ... 05:01
Aug 25 16:58:18 6 IFL Vl ... 05:01
Aug 25 16:58:18 7 IFL Vl ... 05:03
Aug 25 16:58:18 8 IFL Vl ... 05:02
Aug 25 16:58:18 9 IFL Vl ... 05:02
Aug 25 16:58:18 0A IFL Vl ... 05:02
Aug 25 16:58:18 0B IFL Vl ... 05:02
Aug 25 16:58:18 0C IFL Vl ... 05:02
Aug 25 16:58:18 0D IFL Vl ... 05:02
Aug 25 16:58:18 0E IFL Vl ... 05:02
Aug 25 16:58:18 0F IFL Vl ... 05:02
Aug 25 16:58:18 10 IFL Vl ... 05:02
Aug 25 16:58:18 11 IFL Vl ... 05:03
Aug 25 16:58:18 12 IFL Vl ... 05:03
Aug 25 16:58:18 13 IFL Vl ... 05:03
Aug 25 16:58:18 14 IFL Vl ... 05:03
Aug 25 16:58:18 15 IFL Vl ... 05:03
Aug 25 16:58:18 16 IFL Vl ... 05:03
Aug 25 16:58:18 17 IFL Vl ... 05:03
Aug 25 16:58:18 18 IFL Vl ... 06:01
Aug 25 16:58:18 19 IFL Vl ... 06:01
Aug 25 16:58:18 1A IFL Vl ... 06:01
Aug 25 16:58:18 1B IFL Vl ... 06:01
Aug 25 16:58:18 1C IFL Vl ... 06:01
Aug 25 16:58:18 1D IFL Vl ... 06:01
Aug 25 16:58:18 1E IFL Vl ... 06:02
Aug 25 16:58:18 1F IFL Vl ... 06:02
Aug 25 16:58:18 20 IFL Vl ... 06:02
Aug 25 16:58:18 21 IFL Vl ... 06:02
Aug 25 16:58:18 22 IFL Vl ... 06:02
Aug 25 16:58:18 23 IFL Vl ... 06:02
Aug 25 16:58:18 24 IFL Vl ... 01:01
Aug 25 16:58:18 25 IFL Vl ... 01:01
Aug 25 16:58:18 26 IFL Vl ... 02:01
Aug 25 16:58:18 27 IFL Vl ... 02:01

100% 84%

1 * Vh @ 100
1 * Vm @ 84

38 * Vl @ 0

0%
0%
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Let‘s quickly increase the weight to 100.

LPAR Entitlement jumped to 1489 -> almost 15 IFLs guaranteed.  Checking the cluster now:

Before

[root@bastion ~]# oc adm top node
NAME CPU(cores) CPU% MEMORY(bytes) MEMORY%
master-01.ocp-cluster.example.tmp 4789m 106% 12768Mi 85%
master-02.ocp-cluster.example.tmp 3495m 77% 10609Mi 70%
master-03.ocp-cluster.example.tmp 3527m 78% 9969Mi 66%
compute-01.ocp-cluster.example.tmp 3343m 74% 11078Mi 46%
compute-02.ocp-cluster.example.tmp 821m 18% 3412Mi 14%
compute-03.ocp-cluster.example.tmp 2890m 64% 7397Mi 30%

After

[root@bastion ~]# oc adm top node
NAME                                   CPU(cores)   CPU%   MEMORY(bytes)   MEMORY%
master-01.ocp-cluster.example.tmp      1520m 33%    8677Mi          57%
master-02.ocp-cluster.example.tmp      1079m 23%    7773Mi          51%
master-03.ocp-cluster.example.tmp       736m 16%    6484Mi          43%
compute-01.ocp-cluster.example.tmp     1425m        31%    13945Mi         58%
compute-02.ocp-cluster.example.tmp     1237m        27%    11438Mi         47%
compute-03.ocp-cluster.example.tmp      954m        21%    11257Mi         46%

Result: 

- 10x less steal CPU% 
- 4x reduced control plane consumption
- no pods crashing, smooth response times

Make sure your cluster survives
Real example (September ‘21)
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However, this is still not optimal. The difference between logical IFLs and entitlement should not be this big (40 vs 15). 

We need to evaluate the workload and discuss the sizing.

For OpenShift on Z, it is essential to understand the minimum required resources for vital cluster operations:

at least 2 IFL of capacity should be guaranteed per cluster. 

For a single-LPAR cluster we should ensure an entitlement of at least 200.

For multi-LPAR clusters, entitlements per LPAR should be at least 100.  

Make sure your cluster survives
Real example (September ‘21)

What is consuming resources if no workload is deployed?
Replay available externally: OpenShift on Z - CPU Consumption Demystified

https://community.ibm.com/community/user/ibmz-and-linuxone/viewdocument/2021-07-12-red-hat-openshift-conta?CommunityKey=c1293167-6d93-448e-8854-3068846d3dfe&tab=librarydocuments
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However, this is still not optimal. The difference between logical IFLs and entitlement should not be this big (40 vs 15). 

We need to evaluate the workload and discuss the sizing.

For OpenShift on Z, it is essential to understand the minimum required resources for vital cluster operations:

at least 2 IFL of capacity should be guaranteed per cluster. 

For a single-LPAR cluster we should ensure an entitlement of at least 200.

For multi-LPAR clusters, entitlements per LPAR should be at least 100.  

Make sure your cluster survives
Real example (September ‘21)

What is consuming resources if no workload is deployed?
Replay available externally: OpenShift on Z - CPU Consumption Demystified

Ensure each cluster is entitled to get sufficient capacity for system operations –
at least 2 IFL cores per LPAR in a single-LPAR cluster, or at least 1 IFL core per 

LPAR in a multi-LPAR deployment.

Resource sharing is one of the key strengths of the platform – make sure to understand the principles of LPAR weights, 
entitlements and CPU polarization. If the LPAR is not able to get enough computing resources because of low entitlement –

no tuning on higher levels will help.

Checkmark

#2

https://community.ibm.com/community/user/ibmz-and-linuxone/viewdocument/2021-07-12-red-hat-openshift-conta?CommunityKey=c1293167-6d93-448e-8854-3068846d3dfe&tab=librarydocuments


Level Up – A Hypervisor’s Perspective
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There’s never enough virtualization.



Level Up – z/VM perspective
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When demand for CPU resources is larger than available resources, virtual machines will have to wait to get their share of the CPU. 
There are two types of shares:

• Absolute Share
• Relative Share

With relative shares, we express the importance of a virtual machine in relation to the others. The idea is very similar to the concept of 
LPAR weights.

With z/VM, a virtual machine receives its proportion of processor time according to its SHARE setting.

To display a virtual machine's current share setting, enter:
# query share userid

To assign a normal relative share of 300 to the virtual machine of user USER1, enter: 
# set share user1 relative 300



Level Up – z/VM perspective
How to check it quickly – relative shares z/VM

User Configuration Screen (FCX226) shows virtual machine configuration information for each user

source: Performance Toolkit Reference

https://www-01.ibm.com/servers/resourcelink/svc0302a.nsf/pages/zVMV7R1sc246303/$file/hcpl7_v7r1.pdf


Level Up – z/VM perspective
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Default SHARE settings are:
• 100 per guest (normal share)
• nolimit (max share)

What does it mean for OpenShift on Z?

master-01 (4 vCPU)

master-02 (4 vCPU)

master-03 (4 vCPU)

compute-01 (4 vCPU)

compute-02 (4 vCPU)

compute-03 (4 vCPU)

z/VM (6 IFLs, SMT-2)

Rel. share: 100

12 CPUs (SMT-2 threads) – z/VM level

Rel. share: 100

Rel. share: 100

Rel. share: 100

Rel. share: 100

Rel. share: 100

All nodes are of the same size, the defaults are 
pretty fine. 
Each guest is considered to be able to get 2 vCPUs 
mapped to the existing SMT-2 threads.

CPU: 2

CPU: 2

CPU: 2

CPU: 2

CPU: 2

CPU: 2
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Default SHARE settings are:
• 100 per guest (normal share)
• nolimit (max share)

What does it mean for OpenShift on Z?

master-01 (4 vCPU)

master-02 (4 vCPU)

master-03 (4 vCPU)

compute-01 (4 vCPU)

compute-02 (4 vCPU)

compute-03 (4 vCPU)

Rel. share: 100

12 CPUs (SMT-2 threads) – z/VM level

Rel. share: 100

Rel. share: 100

Rel. share: 100

Rel. share: 100

Rel. share: 100

All nodes are of the same size, the defaults are 
pretty fine. 
Each guest is considered to be able to get 2 vCPUs 
mapped to the existing SMT-2 threads.

master-01 (4 vCPU)

master-02 (4 vCPU)

master-03 (4 vCPU)

compute-01 (16 vCPU)

compute-02 (8 vCPU)

compute-03 (8 vCPU)

z/VM (6 IFLs, SMT-2)

12 CPUs (SMT-2 threads) – z/VM level

Rel. share: 100

Rel. share: 100

Rel. share: 100

Rel. share: 100

Rel. share: 100

Rel. share: 100

CPU: 2

CPU: 2

CPU: 2

CPU: 2

CPU: 2

CPU: 2

CPU: 2

CPU: 2

CPU: 2

CPU: 2

CPU: 2

CPU: 2

If we resize the guests, but forget to update the 
shares – the VM entitlement doesn’t follow.

Level Up – z/VM perspective

z/VM (6 IFLs, SMT-2)
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Default SHARE settings are:
• 100 per guest (normal share)
• nolimit (max share)

What does it mean for OpenShift on Z?

master-01 (4 vCPU)

master-02 (4 vCPU)

master-03 (4 vCPU)

compute-01 (4 vCPU)

compute-02 (4 vCPU)

compute-03 (4 vCPU)

Rel. share: 100

12 CPUs (SMT-2 threads) – z/VM level

Rel. share: 100

Rel. share: 100

Rel. share: 100

Rel. share: 100

Rel. share: 100

All nodes are of the same size, the defaults are 
pretty fine. 
Each guest is considered to be able to get 2 vCPUs 
mapped to the existing SMT-2 threads.

master-01 (4 vCPU)

master-02 (4 vCPU)

master-03 (4 vCPU)

compute-01 (16 vCPU)

compute-02 (8 vCPU)

compute-03 (8 vCPU)

12 CPUs (SMT-2 threads) – z/VM level

CPU: 2

CPU: 2

CPU: 2

CPU: 2

CPU: 2

CPU: 2

CPU: 4,36

CPU: 2,18

CPU: 2,18

CPU: 1,09

CPU: 1,09

CPU: 1,09

If we resize the guests, but forget to update the 
shares – the VM entitlement doesn’t follow.

Best practice: Rel. SHARE = vCPU Count * 100

Rel. share: 1600

Rel. share: 800

Rel. share: 800

Rel. share: 400

Rel. share: 400

Rel. share: 400

Level Up – z/VM perspective

z/VM (6 IFLs, SMT-2) z/VM (6 IFLs, SMT-2)



Level Up – z/VM perspective

0.5 – 0.7 vCPU in average per control plane node (OCP v4.9 on KVM, 6 nodes in total)

Recommendation: By setting the z/VM (or KVM) Shares, make sure that the vCPU entitlement of the control plane nodes guarantees at 
least 1 vCPU per node for a small cluster*.

* Be aware that the minimum value may vary with cluster size

Is it enough to have 1,09 / 4 vCPU guaranteed for the control plane nodes?

Let’s check the average vCPU consumption of the control plane nodes for a cluster in steady state.



Level Up – KVM perspective

Recommendation: By setting the KVM Shares, make sure that the vCPU entitlement of the master nodes guarantees at least 1 vCPU per node.

KVM CPU shares - Implemented by the Linux Scheduler and cgroups

Optionally specifies the initial CPU weight. The default is 1024.
Can be modified by changing the Domain XML:

Read more: KVM Virtual Server Management

master-01 (4 vCPU)

master-02 (4 vCPU)

master-03 (4 vCPU)

compute-01 (16 vCPU)

compute-02 (8 vCPU)

compute-03 (8 vCPU)

12 CPUs (SMT-2 threads) – KVM level

CPU: 4,36

CPU: 2,18

CPU: 2,18

CPU: 1,09

CPU: 1,09

CPU: 1,09

Rel. share: 4096

Rel. share: 2048

Rel. share: 2048

Rel. share: 1024

Rel. share: 1024

Rel. share: 1024

KVM (RHEL, 6 IFLs, SMT-2)

Valid values are in the natural numbers between 2 and 262144.

https://www.ibm.com/docs/en/linux-on-systems?topic=kvm-virtual-server-management


Level Up – KVM perspective

Recommendation: By setting the KVM Shares, make sure that the vCPU entitlement of the master nodes guarantees at least 0.5 vCPU per node.

KVM CPU shares - Implemented by the Linux Scheduler and cgroups

Optionally specifies the initial CPU weight. The default is 1024.
Can be modified by changing the Domain XML:

Read more: KVM Virtual Server Management

master-01 (4 vCPU)

master-02 (4 vCPU)

master-03 (4 vCPU)

compute-01 (16 vCPU)

compute-02 (8 vCPU)

compute-03 (8 vCPU)

12 CPUs (SMT-2 threads) – KVM level

CPU: 4,36

CPU: 2,18

CPU: 2,18

CPU: 1,09

CPU: 1,09

CPU: 1,09

Rel. share: 4096

Rel. share: 2048

Rel. share: 2048

Rel. share: 1024

Rel. share: 1024

Rel. share: 1024

KVM (RHEL, 6 IFLs, SMT-2)

Valid values are in the natural numbers between 2 and 262144.
Ensure the control plane nodes are entitled to get a sufficient share of vCPU 

capacity – at least 1 vCPU per node for a small cluster*.

The control plane is the most critical part of the cluster. Make sure it doesn’t starve due to high resource sharing.

Checkmark

#3

* Be aware that the minimum value may vary with cluster size

https://www.ibm.com/docs/en/linux-on-systems?topic=kvm-virtual-server-management
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the compute plane starts to take off! 

Is my control plane in danger?

master-01 (4 vCPU)

master-02 (4 vCPU)

master-03 (4 vCPU)

compute-01 (16 vCPU)

compute-02 (8 vCPU)

compute-03 (8 vCPU)

z/VM (6 IFLs, SMT-2)

12 CPUs (SMT-2 threads) – z/VM level

CPU: 4,36

CPU: 2,18

CPU: 2,18

CPU: 1,09

CPU: 1,09

CPU: 1,09

Rel. share: 1600

Rel. share: 800

Rel. share: 800

Rel. share: 400

Rel. share: 400

Rel. share: 400

What if …
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Let’s put some load on the cluster.

master-01 (4 vCPU)

master-02 (4 vCPU)

master-03 (4 vCPU)

compute-01 (16 vCPU)

compute-02 (8 vCPU)

compute-03 (8 vCPU)

z/VM (6 IFLs, SMT-2)

12 CPUs (SMT-2 threads) – z/VM level

CPU: 4,36

CPU: 2,18

CPU: 2,18

CPU: 1,09

CPU: 1,09

CPU: 1,09

Rel. share: 1600

Rel. share: 800

Rel. share: 800

Rel. share: 400

Rel. share: 400

Rel. share: 400

14 vCPU (90%)

4 vCPU (53%)

2 vCPU (26%)

What if …
the compute plane starts to take off! 

Is my control plane in danger?



OpenShift as a Kubernetes platform has mechanisms implemented to prevent it:

- The OpenShift scheduler always leaves 0.5 vCPU unallocatable on each node, for system operations. E.g. for a 
worker node of 4 vCPUs, only 3.5 vCPU worth of pod CPU requests is schedulable.

- User workload is not schedulable on the control plane – it is necessary to give it enough capacity to operate.

- Check the sizing recommendations for Control plane and infrastructure nodes – it scales with the cluster size.
- Resource starvation of the control plane will impact the overall cluster performance.

But, there are things which are out of control for the cluster:

the control plane doesn’t get enough capacity for critical operations?

- oversized nodes & CPU overcommitment
- lack of physical resources
- too low entitlement in shared environments
- noisy neighbours: VMs or LPARs

What if …



- oversized nodes & CPU overcommitment
- lack of physical resources
- too low entitlement in shared environments
- noisy neighbours: VMs or LPARs

the control Plane doesn’t get enough capacity for critical operations?

What if …

OpenShift as a Kubernetes platform has mechanisms implemented to prevent it:

- The OpenShift scheduler always leaves 0.5 vCPU unallocatable on each node, for system operations. E.g. for a 
worker node of 4 vCPUs, only 3.5 vCPU worth of pod CPU requests is schedulable.

- User workload is not schedulable on the control plane – it is necessary to give it enough capacity to operate

- Check the sizing recommendations for Control plane and infrastructure nodes – it scales with the cluster size
- Resource starvation of the control plane will impact the overall cluster performance

But, there are things which are out of control for the cluster itself:

master-01 (4 vCPU)

master-02 (4 vCPU)

master-03 (4 vCPU)

compute-01 (12 vCPU)

compute-02 (12 vCPU)

compute-03 (12 vCPU)

z/VM (6 IFLs, SMT-2)

12 CPUs (SMT-2 threads) – z/VM level

CPU: 3

CPU: 3

CPU: 3

CPU: 1

CPU: 1

CPU: 1

Rel. share: 1200

Rel. share: 1200

Rel. share: 1200

Rel. share: 400

Rel. share: 400

Rel. share: 400

An “obvious” enemy:
oversized guests

Low amount of guaranteed vCPU 
share for the control plane.

Expected OCP symptoms:

• increased response times
• increased steal CPU%
• possible ETCD leader changes



- oversized nodes & CPU overcommitment
- lack of physical resources
- too low entitlement in shared environments
- noisy neighbours: VMs or LPARs

the control Plane doesn’t get enough capacity for critical operations?

What if …

OpenShift as a Kubernetes platform has mechanisms implemented to prevent it:

- The OpenShift scheduler always leaves 0.5 vCPU unallocatable on each node, for system operations. E.g. for a 
worker node of 4 vCPUs, only 3.5 vCPU worth of pod CPU requests is schedulable.

- User workload is not schedulable on the control plane – it is necessary to give it enough capacity to operate

- Check the sizing recommendations for Control plane and infrastructure nodes – it scales with the cluster size
- Resource starvation of the control plane will impact the overall cluster performance

But, there are things which are out of control for the cluster itself:

Monitor the workload and keep the size of VMs reasonable – there is no benefit 
of having oversized guests, only additional overhead and costs.

Virtual CPUs which are not utilized will still trigger the hypervisor signalling that they are available.

Checkmark

#4



- oversized nodes & CPU overcommitment
- lack of physical resources
- too low entitlement in shared environments
- noisy neighbours: VMs or LPARs

the control Plane doesn’t get enough capacity for critical operations?

What if …

OpenShift as a Kubernetes platform has mechanisms implemented to prevent it:

- The OpenShift scheduler always leaves 0.5 vCPU unallocatable on each node, for system operations. E.g. for a 
worker node of 4 vCPUs, only 3.5 vCPU worth of pod CPU requests is schedulable.

- User workload is not schedulable on the control plane – it is necessary to give it enough capacity to operate

- Check the sizing recommendations for Control plane and infrastructure nodes – it scales with the cluster size
- Resource starvation of the control plane will impact the overall cluster performance

But, there are things which are out of control for the cluster itself:

master-01 (4 vCPU)

master-02 (4 vCPU)

master-03 (4 vCPU)

compute-01 (16 vCPU)

compute-02 (8 vCPU)

compute-03 (8 vCPU)

z/VM (6 IFLs, SMT-2)

12 CPUs (SMT-2 threads) – z/VM level

CPU: 1,33

CPU: 0,67

CPU: 0,67

CPU: 0,33

CPU: 0,33

CPU: 0,33

Rel. share: 1600

Rel. share: 800

Rel. share: 800

Rel. share: 400

Rel. share: 400

Rel. share: 400

14 vCPU (90%)

4 vCPU (53%)

prod-02 (8 vCPU)

prod-01 (8 vCPU)

Rel. share: 5000

Rel. share: 5000 “Big turbo important 
production server”

Most common enemy:
the Noisy Neighbour CPU: 4,16

CPU: 4,16

2 vCPU (26%)

Expected OCP symptoms:

• high response times
• high steal CPU%
• ETCD leader changes
• pods crashing/not deploying



- oversized nodes & CPU overcommitment
- lack of physical resources
- too low entitlement in shared environments
- noisy neighbours: VMs or LPARs

the control Plane doesn’t get enough capacity for critical operations?

What if …

OpenShift as a Kubernetes platform has mechanisms implemented to prevent it:

- The OpenShift scheduler always leaves 0.5 vCPU unallocatable on each node, for system operations. E.g. for a 
worker node of 4 vCPUs, only 3.5 vCPU worth of pod CPU requests is schedulable.

- User workload is not schedulable on the control plane – it is necessary to give it enough capacity to operate

- Check the sizing recommendations for Control plane and infrastructure nodes – it scales with the cluster size
- Resource starvation of the control plane will impact the overall cluster performance

But, there are things which are out of control for the cluster itself:

Understand the overall environment – keep the full picture in mind.

Neighbouring VMs and LPARs do impact the OpenShift environment if using shared IFL cores.

Checkmark
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1. Ensure to meet the minimum physical core requirements for the cluster setup – 6 IFL cores 
(SMT-2 enabled) per cluster.

2. Ensure each cluster is entitled to get sufficient capacity for system operations – at least 2 IFL 
cores per LPAR in a single-LPAR cluster, or at least 1 IFL core per LPAR in a multi-LPAR 
deployment. 

3. Ensure the control plane nodes are entitled to get a sufficient share of vCPU capacity – at least 1 
vCPU per node for a small cluster.

4. Monitor the workload and keep the size of VMs reasonable – there is no benefit of having 
oversized guests, only additional overhead and costs.

5. Understand the overall environment – keep the full picture in mind. Neighbouring VMs and LPARs 
do impact the OpenShift environment if using shared IFL cores.

The Five Checkmarks You Don’t Want to Miss



Resources

ibm.com/docs – OCP on Z Performance

docs.openshift.com – IBM Z & LinuxONE Host Recommendations

z/VM Performance education LPAR Topics
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https://www.ibm.com/docs/en/linux-on-systems?topic=openshift-performance
https://docs.openshift.com/container-platform/4.8/scalability_and_performance/ibm-z-recommended-host-practices.html
https://www.vm.ibm.com/library/presentations/lparperf.pdf


Thank You

Danijel Soldo
Performance Lead – OpenShift on Z & LinuxONE
IBM R&D Germany
_
danijel.soldo@de.ibm.com
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Vocabulary

The machine is equipped with physical cores.
– They come in different types: a physical IFL core, a physical CP core … (What your specific machine has depends upon what you bought)
– Each physical core contains two processors or CPUs. 

The difference between core and processor is absolutely vital in the SMT world 

A logical partition that has opted-in for SMT is equipped with logical cores.
– In an SMT-1 LPAR, each logical core contains one logical processor (or logical CPU)
– In an SMT-2 LPAR, the logical IFL cores have two processors each and the rest have one processor each
– PR/SM dispatches the LPAR’s logical cores on physical cores 

Source: 
https://www.vm.ibm.com/library/presentations/lparperf.pdf

https://www.vm.ibm.com/library/presentations/lparperf.pdf

