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About this information

This edition applies to IBM Spectrum Scale™ version 4.2.3 for AIX®, Linux, and Windows.

IBM Spectrum Scale is a file management infrastructure, based on IBM® General Parallel File System
(GPFS"™) technology, which provides unmatched performance and reliability with scalable access to
critical file data.

To find out which version of IBM Spectrum Scale is running on a particular AIX node, enter:
1sTpp -1 gpfs\=

To find out which version of IBM Spectrum Scale is running on a particular Linux node, enter:
rpm -ga | grep gpfs (for SLES and Red Hat Enterprise Linux)
dpkg -1 | grep gpfs (for Ubuntu Linux)

To find out which version of IBM Spectrum Scale is running on a particular Windows node, open
Programs and Features in the control panel. The IBM Spectrum Scale installed program name includes

the version number.

Which IBM Spectrum Scale information unit provides the information you need?

The IBM Spectrum Scale library consists of the information units listed in [Table 1 on page xii}

To use these information units effectively, you must be familiar with IBM Spectrum Scale and the AIX,
Linux, or Windows operating system, or all of them, depending on which operating systems are in use at
your installation. Where necessary, these information units provide some background information relating
to AIX, Linux, or Windows. However, more commonly they refer to the appropriate operating system
documentation.

Note: Throughout this documentation, the term “Linux” refers to all supported distributions of Linux,
unless otherwise specified.
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Table 1. IBM Spectrum Scale library information units

Information unit

Type of information

Intended users

IBM Spectrum Scale: Concepts,
Planning, and Installation Guide

This guide provides the following
information:

Product overview
* Overview of IBM Spectrum Scale
* GPFS architecture

* Protocols support overview:
Integration of protocol access
methods with GPFS

* Active File Management

* AFM-based Asynchronous Disaster
Recovery (AFM DR)

* Data protection and disaster recovery
in IBM Spectrum Scale

* Introduction to IBM Spectrum Scale
GUI

* IBM Spectrum Scale management API
* Introduction to Cloud services

* IBM Spectrum Scale in an OpenStack
cloud deployment

* IBM Spectrum Scale product editions

* IBM Spectrum Scale license
designation

* Capacity based licensing
+ IBM Spectrum Storage™ Suite

Planning

* Planning for GPFS

* Planning for protocols

* Considerations for GPFS applications
* Firewall recommendations

* Planning for cloud services

System administrators, analysts,
installers, planners, and programmers of
IBM Spectrum Scale clusters who are
very experienced with the operating
systems on which each IBM Spectrum
Scale cluster is based
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Table 1. IBM Spectrum Scale library information units (continued)

Information unit

Type of information

Intended users

IBM Spectrum Scale: Concepts,
Planning, and Installation Guide

Installing and upgrading

* Steps for establishing and starting
your IBM Spectrum Scale cluster

¢ Installing IBM Spectrum Scale on
Linux nodes and deploying protocols

* Installing IBM Spectrum Scale on AIX
nodes

* Installing IBM Spectrum Scale on
Windows nodes

* Installing cloud services on IBM
Spectrum Scale nodes

* Installing and configuring IBM
Spectrum Scale management API

* Installing Active File Management

* Installing and upgrading AFM-based
Disaster Recovery

* Installing call home

* Migration, coexistence and
compatibility

* Steps to permanently uninstall GPFS
and/or Protocols

System administrators, analysts,
installers, planners, and programmers of
IBM Spectrum Scale clusters who are
very experienced with the operating
systems on which each IBM Spectrum
Scale cluster is based
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Table 1. IBM Spectrum Scale library information units (continued)

Information unit

Type of information

Intended users

IBM Spectrum Scale:
Administration Guide

This guide provides the following
information:

Configuring

Configuring the GPFS cluster

Configuring the CES and protocol
configuration

Configuring and tuning your system
for GPFS

Parameters for performance tuning
and optimization

Configuring and tuning your system
for Cloud services

Configuring Active File Management
Configuring AFM-based DR

Tuning for Kernel NFS backend on
AFM and AFM DR

Administering

Performing GPFS administration tasks

Verifying network operation with the
mmnetverify command

Managing file systems

File system format changes between
versions of IBM Spectrum Scale

Managing disks
Managing protocol services

Managing protocol user
authentication

Managing protocol data exports
Managing object storage

Managing GPFS quotas

Managing GUI users

Managing GPFS access control lists
Considerations for GPFS applications

Accessing a remote GPFS file system

System administrators or programmers
of IBM Spectrum Scale systems
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Table 1. IBM Spectrum Scale library information units (continued)

Information unit Type of information Intended users

IBM Spectrum Scale: + Information lifecycle management for System administrators or programmers
Administration Guide IBM Spectrum Scale of IBM Spectrum Scale systems

* Creating and maintaining snapshots
of file systems

* Creating and managing file clones

* Scale Out Backup and Restore
(SOBAR)

* Data Mirroring and Replication

* Implementing a clustered NFS
environment on Linux

* Implementing Cluster Export Services
* Identity management on Windows

* Protocols cluster disaster recovery

* File Placement Optimizer

* Encryption

* Managing certificates to secure
communications between GUI web
server and web browsers

* Securing protocol data

* Cloud services: Transparent cloud
tiering and Cloud data sharing

* Highly-available write cache (HAWC)
* Local read-only cache

* Miscellaneous advanced
administration

e GUI limitations
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Table 1. IBM Spectrum Scale library information units (continued)

Information unit

Type of information

Intended users

IBM Spectrum Scale: Problem
Determination Guide

This guide provides the following
information:

Monitoring

Performance monitoring

Monitoring system health through the
IBM Spectrum Scale GUI

Monitoring system health by using
the mmhealth command

Monitoring events through callbacks
Monitoring capacity through GUI
Monitoring AFM and AFM DR
GPFS SNMP support

Monitoring the IBM Spectrum Scale
system by using call home

Monitoring the health of cloud
services

Troubleshooting

Best practices for troubleshooting
Understanding the system limitations
Collecting details of the issues
Managing deadlocks

Installation and configuration issues
Upgrade issues

Network issues

File system issues

Disk issues

Security issues

Protocol issues

Disaster recovery issues
Performance issues

GUI issues

AFM issues

AFM DR issues

Transparent cloud tiering issues
Recovery procedures

Support for troubleshooting

References

System administrators of GPFS systems
who are experienced with the
subsystems used to manage disks and
who are familiar with the concepts
presented in the IBM Spectrum Scale:
Concepts, Planning, and Installation Guide
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Table 1. IBM Spectrum Scale library information units (continued)

Information unit

Type of information

Intended users

IBM Spectrum Scale: Command
and Programming Reference

This guide provides the following
information:

Command reference

gpfs.snap command
mmaddcallback command
mmadddisk command
mmaddnode command
mmadquery command
mmafmconfig command
mmafmctl command
mmafmlocal command
mmapplypolicy command
mmauth command
mmbackup command
mmbackupconfig command
mmblock command
mmbuildgpl command
mmcallhome command
mmces command
mmcesdr command
mmchattr command
mmchcluster command
mmchconfig command
mmchdisk command
mmcheckquota command
mmchfileset command
mmchfs command
mmchlicense command
mmchmgr command
mmchnode command
mmchnodeclass command
mmchnsd command
mmchpolicy command
mmchpool command
mmchqos command
mmclidecode command
mmclone command
mmcloudgateway command
mmcrcluster command
mmcrfileset command
mmcrfs command
mmcrnodeclass command
mmcrnsd command

mmcrsnapshot command

* System administrators of IBM
Spectrum Scale systems

* Application programmers who are
experienced with IBM Spectrum Scale
systems and familiar with the
terminology and concepts in the
XDSM standard
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Table 1. IBM Spectrum Scale library information units (continued)

Information unit

Type of information

Intended users

and Programming Reference

IBM Spectrum Scale: Command

mmdefedquota command
mmdefquotaoff command
mmdefquotaon command
mmdefragfs command
mmdelacl command
mmdelcallback command
mmdeldisk command
mmdelfileset command
mmdelfs command
mmdelnode command
mmdelnodeclass command
mmdelnsd command
mmdelsnapshot command
mmdf command

mmdiag command
mmdsh command
mmeditacl command
mmedquota command
mmexportfs command
mmfsck command
mmfsctl command
mmgetacl command
mmgetstate command
mmhadoopctl command
mmbhealth command
mmimgbackup command
mmimgrestore command
mmimportfs command
mmbkeyserv command
mmlinkfileset command
mmlsattr command
mmlscallback command
mmlscluster command
mmlsconfig command

mmlsdisk command

* System administrators of IBM
Spectrum Scale systems

* Application programmers who are
experienced with IBM Spectrum Scale
systems and familiar with the
terminology and concepts in the
XDSM standard
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Table 1. IBM Spectrum Scale library information units (continued)

Information unit

Type of information

Intended users

IBM Spectrum Scale: Command
and Programming Reference

mmlsfileset command
mmlsfs command
mmlslicense command
mmlsmgr command
mmlsmount command
mmlsnodeclass command
mmlsnsd command
mmlspolicy command
mmlspool command
mmlsqos command
mmlsquota command
mmlssnapshot command
mmmigratefs command
mmmount command
mmnetverify command
mmnfs command
mmnsddiscover command
mmobj command
mmperfmon command
mmpmon command
mmprotocoltrace command
mmpsnap command
mmputacl command
mmquotaoff command
mmgquotaon command
mmremotecluster command
mmremotefs command
mmrepquota command
mmrestoreconfig command
mmrestorefs command
mmrestripefile command
mmrestripefs command
mmrpldisk command
mmsdrrestore command
mmsetquota command
mmshutdown command
mmsmb command
mmsnapdir command
mmstartup command
mmtracectl command
mmumount command
mmunlinkfileset command
mmuserauth command
mmwinservctl command

spectrumscale command

* System administrators of IBM
Spectrum Scale systems

* Application programmers who are

experienced with IBM Spectrum Scale

systems and familiar with the
terminology and concepts in the
XDSM standard

About this information
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Table 1. IBM Spectrum Scale library information units (continued)

Information unit

Type of information

Intended users

IBM Spectrum Scale: Command
and Programming Reference

Programming reference

IBM Spectrum Scale Data
Management API for GPFS
information

GPFS programming interfaces
GPFS user exits

IBM Spectrum Scale management API
commands

* System administrators of IBM
Spectrum Scale systems

* Application programmers who are
experienced with IBM Spectrum Scale
systems and familiar with the
terminology and concepts in the
XDSM standard
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Table 1. IBM Spectrum Scale library information units (continued)

Information unit Type of information Intended users
IBM Spectrum Scale: Big Data and This guide provides the following + System administrators of IBM
Analytics Guide information: Spectrum Scale systems
IBM Spectrum Scale support for * Application programmers who are
Hadoop experienced with IBM Spectrum Scale

systems and familiar with the

terminology and concepts in the
* Supported IBM Spectrum Scale XDSM standard

storage modes

* HDFS transparency

* Hadoop cluster planning

* Installation and configuration of
HDFS transparency

* Application interaction with HDFS
transparency

* Upgrading the HDFS Transparency
cluster

* Rolling upgrade for HDFS
Transparency

* Security
* Advanced features
* Hadoop distribution support

¢ Limitations and differences from
native HDFS

* Problem determination

BigInsights® 4.2.5 and Hortonworks
Data Platform 2.6

* Planning
- Hardware requirements
— Preparing the environment
- Preparing a stanza file
* Installation
— Setup
— Installation of software stack

- Biglnsights value-add services on
IBM Spectrum Scale

* Upgrading software stack
- Migrating from BI IOP to HDP

- Upgrading IBM Spectrum Scale
service MPack

— Upgrading HDFS Transparency

— Upgrading IBM Spectrum Scale file
system

— Upgrading to BI IOP 4.2.5
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Table 1. IBM Spectrum Scale library information units (continued)

Information unit

Type of information

Intended users

IBM Spectrum Scale: Big Data and
Analytics Guide

* Configuration
— Setting up High Availability [HA]
— IBM Spectrum Scale configuration
parameter checklist
— Dual-network deployment

- Manually starting services in
Ambari

— Setting up local repository
- Configuring LogSearch

— Setting IBM Spectrum Scale
configuration for BigSQL

¢ Administration

— IBM Spectrum Scale-FPO
deployment

- Ranger

— Kerberos

— Short-circuit read (SSR)

- Disabling short circuit write

— IBM Spectrum Scale service
management

— Ambari node management
- Restricting root access

— IBM Spectrum Scale management
GUI

— IBM Spectrum Scale versus Native
HDFS

* Troubleshooting

— Snap data collection
* Limitations

— Limitations and information
* FAQ

— General

— Service fails to start

— Service check failures

* System administrators of IBM
Spectrum Scale systems

* Application programmers who are
experienced with IBM Spectrum Scale
systems and familiar with the
terminology and concepts in the
XDSM standard

Prerequisite and related information

For updates to this information, see [[BM Spectrum Scale in IBM Knowledge Center(www.ibm.com /|

bupport/knowledgecenter/STXKQY /ibmspectrumscale_welcome.html)|

For the latest support information, see the [BM Spectrum Scale FAQ in IBM Knowledge]

Center(www.ibm.com /support/knowledgecenter /STXKQY / gpfsclustersfaq.html)l

Conventions used in this information

[Table 2 on page xxiii| describes the typographic conventions used in this information. UNIX file name
conventions are used throughout this information.

xxii
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Note: Users of IBM Spectrum Scale for Windows must be aware that on Windows, UNIX-style file
names need to be converted appropriately. For example, the GPFS cluster configuration data is stored in
the /var/mmfs/gen/mmsdrfs file. On Windows, the UNIX namespace starts under the %SystemDrive%\
cygwin64 directory, so the GPFS cluster configuration data is stored in the C:\cygwin64\var\mmfs\gen\
mmsdrfs file.

Table 2. Conventions

Convention Usage

bold Bold words or characters represent system elements that you must use literally, such as
commands, flags, values, and selected menu options.

Depending on the context, bold typeface sometimes represents path names, directories, or file

names.

bold underlined bold underlined keywords are defaults. These take effect if you do not specify a different
keyword.

constant width Examples and information that the system displays appear in constant-width typeface.

Depending on the context, constant-width typeface sometimes represents path names,
directories, or file names.

italic Italic words or characters represent variable values that you must supply.

Italics are also used for information unit titles, for the first use of a glossary term, and for
general emphasis in text.

<key> Angle brackets (less-than and greater-than) enclose the name of a key on the keyboard. For
example, <Enter> refers to the key on your terminal or workstation that is labeled with the
word Enter.

\ In command examples, a backslash indicates that the command or coding example continues

on the next line. For example:

mkcondition -r IBM.FileSystem -e "PercentTotUsed > 90" \
-E "PercentTotUsed < 85" -m p "FileSystem space used"

{item} Braces enclose a list from which you must choose an item in format and syntax descriptions.
[item] Brackets enclose optional items in format and syntax descriptions.
<Ctrl-x> The notation <Ctrl-x> indicates a control character sequence. For example, <Ctrl-c> means

that you hold down the control key while pressing <c>.

item... Ellipses indicate that you can repeat the preceding item one or more times.

| In synopsis statements, vertical lines separate a list of choices. In other words, a vertical line
means Or.

In the left margin of the document, vertical lines indicate technical changes to the
information.

Note: CLI options that accept a list of option values delimit with a comma and no space between values.
As an example, to display the state on three nodes use mmgetstate -N NodeA,NodeB,NodeC. Exceptions to
this syntax are listed specifically within the command.

How to send your comments

Your feedback is important in helping us to produce accurate, high-quality information. If you have any
comments about this information or any other IBM Spectrum Scale documentation, send your comments
to the following e-mail address:

mhvrcfs@us.ibm.com
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Include the publication title and order number, and, if applicable, the specific location of the information
about which you have comments (for example, a page number or a table number).

To contact the IBM Spectrum Scale development organization, send your comments to the following
e-mail address:

gpfs@us.ibm.com
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Summary of changes

This topic summarizes changes to the IBM Spectrum Scale licensed program and the IBM Spectrum Scale
library. Within each information unit in the library, a vertical line (1) to the left of text and illustrations
indicates technical changes or additions that are made to the previous edition of the information.

Summary of changes
for IBM Spectrum Scale version 4 release 2.3
as updated, June 2018

This release of the IBM Spectrum Scale licensed program and the IBM Spectrum Scale library includes the
following improvements:

Added support for OpenStack Mitaka packages
Support for OpenStack Mitaka packages has been added for the object protocol. For more
information, see Protocols support overview: Integration of protocol access methods with GPF in IBM
Spectrum Scale: Concepts, Planning, and Installation Guide.

Authentication considerations changes
The following changes are done:

* Authentication support matrix has been divided to separate out the File and object protocols
and accordingly, the corresponding explanation is modified.

* The matrix is further divided based on the authentication service that is used.

* A diagram is added to explain the high-level flow of authentication for File protocols.

* "Authentication for file access" topic is renamed to "Authentication and ID mapping for file
access".

For more information, see the Authentication considerations topic in the IBM Spectrum Scale:
Concepts, Planning, and Installation Guide.

Big data and analytics changes
For information on changes in IBM Spectrum Scale Big Data and Analytics support, see
land Analytics - summary of changes|

Directory preallocation
In environments in which many files are added to and removed from a directory in a short time,
you can improve performance by setting the minimum compaction size of the directory. The
minimum compaction size is the number of directory slots, including both full and empty slots,
that a directory is allowed to retain when it is compacted. For more information, see
gpfs_prealloc() subroutine, mmchattr command, and mmlsattr command in IBM Spectrum Scale:
Command and Programming Reference.

Express Edition no longer available
IBM Spectrum Scale Express Edition is no longer available. For information on migrating from
IBM Spectrum Scale Express Edition 4.2.2.x or earlier to IBM Spectrum Scale Standard Edition
4.2.3.x, see Migrating from Express Edition to Standard Edition in IBM Spectrum Scale: Concepts,
Planning, and Installation Guide.

FPO enhancements
FPO performs the following functions:
* Provides QoS support for auto recovery
* Supports locality-aware data copy

* Uses the mmrestripefile command to check whether the replicas of data blocks are matched
for one file
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Installation toolkit support for gpfs.adv and gpfs.crypto packages
The installation toolkit now supports installation, deployment, and upgrade of gpfs.adv and
gpfs.crypto packages.

Installation toolkit support for populating cluster definition file
The installation toolkit now supports populating the cluster definition file with the current cluster
state. For more information, see Populating cluster definition file with current cluster state using the
installation toolkit in IBM Spectrum Scale: Concepts, Planning, and Installation Guide.

Installation toolkit support for Red Hat Enterprise Linux 7.4 and 7.5
The installation toolkit now also supports Red Hat Enterprise Linux 7.4 and 7.5 on x86_64,
PPC64, and PPC64LE architectures. For more information, see Installation prerequisites in IBM
Spectrum Scale: Concepts, Planning, and Installation Guide.

IBM Spectrum Scale GUI changes
The following main changes are made in the IBM Spectrum Scale GUI:

* Supports mounting and unmounting of file systems on selected nodes or group of nodes using
GUI For more information, see Mounting a file system through GUI and Unmounting a file system
through GUI topics in IBM Spectrum Scale: Administration Guide.

* Added new Storage > Pools page. The Pools page provides details about configuration, health,
capacity, and performance aspects of storage pools.

* Added new Files > Active File Management page. This new GUI page helps to view the
configuration, health status, and performance of AFM, AFM DR, and gateway nodes.

* Added new Monitoring > Tips page. The tip events give recommendations to the user to
avoid certain issues that might occur in the future. A tip disappears from the GUI when the
problem behind the tip event is resolved.

* Added option to select events of type “tip” in the Settings > Event Notifications > Email
Recipients page. You can configure whether to send email to the recipients if a tip event is
reported in the system.

* Added detailed view in the Files > Filesets page. You can access the detailed view of
individual filesets either by double-clicking the individual filesets or by selecting View Details
option.

* Modified the Storage > NSDs page to list the rack, position, and node of the NSD in an
FPO-enabled environment. This helps to sort the NSDs based on these parameters. The failure
group definition is also modified to accommodate these new parameters.

* Added the Customize the number of replicas option in the Files > Information Lifecycle page
to specify the number of replicas in a file placement rule.

* Modified the Settings > Event Notifications page to accept both IP address and host name for
the email server.

* Added Nodes and File Systems tabs in the detailed view that is available in the Files >
Transparent Cloud Tiering page.

* Added a separate Properties tab in the detailed view that is available in the Monitoring >
Nodes , Files > File Systems , and Storage > NSDs pages.

IBM Spectrum Scale functionality to support GDPR requirements
To understand the requirements of EU General Data Protection Regulation (GDPR) compliance
that are applicable to unstructured data storage and how IBM Spectrum Scale helps to address
them, see the [[BM Spectrum Scale functionality to support GDPR requirements| technote.

Introduction of IBM Spectrum Scale management API Version 2
The architecture and syntax of IBM Spectrum Scale management API is changed. The new
implementation is based on the GUI stack. The GUI server is managing and processing the API
requests and commands. Version 2 has the following features:

* Reuses the GUI deployment's backend infrastructure, which makes introduction of new API
commands easier.
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* No separate configuration is required as the GUI installation takes care of the basic
deployment.

* Fixes scalability issues and introduces new features such as filter parameter, field parameter,
and paging.
* Supports large clusters with thousands of nodes.

« All POST, PUT, and DELETE requests are completed asynchronously. A "jobs" object is created
immediately when such a request is submitted.

* The APIs are driven by the same WebSphere® server and object cache that is used by the IBM
Spectrum Scale GUL

* The mmrest command is no longer required for configuring the management APL. The IBM
Spectrum Scale GUI installation and configuration takes care of the API infrastructure
configuration. For more information on how to configure IBM Spectrum Scale management API
Version 2, see Configuring IBM Spectrum Scale management API in IBM Spectrum
Scale:Administration Guide.

As the syntax and architecture are changed for the API, modified the entire set of commands,
which were available in the Version 1. New API commands are also added for improved
flexibility. For more information about the available commands, see IBM Spectrum Scale
management API commands in IBM Spectrum Scale: Command and Programming Reference. You can
also access the documentation corresponding to each API command from the GUI itself. The API
documentation is available in the GUI at: https://<IP address or host name of API
server>:<port>/ibm/apifexplorer/. For example: https://scalequi.ibm.com:443/ibm/apifexplorer.

Linux on Z enhancements
The following changes are made:

* IBM Spectrum Scale for Linux on Z now supports Remote Cluster Mount (Multi-cluster).
* SLES 12.2 and RHEL 7.3 are now supported by IBM Spectrum Scale for Linux on Z.

mmcallhome command: Addition of --long option to mmcallhome group 1ist command
The --long option displays the long admin node names. For more information, see mmcallhome
command in IBM Spectrum Scale: Command and Programming Reference.

mmchconfig command: Setting an InfiniBand partition key
The --verbsRdmaPkey attribute specifies an InfiniBand partition key for a connection between a
node and an InfiniBand server that is included in an InfiniBand partition. For more information,
see mmchconfig command in the IBM Spectrum Scale: Command and Programming Reference.

mmdiag command: Status and queue statistics for NSD queues
The --nsd parameter displays the status and queue statistics for NSD queues.

For more information, see mmdiag command in IBM Spectrum Scale: Command and Programming
Reference.

mmfsck command: Severity of errors
The command displays a summary of the errors that were found that includes the severity of
each error: CRITICAL, NONCRITICAL, or HARMLESS. You must specify the verbose or
semi-verbose parameter to get this output. For more information, see mmfsck command in IBM
Spectrum Scale: Command and Programming Reference.

mmbhealth command: Addition of new options to command
Addition of AFM and THRESHOLD options to the mmhealth node show and mmhealth cluster
show commands. The AFM option displays the health status of a gateway node or cluster. The
THRESHOLD option monitors whether the node-related thresholds rules evaluation is running
as expected, and if the health status has changed as a result of the threshold limits being crossed.

Addition of --clear option to the mmhealth node eventlog command. This option clears the event
log's database.
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Addition of threshold add and threshold delete option to the mmhealth command. This option
allows users to create and delete threshold rule.

Addition of event hide, event unhide, and list hidden options to the mmhealth command. The
event hide option hides the specified TIP events, while the event unhide option reveals all TIP
events that were previously hidden. The list hidden option shows all the TIP events that are
added to the list of hidden events.

Addition of config interval option to the mmhealth command. The config interval option allows
you to set the interval for monitoring the whole cluster.

For more information, see mmhealth command in IBM Spectrum Scale: Command and Programming
Reference.

mmkeyserv command: Updating a certificate or a connection
You can now get a fresh certificate from an Remote Key Management (RKM) server without
rebuilding the connection. You can also temporarily update a connection by adding backup
servers, reordering the list of backup servers, or changing the timeout, number of retries, or retry
interval. For more information, see mmkeyserv command in IBM Spectrum Scale: Command and
Programming Reference.

mmlslicense command: Displaying disk and cluster size information
You can now get information about disk and cluster size with the mmlslicense command. For
more information, see mmilslicense command in IBM Spectrum Scale: Command and Programming
Reference.

mmnetverify command: Enhancements
Several enhancements increase the capabilities of the mmnetverify command. Network checks are
added to measure the total bandwidth, to check connectivity with the CTDB port, and to check
connectivity with servers that are used with the Object protocol. If there are multiple local nodes,
the command is run on all the local nodes in parallel. The lists of local nodes and target nodes
accept node classes. The --ces-override parameter causes the command to consider all the nodes
in the configuration to be CES-enabled. For more information, see mmnetverify command in IBM
Spectrum Scale: Command and Programming Reference.

mmrestripefile command: Fix inconsistencies between file data and replicas
The -c option compares the data of individual files with their replicas and attempts to fix any
inconsistencies. For more information, see mmrestripefile command in IBM Spectrum Scale: Command
and Programming Reference.

Monitoring of AFM and AFM DR
Using commands:

* Functionality added to mmhealth,mmdiag, and mmperfmon.

Using IBM Spectrum Scale GUI:

* Added new Files > Active File Management page. This new GUI page helps to view the
configuration, health status, and performance of AFM, AFM DR, and gateway nodes.

Mount options specific to IBM Spectrum Scale: syncnfs is now the default on Linux nodes
In the mount options specific to IBM Spectrum Scale, syncnfs is now the default on Linux nodes.
On AIX nodes, nosyncnfs is the default. For more information, see Mount options specific to IBM
Spectrum Scale in IBM Spectrum Scale: Command and Programming Reference.

Protocol support on remotely mounted file systems
You can create an NFS/SMB export on a file system that is mounted from a remote cluster. For
more information, see the Using NFS/SMB protocol over remote cluster mounts topic in the IBM
Spectrum Scale: Administration Guide.

Tip added to event status to inform users when a configuration is not optimal
A new event type TIP is added to system health monitoring. A Tip is similar to a state-changing
event, but can be hidden by the user. Like state-changing events, a tip is removed automatically if
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the problem is resolved. For more information on Tip, see Event type and monitoring status for
system health in the IBM Spectrum Scale: Problem Determination Guide

Quality of Service for I/O operations (QoS): Detailed statistics

You can now display more detailed statistics about IOPS rates for the QoS programs that are
running on each node. The statistics are intended to be used as input for programs that analyze
and display data. For more information, see mmchqos command and mmlsqos command in IBM

Spectrum Scale: Command and Programming Reference.
Support for Samba 4.5

Transparent cloud tiering enhancements.
The following changes are done:

* Support for configuring and deploying WORM solutions. Your files will remain
WORM-compliant, both in the file system and on the cloud object storage. For more
information, see the Deploying WORM solutions topic in the IBM Spectrum Scale: Administration

Guide.

* Support for configuring Transparent cloud tiering with a proxy server.

* Support for configuring cloud retention time, which overrides the default value.

* Support for restoring only the file stubs from the cloud storage tier in situations where files are

deleted from the local file system.

* Support for Power8 Little Endian platform.

Note: This feature is available from 4.2.3.1 onwards.

* Substantial improvement in the performance when files are transparently recalled from the

storage tier.

* Support for manually deleting orphaned cloud objects before retention time expires. For more
information, see the Manually deleting cloud objects before retention time topic in the IBM Spectrum
Scale: Administration Guide.

* Support for migrating files in the co-resident state, by which applications can directly access
data without performing any recall operation. For more information, see the Pre-migrating files

to the cloud storage tier topic in the IBM Spectrum Scale: Administration Guide

-Y option

Added the -Y option to the following commands:

* mmblock

* mmcloudgateway
e mmdf

* mmdiag

* mmgetstate

mmhealth
mmkeyserv
mmlscluster
mmlsconfig
mm1sdisk

mmlsfileset
mmlsfs
mmlslicense
mm1smgr

mm1smount

mmlsnodeclass
mm1snsd
mmlspolicy
mmlsquota
mm1ssnapshot

mmnetverify
mmnfs
mmrepquota
mmsmb

mmuserauth

Documented commands, structures, and subroutines
The following lists the modifications to the documented commands, structures, and subroutines:

New commands

The following commands are new:

* mmclidecode

New structures

There are no new structures.

New subroutines

There are no new subroutines.
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Changed commands
The following commands were changed:

* mmadquery

* mmbackup

* mmblock

* mmcallhome

* mmces

* mmcesdr

* mmchattr

* mmchconfig

* mmchqos

* mmcloudgateway
e mmcrnsd

e mmdf

* mmdiag

* mmfsck

* mmgetstate

* mmhadoopctl
* mmhealth

* mmimgbackup
* mmimgrestore
¢ mmkeyserv

* mmlsattr

* mmlscluster
*« mmlsconfig

e mmlsdisk

* mmlsfileset
* mmlsfs

* mmlslicense
¢ mmlsmgr

e mmlsmount

* mmlsnodeclass
* mmlsnsd

* mmlspolicy

e mmlsqos

* mmlsquota

e mmlssnapshot
¢ mmnetverify
* mmnfs

* mmprotocoltrace
* mmrepquota

* mmsmb

* mmuserauth

* spectrumscale
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Changed structures
The following structures were changed:

» gpfs_iattr6d_t

Changed subroutines
The following subroutines were changed:

» gpfs_prealloc

Deleted commands
mmrest

Deleted structures
There are no deleted structures.

Deleted subroutines
There are no deleted subroutines.

Messages
The following are the new, changed, and deleted messages:

New messages
6027-1525, 6027-1756, 6027-2392, 6027-2393, 6027-2503, 6027-2504, and 6027-3258

Changed messages
6027-1023, 6027-1725

Deleted messages
None.

Changes in documentation
Big data and analytics support

Moved the entire big data and analytics support information to a new section. See the
topic Big data and analytics support in IBM Spectrum Scale: Big Data and Analytics Guide.

Restructured events page
The events page was split up into 19 different pages, with a separate page for each
component. See the topic .Events in the IBM Spectrum Scale: Problem Determination Guide.

Renamed “REST API” to “IBM Spectrum Scale management API” in the documentation.
List of documentation changes in product guides and respective Knowledge Center sections

The following is a list of documentation changes including changes in topic titles,
changes in placement of topics, and deleted topics:
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Table 3. List of changes in documentation

Guide

Knowledge center
section

List of changes

Concepts, Planning,
and Installation Guide

Product overview

Under IBM Spectrum Scale management API

* Moved the IBM Spectrum Scale management API topics from the
Administering section to the IBM Spectrum Scale management API
section.

Planning

Under Planning for protocols » Authentication considerations

* Changed the title Authentication for file access to Authentication and
ID mapping for file access

Under Planning for protocols » Planning for SMB

* The SMB share limitations topic under Administering > Managing
protocol data exports > Managing SMB shares has been removed.

Limitations from the SMB share limitations topic have been added
in the SMB limitations topic.

Installing and
upgrading

* Removed Installing the Scale Management server (REST API)
section.

* Moved Manually upgrading pmswift and Manually upgrading the
Performance Monitoring tool from Manually installing the
Performance Monitoring tool to the Migration, coexistence and
compatibility section.

* Moved Upgrading IBM Spectrum Scale components with the
installation toolkit from Using the spectrumscale installation toolkit to
perform installation tasks: Explanations and examples to the
Migration, coexistence and compatibility section.

* Created the Upgrading Object packages section:
— Moved the Upgrading Object packages to version 4.2.2.x from
4.2.2.x topic from Migrating to IBM Spectrum Scale 4.2.2.x from

IBM Spectrum Scale 4.2.0.x or later to the Upgrading Object
packages section.

— Added the Upgrading Object packages to version 4.2.3.x from
4.2.2.x topic.

Administration Guide

Configuring

* Removed the Configuring and starting the Scale Management server
(REST API) section.

* Removed the Enabling Cloud services performance monitoring metrics
on the GUI topic under the Configuring > Configuring and tuning
your system for Cloud services section.

Administering

Under File Placement Optimizer

* Added Data locality based copy in IBM Spectrum Scale:
Administration Guide section.

» Added mmgetlocation in IBM Spectrum Scale: Administration Guide

* Data locality restore section is renamed to Data locality in IBM
Spectrum Scale: Administration Guide.

* Added the maintenance steps for IBM Spectrum Scale FPO.

* Added the performance tuning steps for IBM Spectrum Scale
Sharing Nothing Cluster.
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Table 3. List of changes in documentation (continued)

Guide

Knowledge center
section

List of changes

Problem
Determination Guide

Monitoring

Under Monitoring AFM and AFM DR, renamed the following topics:

Fileset states for AFM to Monitoring fileset states for AFM
Fileset states for AFM DR to Monitoring fileset states for AFM DR

Callback events for AFM and AFM DR to Monitoring callback events
for AFM and AFM DR

Prefetch to Monitoring prefetch

Moved the Monitoring callback events for AFM and AFM DR topic
under Monitoring health and events

Moved the Monitoring with mmpmon topic under Monitoring
performance

Restructured the following topics:

Monitoring system health by using the mmbhealth command
This topic has been split into four topics:

— Monitoring the health of a node

Event type and monitoring status for system health

— Threshold monitoring for system health

- Use cases

Monitoring the IBM Spectrum Scale system by using call home
This topic has been split into four topics:

— Understanding call home

— Configuring call home to enable manual and automated data
upload

— Monitoring, uploading, and sharing collected data with IBM
Support

— Use cases

List of performance metrics

This topic has been split into three topics:
— Linux metrics

— GPFS metrics

— Protocol metrics

Troubleshooting

Under SMB issues, added a new topic Slow access to SMB caused
by contended access to files or directories.

Command and
Programming
Reference

Command reference

Removed the mmrest command man page.

Programming
reference

Added documentation for each IBM Spectrum Scale management
API Version 2 command.

Changes in the Library and related publications section

* Under Library and related publications, the following topics were updated:

— Redbooks®, Redpapers", and Blueprints: Six new links added.
— ISV links
— Applying IBM Spectrum Scale » Using AFM with object

* Under AFM-based Disaster Recovery section, the Failback of multiple filesets use case was
added.

Summary of changes xxxiii
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Chapter 1. Performance monitoring

With IBM Spectrum Scale, system administrators can monitor the performance of GPFS and the
communications protocols that it uses.

Network performance monitoring

Network performance can be monitored with Remote Procedure Call (RPC) statistics.

The GPFS daemon caches statistics relating to RPCs. Most statistics are related to RPCs sent to other
nodes. This includes a set of up to seven statistics cached per node and one statistic that is cached per
size of the RPC message. For RPCs received from other nodes, one statistic is cached for each type of
RPC message. The counters are measured in seconds and milliseconds

The statistics cached per node are the following:

Channel wait time
The amount of time the RPC must wait for access to a communication channel to the target node.

Send time TCP
The amount of time to transfer an RPC message to an Ethernet interface.

Send time verbs
The amount of time to transfer an RPC message to an InfiniBand interface.

Receive time TCP
The amount of time to transfer an RPC message from an Ethernet interface into the daemon.

Latency TCP
The latency of the RPC when sent and received over an Ethernet interface.

Latency verbs
The latency of the RPC when sent and received over an InfiniBand interface.

Latency mixed
The latency of the RPC when sent over one type of interface (Ethernet or InfiniBand) and
received over the other (InfiniBand or Ethernet).

If an InfiniBand network is not configured, no statistics are cached for send time verbs, latency verbs, and
latency mixed.

The latency of an RPC is defined as the round-trip time minus the execution time on the target node. The
round-trip time is measured from the start of writing the RPC message to the interface until the RPC
reply is completely received. The execution time is measured on the target node from the time the
message is completely received until the time the reply is sent. The latency, therefore, is the amount of
time the RPC is being transmitted and received over the network and is a relative measure of the
network performance as seen by the GPFS daemon.

There is a statistic associated with each of a set of size ranges, each with an upper bound that is a power
of 2. The first range is 0 through 64, then 65 through 128, then 129 through 256, and then continuing until
the last range has an upper bound of twice the maxBlockSize. For example, if the maxBlockSize is 1 MB,
the upper bound of the last range is 2,097,152 (2 MB). For each of these ranges, the associated statistic is
the latency of the RPC whose size falls within that range. The size of an RPC is the amount of data sent
plus the amount of data received. However, if one amount is more than 16 times greater than the other,
only the larger amount is used as the size of the RPC.
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The final statistic associated with each type of RPC message, on the node where the RPC is received, is
the execution time of the RPC.

Each of the statistics described so far is actually an aggregation of values. By default, an aggregation
consists of 60 one-second intervals, 60 one-minute intervals, 24 one-hour intervals, and 30 one-day
intervals. Each interval consists of a sum of values accumulated during the interval, a count of values
added into the sum, the minimum value added into the sum, and the maximum value added into the
sum. Sixty seconds after the daemon starts, each of the one-second intervals contains data and every
second thereafter the oldest interval is discarded and a new one entered. An analogous pattern holds for
the minute, hour, and day periods.

As each RPC reply is received, the following information is saved in a raw statistics buffer:

¢ channel wait time

* send time

* receive time

* latency

* length of data sent

* length of data received

* flags indicating if the RPC was sent or received over InfiniBand

* target node identifier

As each RPC completes execution, the execution time for the RPC and the message type of the RPC is
saved in a raw execution buffer. Once per second these raw buffers are processed and the values are added
to the appropriate aggregated statistic. For each value, the value is added to the statistic's sum, the count
is incremented, and the value is compared to the minimum and maximum, which are adjusted as

appropriate. Upon completion of this processing, for each statistic the sum, count, minimum, and
maximum values are entered into the next one-second interval.

Every 60 seconds, the sums and counts in the 60 one-second intervals are added into a one-minute sum
and count. The smallest of the 60 minimum values is determined, and the largest of the 60 maximum
values is determined. This one-minute sum, count, minimum, and maximum are then entered into the
next one-minute interval.

An analogous pattern holds for the minute, hour, and day periods. For any one particular interval, the
sum is the sum of all raw values processed during that interval, the count is the count of all values
during that interval, the minimum is the minimum of all values during that interval, and the maximum
is the maximum of all values during that interval.

When statistics are displayed for any particular interval, an average is calculated from the sum and
count, then the average, minimum, maximum, and count are displayed. The average, minimum and
maximum are displayed in units of milliseconds, to three decimal places (one microsecond granularity).

The following mmchconfig attributes are available to control the RPC buffers and intervals:
* rpcPerfRawStatBufferSize

* rpcPerfRawExecBufferSize

* rpcPerfNumberSecondIntervals

* rpcPerfNumberMinutelntervals

* rpcPerfNumberHourIntervals

* rpcPerfNumberDaylIntervals

The mmdiag command with the --rpc parameter can be used to query RPC statistics.
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For more information, see the topics mmchconfig command, mmnetverify command and mmdiag command in
the IBM Spectrum Scale: Administration Guide.

Monitoring GPFS 1/O performance with the mmpmon command

Use the mmpmon command to monitor GPFS performance on the node in which it is run, and other
specified nodes.

Before attempting to use the mmpmon command, review the command documentation in the IBM
Spectrum Scale: Administration Guide.

Next, read all of the following relevant mmpmon topics.

* [“Overview of mmpmon”|

+ [“Specifying input to the mmpmon command”]

+ [“Example mmpmon scenarios and how to analyze and interpret their results” on page 33|

+ [“Other information about mmpmon output” on page 41

Overview of mmpmon

The mmpmon facility allows the system administrator to collect I/O statistics from the point of view of
GPFS servicing application 1/O requests.

The collected data can be used for many purposes, including;:

* Tracking I/O demand over longer periods of time - weeks or months.

* Recording I/O patterns over time (when peak usage occurs, and so forth).

* Determining if some nodes service more application demand than others.

* Monitoring the I/O patterns of a single application which is spread across multiple nodes.
* Recording application I/O request service times.

shows the software layers in a typical system with GPFS. mmpmon is built into GPFS.

application

AIX or Linux

mmpmon

GPFS

NSD

Figure 1. Node running mmpmon

Specifying input to the mmpmon command

The input requests to the mmpmon command allow the system administrator to collect I/O statistics per
mounted file system (fs_io_s) or for the entire node (io_s).

The mmpmon command must be run using root authority. For command syntax, see mmpmon in the
IBM Spectrum Scale: Administration Guide.

The mmpmon command is controlled by an input file that contains a series of requests, one per line. This

input can be specified with the -i flag, or read from standard input (stdin). Providing input using stdin
allows mmpmon to take keyboard input or output piped from a user script or application.

Chapter 1. Performance monitoring 3



Leading blanks in the input file are ignored. A line beginning with a pound sign (#) is treated as a
comment. Leading blanks in a line whose first non-blank character is a pound sign (#) are ignored.

describes the mmpmon input requests.

Table 4. Input requests to the mmpmon command

Request Description
fs_io_s [“Display 1/0 statistics per mounted file system” on page 5|
io_s [“Display 1/0 statistics for the entire node” on page 6|

nlist add name[ name...]

[“Add node names to a list of nodes for mmpmon processing” on page §|

nlist del

[“Delete a node list” on page 9|

nlist new name[ name...]

[“Create a new node list” on page 10|

nlist s

[’Show the contents of the current node list” on page 10

nlist sub name[ name...]

[“Delete node names from a list of nodes for mmpmon processing” on page 12|

once request

Indicates that the request is to be performed only once.

reset [“Reset statistics to zero” on page 15|

rhist nr [‘Changing the request histogram facility request size and latency ranges” on page 18|
rhist off |“Disabling the request histogram facility” on page 20/ This is the default.

rhist on [“Enabling the request histogram facility” on page 21|

rhist p |“Displaying the request histogram facility pattern” on page 22|

rhist reset

[‘Resetting the request histogram facility data to zero” on page 24|

rhist s |“Displaying the request histogram facility statistics values” on page 25|

rpc_s “Displaying the aggregation of execution time for Remote Procedure Calls (RPCs)” on|
page 28|

rpc_s size “Displaying the Remote Procedure Call (RPC) execution time according to the size of|
messages” on page 30|

source filename [“Using request source and prefix directive once” on page 35|

ver [“Displaying mmpmon version” on page 32|

vio_s “Displaying vdisk I/O statistics”. See IBM Spectrum Scale RAID: Administration for
more information.

vio_s_reset “Resetting vdisk I/O statistics”. See IBM Spectrum Scale RAID: Administration for more

information.

Running mmpmon on multiple nodes
Invoke mmpmon list requests on a single node for mmpmon request processing on multiple nodes in a

local cluster.

The mmpmon command may be invoked on one node to submit requests to multiple nodes in a local
GPFS cluster by using the nlist requests. See [“Understanding the node list facility” on page 7|

Running mmpmon concurrently from multiple users on the same node
Multiple instances of mmpmon can run on the same node so that different performance analysis
applications and scripts can use the same performance data.

Five instances of mmpmon may be run on a given node concurrently. This is intended primarily to allow
different user-written performance analysis applications or scripts to work with the performance data. For
example, one analysis application might deal with fs_io_s and io_s data, while another one deals with
rhist data, and another gathers data from other nodes in the cluster. The applications might be separately
written or separately maintained, or have different sleep and wake-up schedules.
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Be aware that there is only one set of counters for fs_io_s and io_s data, and another, separate set for
rhist data. Multiple analysis applications dealing with the same set of data must coordinate any activities
that could reset the counters, or in the case of rhist requests, disable the feature or modify the ranges.

Display I/O statistics per mounted file system

The fs_io_s input request to the mmpmon command allows the system administrator to collect I/O
statistics per mounted file system.

The fs_io_s (file system I/O statistics) request returns strings containing 1/O statistics taken over all
mounted file systems as seen by that node, and are presented as total values for each file system. The
values are cumulative since the file systems were mounted or since the last reset request, whichever is
most recent. When a file system is unmounted, its statistics are lost.

Read and write statistics are recorded separately. The statistics for a given file system are for the file
system activity on the node running mmpmon, not the file system in total (across the cluster).

describes the keywords for the fs_io_s response, in the order that they appear in the output.
These keywords are used only when mmpmon is invoked with the -p flag.

Table 5. Keywords and values for the mmpmon fs_io_s response

Keyword Description

_n_ IP address of the node responding. This is the address by which GPFS knows the node.
_nn_ The hostname that corresponds to the IP address (the _n_ value).

_rc_ Indicates the status of the operation.

_t Indicates the current time of day in seconds (absolute seconds since Epoch (1970)).
_tu_ Microseconds part of the current time of day.

_cl_ Name of the cluster that owns the file system.

_fs_ The name of the file system for which data are being presented.

_d_ The number of disks in the file system.

_br_ Total number of bytes read, from both disk and cache.

_bw_ Total number of bytes written, to both disk and cache.

_oC_ Count of open() call requests serviced by GPFS. This also includes creat() call counts.
_cc_ Number of close() call requests serviced by GPFS.

_rdc_ Number of application read requests serviced by GPFS.

_Wc_ Number of application write requests serviced by GPFS.

_dir_ Number of readdir() call requests serviced by GPFS.

_iu_ Number of inode updates to disk.

Example of mmpmon fs_io_s request
This is an example of the fs_io_s input request to the mmpmon command and the resulting output that
displays the 1/O statistics per mounted file system.

Assume that commandFile contains this line:
fs_io_s

and this command is issued:
mmpmon -p -i commandFile

The output is two lines in total, and similar to this:
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_fs_io.s_ n_199.18.1.8 nn_nodel rc_ 0 _t 1066660148 tu_ 407431 _c1_ myCluster.xxx.com
_fs_ gpfs2 _d_ 2 _br_ 6291456 _bw_ 314572800 _oc_ 10 _cc_ 16 _rdc_ 101 _wc_ 300 _dir_7 _ju_2
_fs_io.s_ n 199.18.1.8 nn_nodel rc_ 0 _t 1066660148 tu_ 407455 cl1_ myCluster.xxx.com

_fs_ gpfsl _d_ 3 _br_ 5431636 _bw_ 173342800 _oc_ 6 _cc_ 8 _rdc_ 54 wc_ 156 _dir_ 3 _iu_ 6

The output consists of one string per mounted file system. In this example, there are two mounted file
systems, gpfsl and gpfs2.

If the -p flag is not specified, the output is similar to:
mmpmon node 199.18.1.8 name nodel fs_io_s 0K

cluster: myCluster.xxx.com
filesystem: gpfs2
disks: 2

timestamp: 1066660148/407431
bytes read: 6291456

bytes written: 314572800
opens: 10

closes: 16

reads: 101

writes: 300

readdir: 7

inode updates: 2

mmpmon node 199.18.1.8 name nodel fs_io_s 0K

cluster: myCluster.xxx.com
filesystem: gpfsl
disks: 3

timestamp: 1066660148/407455
bytes read: 5431636

bytes written: 173342800
opens: 6

closes: 8

reads: 54

writes: 156

readdir: 3

inode updates: 6

When no file systems are mounted, the responses are similar to:
_fs_io_s_ n_199.18.1.8 _nn_nodel rc_1 t 1066660148 _tu_ 407431 c1_ - fs_ -

The _rc_ field is nonzero and the both the _fs_ and _cl_ fields contains a minus sign. If the -p flag is not
specified, the results are similar to:

mmpmon node 199.18.1.8 name nodel fs_io_ s status 1
no file systems mounted

For information on interpreting mmpmon output results, see [‘Other information about mmpmon output”|

Display 1/O statistics for the entire node

The io_s input request to the mmpmon command allows the system administrator to collect I/O statistics
for the entire node.

The io_s (I/O statistics) request returns strings containing I/O statistics taken over all mounted file
systems as seen by that node, and are presented as total values for the entire node. The values are
cumulative since the file systems were mounted or since the last reset, whichever is most recent. When a
file system is unmounted, its statistics are lost and its contribution to the total node statistics vanishes.
Read and write statistics are recorded separately.

[Table 6 on page 7] describes the keywords for the io_s response, in the order that they appear in the
output. These keywords are used only when mmpmon is invoked with the -p flag.
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Table 6. Keywords and values for the mmpmon io_s response

Keyword Description
_n_ IP address of the node responding. This is the address by which GPFS knows the node.
_nn_ The hostname that corresponds to the IP address (the _n_ value).
_rc_ Indicates the status of the operation.
_t Indicates the current time of day in seconds (absolute seconds since Epoch (1970)).
_tu_ Microseconds part of the current time of day.
_br_ Total number of bytes read, from both disk and cache.
_bw_ Total number of bytes written, to both disk and cache.
_oc_ Count of open() call requests serviced by GPFS. The open count also includes creat() call
counts.
_cc_ Number of close() call requests serviced by GPFS.
_rdc_ Number of application read requests serviced by GPFS.
_Wc Number of application write requests serviced by GPFS.
_dir Number of readdir() call requests serviced by GPFS.
iu_ Number of inode updates to disk. This includes inodes flushed to disk because of access time

updates.

Example of mmpmon io_s request

This is an example
displays the I/O st

of the io_s input request to the mmpmon command and the resulting output that
atistics for the entire node.

Assume that commandFile contains this line:

io_s

and this command

mmpmon -p -i comman

is issued:
dFile

The output is one line in total, and similar to this:

_io_s_ _n_199.18.1

.8 nn_nodel rc_ 0 t_ 1066660148 tu_ 407431 br_ 6291456

“bw_ 314572800 oc_ 10 cc_ 16 _rdc_ 101 wc_ 300 _dir 7 _iu_ 2

If the -p flag is not

mmpmon node 199.18.
timestamp: 10666601
bytes read: 6291456
bytes written: 3145
opens: 10

closes: 16

reads: 101

writes: 300
readdir: 7

inode updates: 2

specified, the output is similar to:

1.8 name nodel io_s 0K
48/407431

72800

Understanding the node list facility

The node list facility can be used to invoke mmpmon on multiple nodes and gather data from other

nodes in the cluste

r. The following table describes the nlist requests for the mmpmon command.
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Table 7. nlist requests for the mmpmon command

Request Description

nlist add name[ [“Add node names to a list of nodes for mmpmon processing”|

name...]

nlist del [“Delete a node list” on page 9|

nlist new name][ |“Create a new node list” on page 10|

name...]

nlist s [“Show the contents of the current node list” on page 10|

nlist sub name| [“Delete node names from a list of nodes for mmpmon processing” on page 12|
name...]

When specifying node names, keep these points in mind:
1. A node name of "' (dot) indicates the current node.
2. A node name of *' (asterisk) indicates all currently connected local cluster nodes.

3. The nodes named in the node list must belong to the local cluster. Nodes in remote clusters are not
supported.

4. A node list can contain nodes that are currently down. When an inactive node comes up, mmpmon
will attempt to gather data from it.

5. If a node list contains an incorrect or unrecognized node name, all other entries in the list are
processed. Suitable messages are issued for an incorrect node name.

6. When mmpmon gathers responses from the nodes in a node list, the full response from one node is
presented before the next node. Data is not interleaved. There is no guarantee of the order of node
responses.

7. The node that issues the mmpmon command need not appear in the node list. The case of this node
serving only as a collection point for data from other nodes is a valid configuration.

Add node names to a list of nodes for mmpmon processing
The nlist add (node list add) request is used to add node names to a list of nodes for mmpmon to collect
their data. The node names are separated by blanks.

describes the keywords for the nlist add response, in the order that they appear in the output.
These keywords are used only when mmpmon is invoked with the -p flag.

Table 8. Keywords and values for the mmpmon nlist add response

Keyword Description

_n_ IP address of the node processing the node list. This is the address by which GPFS knows the
node.

_nn_ The hostname that corresponds to the IP address (the _n_ value).

_req_ The action requested. In this case, the value is add.

_rc_ Indicates the status of the operation.

_t Indicates the current time of day in seconds (absolute seconds since Epoch (1970)).

_tu_ Microseconds part of the current time of day.

_c_ The number of nodes in the user-supplied list.

_ni_ Node name input. A user-supplied node name from the offered list of names.

_nx_ Node name translation. The preferred GPFS name for the node.

_nxip_ Node name translated IP address. The preferred GPFS IP address for the node.

_did_ The number of nodes names considered valid and processed by the requests.
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Table 8. Keywords and values for the mmpmon nlist add response (continued)

Keyword Description

_nlc_ The number of nodes in the node list now (after all processing).

If the nlist add request is issued when no node list exists, it is handled as if it were an nlist new request.
Example of mmpmon nlist add request:

This topic is an example of the nlist add request to add node names to a list of nodes for mmpmon
processing and the output that displays.

A two- node cluster has nodes nodel (199.18.1.2), a non-quorum node, and node2 (199.18.1.5), a quorum
node. A remote cluster has node node3 (199.18.1.8). The mmpmon command is run on nodel.

Assume that commandFile contains this line:
nlist add n2 199.18.1.2

and this command is issued:
mmpmon -p -i commandFile

Note in this example that an alias name n2 was used for node2, and an IP address was used for nodel.
Notice how the values for _ni_ and _nx_ differ in these cases.

The output is similar to this:
n_199.18.1.2 nn_nodel req_add _rc_ 0 _t_ 1121955894 tu_ 261881 _c_ 2

nlist
_nlist_ _n_199.18.1.2 _nn_ nodel _req_ add _rc_ 0O _t_ 1121955894 _tu_ 261881 _ni_ n2 _nx_
node2 _nxip_ 199.18.1.5
_nlist_ _n_199.18.1.2 _nn_ nodel _req_ add _rc_ 0 _t_ 1121955894 _tu_ 261881 _ni_
199.18.1.2 _nx_ nodel _nxip_ 199.18.1.2
_nlist_ n_ 199.18.1.2 nn_nodel req add rc_ 0O t 1121955894 tu_ 261881 did_ 2 nlc_
2

If the -p flag is not specified, the output is similar to:

mmpmon node 199.18.1.2 name nodel nlist add

initial status 0

name count 2

timestamp 1121955879/468858

node name n2, OK (name used: node2, IP address 199.18.1.5)

node name 199.18.1.2, OK (name used: nodel, IP address 199.18.1.2)
final status 0

node names processed 2

current node list count 2

The requests nlist add and nlist sub behave in a similar way and use the same keyword and response
format.

These requests are rejected if issued while quorum has been lost.

Delete a node list
The nlist del (node list delete) request deletes a node list if one exists. If no node list exists, the request
succeeds and no error code is produced.

[Table 9 on page 10| describes the keywords for the nlist del response, in the order that they appear in the
output. These keywords are used only when mmpmon is invoked with the -p flag.

Chapter 1. Performance monitoring 9



Table 9. Keywords and values for the mmpmon nlist del response

Keyword Description

_n_ IP address of the node responding. This is the address by which GPFS knows the node.
_nn_ The hostname that corresponds to the IP address (the _n_ value).

_req_ The action requested. In this case, the value is del.

_rc_ Indicates the status of the operation.

_t Indicates the current time of day in seconds (absolute seconds since Epoch (1970)).
_tu_ Microseconds part of the current time of day.

Example of mmpmon nlist del request:
This topic is an example of the nlist del request to delete a node list and the output that displays.

Assume that commandFile contains this line:
nlist del

and this command is issued:
mmpmon -p -i commandFile

The output is similar to this:
_nlist_ _n_199.18.1.2 nn_ nodel _req_ del _rc_ O _t_ 1121956817 _tu_ 46050

If the -p flag is not specified, the output is similar to:
mmpmon node 199.18.1.2 name nodel nlist del status OK timestamp 1121956908/396381

Create a new node list

The nlist new (node list new) request deletes the current node list if one exists, creates a new, empty
node list, and then attempts to add the specified node names to the node list. The node names are
separated by blanks.

able 10| describes the keywords for the nlist new response, in the order that they appear in the output.
These keywords are used only when mmpmon is invoked with the -p flag.

Table 10. Keywords and values for the mmpmon nlist new response

Keyword Description

_n_ IP address of the node responding. This is the address by which GPFS knows the node.
_nn_ The hostname that corresponds to the IP address (the _n_ value).

_req_ The action requested. In this case, the value is new.

_rc_ Indicates the status of the operation.

_t Indicates the current time of day in seconds (absolute seconds since Epoch (1970)).
_tu_ Microseconds part of the current time of day.

Show the contents of the current node list
The nlist s (node list show) request displays the current contents of the node list. If no node list exists, a
count of zero is returned and no error is produced.

[Table 11 on page 11| describes the keywords for the nlist s response, in the order that they appear in the
output. These keywords are used only when mmpmon is invoked with the -p flag.
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Table 11. Keywords and values for the mmpmon nlist s response

Keyword Description

_n_ IP address of the node processing the request. This is the address by which GPFS knows the
node.

_nn_ The hostname that corresponds to the IP address (the _n_ value).

_req_ The action requested. In this case, the value is s.

_rc_ Indicates the status of the operation.

_t Indicates the current time of day in seconds (absolute seconds since Epoch (1970)).

_tu_ Microseconds part of the current time of day.

_c_ Number of nodes in the node list.

_mbr_ GPFS preferred node name for the list member.

_ip_ GPFS preferred IP address for the list member.

Example of mmpmon nlist s request:

This topic is an example of the nlist s request to show the contents of the current node list and the
output that displays.

Assume that commandFile contains this line:

nlist s

and this command is issued:
mmpmon -p -i commandFile

The output is similar to this:

_nlist_ n_199.18.1.2 nn_nodel req s rc_ 0 _t 1121956950 tu_ 863292 c_ 2
_nlist_ _n_199.18.1.2 _nn_ nodel _req_ s _rc_ 0 _t_ 1121956950 _tu_ 863292 _mbr_ nodel
_ip_ 199.18.1.2

_nlist_ _n_199.18.1.2 _nn_ nodel _req_ s _rc_ 0 _t_ 1121956950 _tu_ 863292 _mbr_

node2 _ip_ 199.18.1.5

If the -p flag is not specified, the output is similar to:

mmpmon node 199.18.1.2 name nodel nlist s
status 0

name count 2

timestamp 1121957505/165931

node name nodel, IP address 199.18.
node name node2, IP address 199.18.

1.2

1.5

If there is no node list, the response looks like:

_nlist_ n_199.18.1.2 nn_nodel req s rc_ 0 t 1121957395 tu_ 910440 c_ 0

If the -p flag is not specified, the output is similar to:

mmpmon node 199.18.1.2 name nodel nlist s
status 0

name count 0

timestamp 1121957436/353352

the node Tist is empty

The nlist s request is rejected if issued while quorum has been lost. Only one response line is presented.
_failed_ _n_ 199.18.1.8 _nn_ node2 _rc_ 668 _t_ 1121957395 _tu_ 910440

If the -p flag is not specified, the output is similar to:
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mmpmon node 199.18.1.8 name node2: failure status 668 timestamp 1121957395/910440
lost quorum

Delete node names from a list of nodes for mmpmon processing
The nlist sub (subtract a node from the node list) request removes a node from a list of node names.

These keywords and responses are similar to the nlist add request. The _req_ keyword (action requested)
for nlist sub is sub.

For more information, see the topic [“Add node names to a list of nodes for mmpmon processing” on|
-a oe 8.

Node list examples and error handling

The nlist facility can be used to obtain GPFS performance data from nodes other than the one on which
the mmpmon command is invoked. This information is useful to see the flow of GPFS I/O from one
node to another, and spot potential problems.

A successful fs_io_s request propagated to two nodes:

This topic is an example of a successful fs_io_s request to two nodes to display the I/O statistics per
mounted file system and the resulting system output.

This command is issued:
mmpmon -p -i command_file

where command_file has this:

nlist new nodel node2
fs_io_s

The output is similar to this:

_fs_io_s_ _n_199.18.1.2 _nn_ nodel _rc_ 0 _t_ 1121974197 _tu_ 278619 _c1_
xxx.localdomain fs_gpfs2 d_ 2 br O bw 0 oc_ 0 cc_ 0 rdc_ 0 wc_ 0
_dir_ 0 _fu_0

fs_ o s n_199.18.1.2 nn

_ nodel rc_ O _t 1121974197 tu_ 278619 cl1_

xxx.localdomain _fs_ gpfsl _d_ 1 br 0 _bw_0 _oc_0 _cc_0 _rdc_0 _wc_0

_dir_0 _iu_ 0

_fs_io_s_ _n_199.18.1.5 _nn_ node2 _rc_ 0 _t_ 1121974167 _tu_ 116443 _cl_

cll.xxx.com _fs_ fs3 d_3 _br_ 0 bw_0 _oc_ 0 _cc_0 _rdc_ 0 _wc_0 _dir_0

iu_ 3

_fs_io_s_ _n_199.18.1.5 _nn_ node2 _rc_ 0 _t_ 1121974167 _tu_ 116443 _cl1_

cll.xxx.comm _fs_fs2 d_2 br 0 bw 0 oc_0 cc_0 rdc_ 0 wc_0 _dir_0
iu_ 0

_fs_io_s_ _n_199.18.1.5 _nn_ node2 _rc_ 0 _t_ 1121974167 _tu_ 116443 _c1_

xxx.localdomain _fs_ gpfs2 _d_2 br 0 _bw_0 _oc_0 _cc_0 _rdc_0 _wc_0

_dir_ 0 _iu_0

The responses from a propagated request are the same as they are issued on each node separately.

If the -p flag is not specified, the output is similar to:

mmpmon node 199.18.1.2 name nodel fs_io_s 0K
cluster: xxx.localdomain
filesystem: gpfs2

disks: 2

timestamp: 1121974088/463102
bytes read: 0

bytes written: 0

opens: 0

closes: 0

reads: 0

writes: 0

12 1BM Spectrum Scale 4.2.3: Problem Determination Guide



readdir: 0
inode updates: 0

mmpmon node 199.18.1.2 name nodel fs_io_s 0K
cluster: xxx.localdomain
filesystem: gpfsl

disks: 1

timestamp: 1121974088/463102
bytes read: 0

bytes written: 0

opens: 0

closes: 0

reads: 0

writes: 0

readdir: 0

inode updates: 0

mmpmon node 199.18.1.5 name node2 fs_io_s 0K
cluster: cll.xxx.com
filesystem: fs3

disks: 3

timestamp: 1121974058/321741
bytes read: 0

bytes written: 0

opens: 0

closes: 0

reads: 0

writes: 0

readdir: 0

inode updates: 2

mmpmon node 199.18.1.5 name node2 fs_io_s 0K
cluster: cll.xxx.com
filesystem: fs2

disks: 2

timestamp: 1121974058/321741
bytes read: 0

bytes written: 0

opens: 0

closes: 0

reads: 0

writes: 0

readdir: 0

inode updates: 0

mmpmon node 199.18.1.5 name node2 fs_io_s 0K
cluster: xxx.localdomain
filesystem: gpfs2

disks: 2

timestamp: 1121974058/321741
bytes read: 0

bytes written: 0

opens: 0

closes: 0

reads: 0

writes: 0

readdir: 0

inode updates: 0

For information on interpreting mmpmon output results, see [‘Other information about mmpmon output”/|

Failure on a node accessed by mmpmon:

This is an example of the system output for a failed request to two nodes to display the 1/O statistics per
mounted file system.
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In this example, the same scenario described in [“A successful fs_io_s request propagated to two nodes”|
is run on node2, but with a failure on nodel (a non-quorum node) because nodel was
shutdown:

_failed_ n_199.18.1.5 nn_ node2 _fn_ 199.18.1.2 fnn_ nodel rc_ 233
_t_ 1121974459 _tu_ 602231

_fs_io_s_ n_199.18.1.5 _nn_node2 _rc_ 0 _t_ 1121974459 tu_ 616867 _cl_
cll.xxx.com _fs_ fs2 _d_2 br 0 _bw_0 _oc_0 cc_0 _rdc_0 _wc_0 _dir_20
_iu_0

_fs_io_s_ _n_199.18.1.5 _nn_ node2 _rc_ 0 _t_ 1121974459 _tu_ 616867 _cl_
cll.xxx.com _fs_ fs3 _d_3 _br_ 0 _bw_0 _oc_0 _cc_0 _rdc_0 _wc_0 _dir_20
_iu_ 0

_fs_io_s_ n_199.18.1.5 nn_node2 _rc_ 0 _t_ 1121974459 _tu_ 616867 _cl1_
nodel.localdomain _fs_gpfs2 d_2 br 0 bw_0 oc_0 cc_0 _rdc_0 wc_0

If the -p flag is not specified, the output is similar to:

mmpmon node 199.18.1.5 name node2:

from node 199.18.1.2 from name nodel: failure status 233 timestamp 1121974459/602231
node failed (or never started)

mmpmon node 199.18.1.5 name node2 fs_io_s 0K
cluster: cll.xxx.com

filesystem: fs2

disks: 2

timestamp: 1121974544/222514

bytes read: 0

bytes written: 0

opens: 0

closes: 0

reads: 0

writes: 0

readdir: 0

inode updates: 0

mmpmon node 199.18.1.5 name node2 fs_io_s 0K
cluster: cll.xxx.com
filesystem: fs3

disks: 3

timestamp: 1121974544/222514
bytes read: 0

bytes written: 0

opens: 0

closes: 0

reads: 0

writes: 0

readdir: 0

inode updates: 0

mmpmon node 199.18.1.5 name node2 fs_io_s OK
cluster: xxx.localdomain
filesystem: gpfs2

disks: 2

timestamp: 1121974544/222514
bytes read: 0

bytes written: 0

opens: 0

closes: 0

reads: 0

writes: 0

readdir: 0

inode updates: 0

Node shutdown and quorum loss: In this example, the quorum node (node2) is shutdown, causing
quorum loss on nodel. Running the same example on node2, the output is similar to:

_failed_ _n_199.18.1.2 _nn_ nodel _rc_ 668 _t_ 1121974459 _tu_ 616867
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If the -p flag is not specified, the output is similar to:

mmpmon node 199.18.1.2 name nodel: failure status 668 timestamp 1121974459/616867
lost quorum

In this scenario there can be a window where node2 is down and nodel has not yet lost quorum. When
quorum loss occurs, the mmpmon command does not attempt to communicate with any nodes in the
node list. The goal with failure handling is to accurately maintain the node list across node failures, so
that when nodes come back up they again contribute to the aggregated responses.

Node list failure values:
able 12| describes the keywords and values produced by the mmpmon command on a node list failure:

Table 12. Keywords and values for the mmpmon nlist failures

Keyword Description

_n_ IP address of the node processing the node list. This is the address by which GPFS knows the
node.

_nn_ The hostname that corresponds to the IP address (the _n_ value).

_fn_ IP address of the node that is no longer responding to mmpmon requests.

_fnn_ The name by which GPFS knows the node that is no longer responding to mmpmon requests

_rc_ Indicates the status of the operation. See|“Return codes from mmpmon” on page 42

_t Indicates the current time of day in seconds (absolute seconds since Epoch (1970)).

_tu_ Microseconds part of the current time of day.

Reset statistics to zero

The reset request resets the statistics that are displayed with fs_io_s and io_s requests. The reset request
does not reset the histogram data, which is controlled and displayed with rhist requests.

able 13| describes the keywords for the reset response, in the order that they appear in the output. These
keywords are used only when mmpmon is invoked with the -p flag. The response is a single string.

Table 13. Keywords and values for the mmpmon reset response

Keyword Description

_n_ IP address of the node responding. This is the address by which GPFS knows the node.
_nn_ The hostname that corresponds to the IP address (the _n_ value).

_rc_ Indicates the status of the operation.

_t Indicates the current time of day in seconds (absolute seconds since Epoch (1970)).
_tu_ Microseconds part of the current time of day.

Example of mmpmon reset request
This topic is an example of how to reset file system I/O and I/O statistics to zero.

Assume that commandFile contains this line:
reset

and this command is issued:

mmpmon -p -i commandFile

The output is similar to this:
_reset_ n_199.18.1.8 nn_nodel _rc_ 0 _t_ 1066660148 _tu_ 407431
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If the -p flag is not specified, the output is similar to:
mmpmon node 199.18.1.8 name nodel reset 0K

For information on interpreting mmpmon output results, see [“Other information about mmpmon output”|

Understanding the request histogram facility
Use the mmpmon rhist requests to control the request histogram facility.

The request histogram facility tallies I/O operations using a set of counters. Counters for reads and
writes are kept separately. They are categorized according to a pattern that may be customized by the
user. A default pattern is also provided. The size range and latency range input parameters to the rhist
nr request are used to define the pattern.

The first time that you run the rhist requests, assess if there is a noticeable performance degradation.
Collecting histogram data may cause performance degradation. This is possible once the histogram
facility is enabled, but will probably not be noticed while the commands themselves are running. It is
more of a long term issue as the GPFS daemon runs with histograms enabled.

The histogram lock is used to prevent two rhist requests from being processed simultaneously. If an rhist
request fails with an _rc_ of 16, the lock is in use. Reissue the request.

The histogram data survives file system mounts and unmounts. In order to reset this data, use the rhist
reset request.

describes the rhist requests:

Table 14. rhist requests for the mmpmon command

Request Description

rhist nr [“Changing the request histogram facility request size and latency ranges” on page 18|
rhist off [“Disabling the request histogram facility” on page 20, This is the default.

rhist on [“Enabling the request histogram facility” on page 21|

rhist p [“Displaying the request histogram facility pattern” on page 22|

rhist reset [“Resetting the request histogram facility data to zero” on page 24|

rhist s [“Displaying the request histogram facility statistics values” on page 25|

Specifying the size ranges for I/O histograms
The I/0 histogram size ranges are used to categorize the I/O according to the size, in bytes, of the I/O
operation.

The size ranges are specified using a string of positive integers separated by semicolons (;). No white
space is allowed within the size range operand. Each number represents the upper bound, in bytes, of the
I/0 request size for that range. The numbers must be monotonically increasing. Each number may be
optionally followed by the letters K or k to denote multiplication by 1024, or by the letters M or m to
denote multiplication by 1048576 (1024*1024).

For example, the size range operand:
512;1m;4m

represents these four size ranges
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0 to 512 bytes
513 to 1048576 bytes
1048577 to 4194304 bytes
4194305 and greater bytes

In this example, a read of size 3 MB would fall in the third size range, a write of size 20 MB would fall in
the fourth size range.

A size range operand of = (equal sign) indicates that the current size range is not to be changed. A size
range operand of * (asterisk) indicates that the current size range is to be changed to the default size

range. A maximum of 15 numbers may be specified, which produces 16 total size ranges.

The default request size ranges are:

0 to 255 bytes
256 to 511 bytes
512 to 1023 bytes

1024 to 2047 bytes
2048 to 4095 bytes
4096 to 8191 bytes
8192 to 16383 bytes
16384 to 32767 bytes
32768 to 65535 bytes
65536 to 131071 bytes
131072 to 262143 bytes
262144  to 524287 bytes
524288 to 1048575 bytes
1048576 to 2097151 bytes
2097152 to 4194303 bytes
4194304 and greater bytes

The last size range collects all request sizes greater than or equal to 4 MB. The request size ranges can be
changed by using the rhist nr request.

For more information, see [“Processing of rhist nr” on page 18

Specifying the latency ranges for 1/0
The I/0 histogram latency ranges are used to categorize the I/O according to the latency time, in
milliseconds, of the I/O operation.

A full set of latency ranges are produced for each size range. The latency ranges are the same for each
size range.

The latency ranges are changed using a string of positive decimal numbers separated by semicolons (;).
No white space is allowed within the latency range operand. Each number represents the upper bound of
the I/0O latency time (in milliseconds) for that range. The numbers must be monotonically increasing. If
decimal places are present, they are truncated to tenths.

For example, the latency range operand:
1.3;4.59;10

represents these four latency ranges:

0.0 to 1.3 milliseconds
1.4 to 4.5 milliseconds

4.6 to 10.0 milliseconds

10.1 and greater milliseconds

In this example, a read that completes in 0.85 milliseconds falls into the first latency range. A write that
completes in 4.56 milliseconds falls into the second latency range, due to the truncation.
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A latency range operand of = (equal sign) indicates that the current latency range is not to be changed. A
latency range operand of * (asterisk) indicates that the current latency range is to be changed to the
default latency range. If the latency range operand is missing, * (asterisk) is assumed. A maximum of 15
numbers may be specified, which produces 16 total latency ranges.

The latency times are in milliseconds. The default latency ranges are:

0.0 to 1.0 milliseconds
1.1 to 10.0 milliseconds
10.1 to 30.0 milliseconds
30.1 to 100.0 milliseconds
100.1 to 200.0 milliseconds
200.1 to 400.0 milliseconds
400.1 to 800.0 milliseconds
800.1 to 1000.0 milliseconds
1000.1 and greater milliseconds

The last latency range collects all latencies greater than or equal to 1000.1 milliseconds. The latency
ranges can be changed by using the rhist nr request.

For more information, see [“Processing of rhist nr.”]

Changing the request histogram facility request size and latency ranges
The rhist nr (new range) request allows the user to change the size and latency ranges used in the
request histogram facility.

The use of rhist nr implies an rhist reset. Counters for read and write operations are recorded separately.
If there are no mounted file systems at the time rhist nr is issued, the request still runs. The size range
operand appears first, followed by a blank, and then the latency range operand.

able 15| describes the keywords for the rhist nr response, in the order that they appear in the output.
These keywords are used only when mmpmon is invoked with the -p flag.

Table 15. Keywords and values for the mmpmon rhist nr response

Keyword Description

_n_ IP address of the node responding. This is the address by which GPFS knows the node.
_nn_ The hostname that corresponds to the IP address (the _n_ value).

_req_ The action requested. In this case, the value is nr.

_rc_ Indicates the status of the operation.

_t Indicates the current time of day in seconds (absolute seconds since Epoch (1970)).
_tu_ Microseconds part of the current time of day.

An _rc_ value of 16 indicates that the histogram operations lock is busy. Retry the request.
Processing of rhist nr:
The rhist nr request changes the request histogram facility request size and latency ranges.

Processing of rhist nr is as follows:

1. The size range and latency range operands are parsed and checked for validity. If they are not valid,
an error is returned and processing terminates.

2. The histogram facility is disabled.
3. The new ranges are created, by defining the following histogram counters:

a. Two sets, one for read and one for write.
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b. Within each set, one category for each size range.
c. Within each size range category, one counter for each latency range.

For example, if the user specifies 11 numbers for the size range operand and 2 numbers for the
latency range operand, this produces 12 size ranges, each having 3 latency ranges, because there is
one additional range for the top endpoint. The total number of counters is 72: 36 read counters
and 36 write counters.

4. The new ranges are made current.
5. The old ranges are discarded. Any accumulated histogram data is lost.

The histogram facility must be explicitly enabled again using rhist on to begin collecting histogram data
using the new ranges.

The mmpmon command does not have the ability to collect data only for read operations, or only for
write operations. The mmpmon command does not have the ability to specify size or latency ranges that
have different values for read and write operations. The mmpmon command does not have the ability to
specify latency ranges that are unique to a given size range.

For more information, see [‘Specifying the size ranges for 1/O histograms” on page 16|and [‘Specifying]
the latency ranges for I/O” on page 17|

Example of mmpmon rhist nr request:

This topic is an example of using rhist nr to change the request histogram facility request size and
latency changes.

Assume that commandFile contains this line:
rhist nr 512;1m;4m 1.3;4.5;10

and this command is issued:

mmpmon -p -i commandFile

The output is similar to this:
_rhist_ _n_199.18.2.5 nn_ nodel _req_ nr 512;1m;4m 1.3;4.5;10 _rc_ 0 _t_ 1078929833 _tu_ 765083

If the -p flag is not specified, the output is similar to:
mmpmon node 199.18.1.8 name nodel rhist nr 512;1m;4m 1.3;4.5;10 OK

In this case, mmpmon has been instructed to keep a total of 32 counters. There are 16 for read and 16 for
write. For the reads, there are four size ranges, each of which has four latency ranges. The same is true
for the writes. They are as follows:

size range 0 to 512 bytes
latency range 0.0 to 1.3 milliseconds
latency range 1.4 to 4.5 milliseconds
latency range 4.6 to 10.0 milliseconds
latency range 10.1 and greater milliseconds

size range 513 to 1048576 bytes
latency range 0.0 to 1.3 milliseconds
latency range 1.4 to 4.5 milliseconds
latency range 4.6 to 10.0 milliseconds

latency range 10.1 and greater milliseconds
size range 1048577 to 4194304 bytes

latency range 0.0 to 1.3 milliseconds

latency range 1.4 to 4.5 milliseconds

latency range 4.6 to 10.0 milliseconds

latency range 10.1 and greater milliseconds
size range 4194305 and greater bytes
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latency range 0.0 1.3 milliseconds
latency range 1.4 to 4.5 milliseconds
latency range 4.6 to 10.0 milliseconds
latency range 10.1 and greater milliseconds

In this example, a read of size 15 MB that completes in 17.8 milliseconds would fall in the last latency
range listed here. When this read completes, the counter for the last latency range will be increased by
one.

An _rc_ value of 16 indicates that the histogram operations lock is busy. Retry the request.

An example of an unsuccessful response is:
_rhist_ n_199.18.2.5 nn_ nodel _req_ nr 512;Im;4m 1;4;8;2 rc_ 22 _t_ 1078929596 _tu_ 161683

If the -p flag is not specified, the output is similar to:
mmpmon node 199.18.1.8 name nodel rhist nr 512;1m;4m 1;4;8;2 status 22 range error

In this case, the last value in the latency range, 2, is out of numerical order.

Note that the request rhist nr = = does not make any changes. It is ignored.

For information on interpreting mmpmon output results, see [‘Other information about mmpmon output”|

Disabling the request histogram facility
The rhist off request disables the request histogram facility. This is the default value.

The data objects remain persistent, and the data they contain is not disturbed. This data is not updated
again until rhist on is issued. rhist off may be combined with rhist on as often as desired. If there are no
mounted file systems at the time rhist off is issued, the facility is still disabled. The response is a single
string.

describes the keywords for the rhist off response, in the order that they appear in the output.
These keywords are used only when mmpmon is invoked with the -p flag.

Table 16. Keywords and values for the mmpmon rhist off response

Keyword Description

_n_ IP address of the node responding. This is the address by which GPFS knows the node.
_nn_ The hostname that corresponds to the IP address (the _n_ value).

_req_ The action requested. In this case, the value is off.

_rc_ Indicates the status of the operation.

_t Indicates the current time of day in seconds (absolute seconds since Epoch (1970)).
_tu_ Microseconds part of the current time of day.

An _rc_ value of 16 indicates that the histogram operations lock is busy. Retry the request.

Example of mmpmon rhist off request:

This topic is an example of the rhist off request to disable the histogram facility and the output that
displays.

Assume that commandFile contains this line:
rhist off
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and this command is issued:

mmpmon -p -i commandFile

The output is similar to this:
_rhist_ n_199.18.1.8 nn_ nodel _req_ off _rc_ 0 _t 1066938820 _tu_ 5755

If the -p flag is not specified, the output is similar to:
mmpmon node 199.18.1.8 name nodel rhist off 0K

An _rc_ value of 16 indicates that the histogram operations lock is busy. Retry the request.

mmpmon node 199.18.1.8 name nodel rhist off status 16
lock is busy

For information on interpreting mmpmon output results, see [‘Other information about mmpmon output”|

Enabling the request histogram facility
The rhist on request enables the request histogram facility.

When rhist on is invoked the first time, this request creates the necessary data objects to support
histogram data gathering. This request may be combined with rhist off (or another rhist on) as often as
desired. If there are no mounted file systems at the time rhist on is issued, the facility is still enabled. The
response is a single string.

describes the keywords for the rhist on response, in the order that they appear in the output.
These keywords are used only when mmpmon is invoked with the -p flag.

Table 17. Keywords and values for the mmpmon rhist on response

Keyword Description

_n_ IP address of the node responding. This is the address by which GPFS knows the node.
_nn_ The hostname that corresponds to the IP address (the _n_ value).

_req_ The action requested. In this case, the value is on.

_rc_ Indicates the status of the operation.

_t Indicates the current time of day in seconds (absolute seconds since Epoch (1970)).
_tu_ Microseconds part of the current time of day.

An _rc_ value of 16 indicates that the histogram operations lock is busy. Retry the request.
Example of mmpmon rhist on request:

This topic is an example of the rhist on request to enable the request histogram facility and the output
that displays.

Assume that commandFile contains this line:
rhist on

and this command is issued:

mmpmon -p -i commandFile

The output is similar to this:
_rhist_ _n_199.18.1.8 _nn_ nodel _req_on _rc_ 0 _t_ 1066936484 _tu_ 179346
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If the -p flag is not specified, the output is similar to:
mmpmon node 199.18.1.8 name nodel rhist on 0K

An _rc_ value of 16 indicates that the histogram operations lock is busy. Retry the request.

mmpmon node 199.18.1.8 name nodel rhist on status 16
lock is busy

For information on interpreting mmpmon output results, see [‘Other information about mmpmon output”]

Displaying the request histogram facility pattern
The rhist p request displays the request histogram facility pattern.

The rhist p request returns the entire enumeration of the request size and latency ranges. The facility
must be enabled for a pattern to be returned. If there are no mounted file systems at the time this request
is issued, the request still runs and returns data. The pattern is displayed for both read and write.

able 18| describes the keywords for the rhist p response, in the order that they appear in the output.
These keywords are used only when mmpmon is invoked with the -p flag.

Table 18. Keywords and values for the mmpmon rhist p response

Keyword Description

_n_ IP address of the node responding. This is the address by which GPFS knows the node.
_nn_ The hostname that corresponds to the IP address (the _n_ value).

_req_ The action requested. In this case, the value is p.

_rc_ Indicates the status of the operation.

_t Indicates the current time of day in seconds (absolute seconds since Epoch (1970)).
_tu_ Microseconds part of the current time of day.

k_ The kind, r or w, (read or write) depending on what the statistics are for.

R_ Request size range, minimum and maximum number of bytes.

L Latency range, minimum and maximum, in milliseconds.

The request size ranges are in bytes. The zero value used for the upper limit of the last size range means
'and above'. The request size ranges can be changed by using the rhist nr request.

The latency times are in milliseconds The zero value used for the upper limit of the last latency range
means 'and above'. The latency ranges can be changed by using the rhist nr request.

The rhist p request allows an application to query for the entire latency pattern. The application can then
configure itself accordingly. Since latency statistics are reported only for ranges with nonzero counts, the
statistics responses may be sparse. By querying for the pattern, an application can be certain to learn the
complete histogram set. The user may have changed the pattern using the rhist nr request. For this
reason, an application should query for the pattern and analyze it before requesting statistics.

If the facility has never been enabled, the _rc_ field will be nonzero. An _rc_ value of 16 indicates that the
histogram operations lock is busy. Retry the request.

If the facility has been previously enabled, the rhist p request will still display the pattern even if rhist
off is currently in effect.

If there are no mounted file systems at the time rhist p is issued, the pattern is still displayed.
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Example of mmpmon rhist p request:

This topic is an example of the rhist p request to display the request histogram facility pattern and the

output that displays.

Assume that commandFile contains this line:

rhist p

and this command is issued:

mmpmon -p -i commandFile

The response contains all the latency ranges inside each of the request ranges. The data are separate for
read and write:

_rhist_

_rhist_

_n_199.18.1.8 _nn_
... data for reads ...
_n_199.18.1.8 _nn_

. data for writes ...
_end_

nodel req_p _rc_ 0 _t 1066939007 _tu_ 386241 k_r

nodel req_p _rc_ 0 _t 1066939007 _tu_ 386241 k_w

If the -p flag is not specified, the output is similar to:

mmpmon node 199.18.1.8 name nodel rhist p 0K read

. data for reads ...

mmpmon node 199.188.1.8 name nodel rhist p 0K write
. data for writes ...

Here is an example of data for reads:
_rhist_ n_199.18.1.8 nn_nodel _req_p _rc_ 0 _t 1066939007 _tu_ 386241 k_r
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L 30.1 100.0
L 100.1 200.0
L 200.1 400.0
L 400.1 800.0
L 800.1 1000.0
L 1000.1 0

If the -p flag is not specified, the output is similar to:
mmpmon node 199.18.1.8 name nodel rhist p OK read

size range 0 to 255
latency range 0.0 to 1.0
latency range 1.1 to 10.0
latency range 10.1 to 30.0
latency range 30.1 to 100.0
latency range 100.1 to 200.0
latency range 200.1 to 400.0
latency range 400.1 to 800.0
latency range 800.1 to 1000.0
latency range 1000.1 to 0

size range 256 to 511
latency range 0.0 to 1.0
latency range 1.1 to 10.0
latency range 10.1 to 30.0
latency range 30.1 to 100.0
latency range 100.1 to 200.0
latency range 200.1 to 400.0
latency range 400.1 to 800.0
latency range 800.1 to 1000.0
latency range 1000.1 to 0

size range 512 to 1023
latency range 0.0 to 1.0
latency range 1.1 to 10.0
latency range 10.1 to 30.0
latency range 30.1 to 100.0
latency range 100.1 to 200.0
latency range 200.1 to 400.0
latency range 400.1 to 800.0
latency range 800.1 to 1000.0
latency range 1000.1 to 0

size range 4194304 to 0
latency range 0.0 to 1.0
latency range 1.1 to 10.0
latency range 10.1 to 30.0
latency range 30.1 to 100.0
latency range 100.1 to 200.0
latency range 200.1 to 400.0
latency range 400.1 to 800.0
latency range 800.1 to 1000.0
latency range 1000.1 to 0

If the facility has never been enabled, the _rc_ field will be nonzero.
_rhist_ _n_199.18.1.8 _nn_ nodel _req_p _rc_ 1 _t_ 1066939007 _tu_ 386241

If the -p flag is not specified, the output is similar to this:

mmpmon node 199.18.1.8 name nodel rhist p status 1
not yet enabled

For information on interpreting mmpmon output results, see [‘Other information about mmpmon output”]

Resetting the request histogram facility data to zero
The rhist reset request resets the histogram statistics.
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able 19| describes the keywords for the rhist reset response, in the order that they appear in the output.
These keywords are used only when mmpmon is invoked with the -p flag. The response is a single
string.

Table 19. Keywords and values for the mmpmon rhist reset response

Keyword Description

_n_ IP address of the node responding. This is the address by which GPFS knows the node.
_nn_ The hostname that corresponds to the IP address (the _n_ value).

_req_ The action requested. In this case, the value is reset.

_rc_ Indicates the status of the operation.

_t Indicates the current time of day in seconds (absolute seconds since Epoch (1970)).
_tu_ Microseconds part of the current time of day.

If the facility has been previously enabled, the reset request will still reset the statistics even if rhist off is
currently in effect. If there are no mounted file systems at the time rhist reset is issued, the statistics are
still reset.

An _rc_ value of 16 indicates that the histogram operations lock is busy. Retry the request.
Example of mmpmon rhist reset request:

This topic is an example of the rhist reset request to reset the histogram facility data to zero and the
output that displays.

Assume that commandFile contains this line:
rhist reset

and this command is issued:

mmpmon -p -i commandFile

The output is similar to this:
_rhist_ _n_199.18.1.8 nn_ nodel _req_ reset _rc_ 0 _t 1066939007 _tu_ 386241

If the -p flag is not specified, the output is similar to:
_rhist_ _n_199.18.1.8 nn_ nodel _req_ reset _rc_ 0 _t 1066939007 _tu_ 386241

If the facility has never been enabled, the _rc_ value will be nonzero:
_rhist_ _n_199.18.1.8 _nn_ nodel _req_ reset _rc_ 1 _t_ 1066939143 _tu_ 148443

If the -p flag is not specified, the output is similar to:

mmpmon node 199.18.1.8 name nodel rhist reset status 1
not yet enabled

For information on interpreting mmpmon output results, see [“Other information about mmpmon output”|

Displaying the request histogram facility statistics values
The rhist s request returns the current values for all latency ranges which have a nonzero count.

[Table 20 on page 26| describes the keywords for the rhist s response, in the order that they appear in the
output. These keywords are used only when mmpmon is invoked with the -p flag.
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Table 20. Keywords and values for the mmpmon rhist s response

Keyword Description

_n_ IP address of the node responding. This is the address by which GPFS knows the node.

_nn_ The hostname that corresponds to the IP address (the _n_ value).

_req_ The action requested. In this case, the value is s.

_rc_ Indicates the status of the operation.

_t Indicates the current time of day in seconds (absolute seconds since Epoch (1970)).

tu_ Microseconds part of the current time of day.

k_ The kind, r or w, (read or write) depending on what the statistics are for.

R_ Request size range, minimum and maximum number of bytes.

_NR Number of requests that fell in this size range.

_L_ Latency range, minimum and maximum, in milliseconds.

_NL Number of requests that fell in this latency range. The sum of all _NL_ values for a request size
range equals the _NR_ value for that size range.

If the facility has been previously enabled, the rhist s request will still display the statistics even if rhist
off is currently in effect. This allows turning the histogram statistics on and off between known points
and reading them later. If there are no mounted file systems at the time rhist s is issued, the statistics are

still displayed.

An _rc_ value of 16 indicates that the histogram operations lock is busy. Retry the request.

Example of mmpmon rhist s request:

This topic is an example of the rhist s request to display the request histogram facility statistics values
and the output that displays.

Assume that commandFile contains this line:

rhist s

and this command is issued:

mmpmon -p -i commandFile

The output is similar to this:
_rhist_ n_199.18.2.5 nn_ nodel _req_ s _rc_ 0 _t 1066939007 _tu_ 386241 k_r

R 65536 131071 _NR_ 32640
L 0.0 1.0 NL_ 25684
L 1.1 10.0 NL_ 4826
L 10.1 30.0 NL_ 1666
L 30.1 100.0 NL_ 464
R. 262144 524287 “NR_ 8160
L 0.0 1.0 NL_ 5218
L 1.1 10.0 NL_ 871
L 10.1 30.0 NL_ 1863
L 30.1 100.0 _NL_ 208
"R 1048576 2097151 _NR_ 2040
L 1.1 10.0 NL_ 558
L 10.1 30.0 NL_ 809
L 30.1 100.0 NL_ 673
Trhist_ _n_199.18.2.5 nn_nodel req_ s rc_ 0 _t_ 1066939007 _tu_ 386241 k_w
R 131072 2621437 _NR_ 12240
L 0.0 1.0 NL_ 10022
L 1.1 10.0 NL_ 1227
L 10.1 30.0 NL_ 783
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L 30.1 160.0 _NL_ 208
_R_ 262144 524287 _NR_ 6120
L 0.0 1.0 _NL_ 4419
L 1.1 10.0 _NL_ 791
L 10.1 30.0 _NL_ 733
L 30.1 160.0 _NL_ 177
_R_ 524288 1048575 _NR_ 3060
L 0.0 1.0 _NL_ 1589
L 1.1 10.0 _NL_ 581
L 10.1 30.0 _NL_ 664
L 30.1 160.0 _NL_ 226
_R_ 2097152 4194303 _NR_ 762
L 1.1 2.0 _NL_ 203
L 10.1 30.0 _NL_ 393
L 30.1 160.0 _NL_ 166
_end_

This small example shows that the reports for read and write may not present the same number of
ranges or even the same ranges. Only those ranges with nonzero counters are represented in the
response. This is true for both the request size ranges and the latency ranges within each request size
range.

If the -p flag is not specified, the output is similar to:
mmpmon node 199.18.2.5 name nodel rhist s OK timestamp 1066933849/93804 read

size range 65536 to 131071 count 32640
latency range 0.0 to 1.0 count 25684
latency range 1.1 to 10.0 count 4826
latency range 10.1 to 30.0 count 1666
latency range 30.1 to 100.0 count 464

size range 262144 to 524287 count 8160
latency range 0.0 to 1.0 count 5218
latency range 1.1 to 10.0 count 871
latency range 10.1 to 30.0 count 1863
latency range 30.1 to 100.0 count 208

size range 1048576 to 2097151 count 2040
latency range 1.1 to 10.0 count 558
latency range 10.1 to 30.0 count 809
latency range 30.1 to 100.0 count 673

mmpmon node 199.18.2.5 name nodel rhist s 0K timestamp 1066933849/93968 write

size range 131072 to 262143 count 12240
latency range 0.0 to 1.0 count 10022
latency range 1.1 to 10.0 count 1227
latency range 10.1 to 30.0 count 783
latency range 30.1 to 100.0 count 208

size range 262144 to 524287 count 6120
latency range 0.0 to 1.0 count 4419
latency range 1.1 to 10.0 count 791
latency range 10.1 to 30.0 count 733
latency range 30.1 to 100.0 count 177

size range 524288 to 1048575 count 3060
latency range 0.0 to 1.0 count 1589
latency range 1.1 to 10.0 count 581
latency range 10.1 to 30.0 count 664
latency range 30.1 to 100.0 count 226

size range 2097152 to 4194303 count 762
latency range 1.1 to 2.0 count 203
latency range 10.1 to 30.0 count 393
latency range 30.1 to 100.0 count 166

If the facility has never been enabled, the _rc_ value will be nonzero:
_rhist_ _n_199.18.1.8 _nn_ nodel _req_ reset _rc_ 1 _t_ 1066939143 _tu_ 148443

If the -p flag is not specified, the output is similar to:
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mmpmon node 199.18.1.8 name nodel rhist reset status 1
not yet enabled

An _rc_ value of 16 indicates that the histogram operations lock is busy. Retry the request.

For information on interpreting mmpmon output results, see [“Other information about mmpmon output”|

Understanding the Remote Procedure Call (RPC) facility

The mmpmon requests that start with rpc_s display an aggregation of execution time taken by RPCs for
a time unit, for example the last 10 seconds. The statistics displayed are the average, minimum, and
maximum of RPC execution time over the last 60 seconds, 60 minutes, 24 hours, and 30 days.

able 21| describes the rpc_s requests:

Table 21. rpc_s requests for the mmpmon command

Request Description

rpc_s [“Displaying the aggregation of execution time for Remote Procedure Calls (RPCs)”|

rpc_s size “Displaying the Remote Procedure Call (RPC) execution time according to the size of|
messages” on page 30|

The information displayed with rpc_s is similar to what is displayed with the mmdiag --rpc command.

Displaying the aggregation of execution time for Remote Procedure Calls (RPCs)
The rpc_s request returns the aggregation of execution time for RPCs.

describes the keywords for the rpc_s response, in the order that they appear in the output.

Table 22. Keywords and values for the mmpmon rpc_s response

Keyword Description

_req_ Indicates the action requested. The action can be either size, node, or message. If no action is
requested, the default is the rpc_s action.

_n_ Indicates the IP address of the node responding. This is the address by which GPFS knows the
node.

_nn_ Indicates the hostname that corresponds to the IP address (the _n_ value).

_r_ Indicates the IP address of the remote node responding. This is the address by which GPFS
knows the node. The statistics displayed are the averages from _nn_ to this _rnn_.

_rnn_ Indicates the hostname that corresponds to the remote node IP address (the _rn_ value). The
statistics displayed are the averages from _nn_ to this _rnn_.

_rc_ Indicates the status of the operation.

_t Indicates the current time of day in seconds (absolute seconds since Epoch (1970)).

_tu_ Indicates the microseconds part of the current time of day.

_rpcObj_ Indicates the beginning of the statistics for _obj_.

_obj_ Indicates the RPC object being displayed.

_nsecs_ Indicates the number of one-second intervals maintained.

_nmins_ Indicates the number of one-minute intervals maintained.

_nhours_ Indicates the number of one-hour intervals maintained.

_ndays_ Indicates the number of one-day intervals maintained.

_stats_ Indicates the beginning of the RPC statistics.

28 IBM Spectrum Scale 4.2.3: Problem Determination Guide



Table 22. Keywords and values for the mmpmon rpc_s response (continued)

Keyword Description

_tmu_ Indicates the time unit (seconds, minutes, hours, or days).

_av_ Indicates the average value of execution time for _cnt_ RPCs during this time unit.
_min_ Indicates the minimum value of execution time for _ent_ RPCs during this time unit.
_max_ Indicates the maximum value of execution time for _ent_ RPCs during this time unit.
_ent_ Indicates the count of RPCs that occurred during this time unit.

The values allowed for _rpcObj_ are the following:
* AG_STAT_CHANNEL_WAIT

* AG_STAT _SEND_TIME_TCP

* AG_STAT_SEND_TIME_VERBS

* AG_STAT _RECEIVE_TIME_TCP

* AG_STAT _RPC_LATENCY TCP

* AG_STAT_RPC_LATENCY_VERBS

* AG_STAT_RPC_LATENCY_ MIXED

* AG_STAT_LAST

Example of mmpmon rpc_s request:

This topic is an example of the rpc_s request to display the aggregation of execution time for remote
procedure calls (RPCs).

Assume that the file commandFile contains the following line:
rpc_s

The following command is issued:
mmpmon -p -i commandFile

The output is similar to the following example:

_response_ begin mmpmon rpc_s

_mmpmon::rpc_s_ _req_ node n_ 192.168.56.168 _nn_ node3 _rn_ 192.168.56.167 _rnn_ node2 _rc_ 0 _t_ 1388417709 _tu_ 641530
_rpcObj_ _obj_ AG_STAT_CHANNEL_WAIT _nsecs_ 60 _nmins_ 60 _nhours_ 24 _ndays_ 30

_stats_ _tmu_ sec _av_ 0.000, _min_ 0.000, _max_ 0.000, cnt_0

_stats_ _tmu_ sec _av_ 0.000, _min_ 0.000, _max_ 0.000, _cnt_ 0

_stats_ _tmu_ sec _av_ 0.000, _min_ 0.000, _max_ 0.000, cnt_0

_rpcObj_ _obj_ AG_STAT_SEND_TIME_TCP _nsecs_ 60 _nmins_ 60 _nhours_ 24 _ndays_ 30
_stats_ _tmu_ sec _av_ 0.000, _min_ 0.000, _max_ 0.000, _cnt_ 0
_stats_ _tmu_ sec _av_ 0.000, _min_ 0.000, _max_ 0.000, _cnt_ 0
_stats_ _tmu_ sec _av_ 0.000, _min_ 0.000, _max_ 0.000, cnt_0
_stats_ _tmu_ sec _av_ 0.000, _min_ 0.000, _max_ 0.000, _cnt_ 0

_response_ end

If the -p flag is not specified, the output is similar to the following example:

Object: AG_STAT_CHANNEL_WAIT
nsecs: 60

nmins: 60

nhours: 24

ndays: 30

TimeUnit: sec
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AverageValue: 0.000
MinValue: 0.000
MaxValue: 0.000
Countvalue: 0

TimeUnit: sec
AverageValue: 0.000
MinValue: 0.000
MaxValue: 0.000
Countvalue: 0

TimeUnit: sec
AverageValue: 0.000
MinValue: 0.000
MaxValue: 0.000
Countvalue: 0

TimeUnit: sec
AverageValue: 0.000
MinValue: 0.000
MaxValue: 0.000
Countvalue: 0

TimeUnit: sec
AverageValue: 0.000
MinValue: 0.000
MaxValue: 0.00

For information on interpreting mmpmon output results, see [‘Other information about mmpmon output”]

Displaying the Remote Procedure Call (RPC) execution time according to the size
of messages
The rpc_s size request returns the cached RPC-related size statistics.

able 23| describes the keywords for the rpc_s size response, in the order that they appear in the output.

Table 23. Keywords and values for the mmpmon rpc_s size response

Keyword Description

_req_ Indicates the action requested. In this case, the value is rpc_s size.

_n_ Indicates the IP address of the node responding. This is the address by which GPFS knows the
node.

_nn_ Indicates the hostname that corresponds to the IP address (the _n_ value).

_rc_ Indicates the status of the operation.

_t Indicates the current time of day in seconds (absolute seconds since Epoch (1970)).

_tu_ Indicates the microseconds part of the current time of day.

_rpcSize_ Indicates the beginning of the statistics for this _size_ group.

_size_ Indicates the size of the messages for which statistics are collected.

_nsecs_ Indicates the number of one-second intervals maintained.

_nmins_ Indicates the number of one-minute intervals maintained.

_nhours_ Indicates the number of one-hour intervals maintained.

_ndays_ Indicates the number of one-day intervals maintained.

_stats_ Indicates the beginning of the RPC-size statistics.

_tmu_ Indicates the time unit.

_av_ Indicates the average value of execution time for _cnt_ RPCs during this time unit.
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Table 23. Keywords and values for the mmpmon rpc_s size response (continued)

Keyword Description

_min_ Indicates the minimum value of execution time for _ent_ RPCs during this time unit.
_max_ Indicates the maximum value of execution time for _ent_ RPCs during this time unit.
_ent_ Indicates the count of RPCs that occurred during this time unit.

Example of mmpmon rpc_s size request:

This topic is an example of the rpc_s size request to display the RPC execution time according to the size
of messages.

Assume that the file commandFiTle contains the following line:

rpc_s size

The following command is issued:
mmpmon -p -i commandFile

The output is similar to the following example:

_mmpmon::rpc_s_ _req_ size _n_ 192.168.56.167 _nn_ node2 _rc_ 0 _t_ 1388417852 _tu_ 572950
_rpcSize_ _size_ 64 _nsecs_ 60 _nmins_ 60 _nhours_ 24 _ndays_ 30
_stats_ _tmu_ sec _av_ 0.000, _min_ 0.000, _max_ 0.000, _cnt_ 0
_stats_ _tmu_ sec _av_ 0.000, _min_ 0.000, max_ 0.000, cnt_ 0

_stats_ _tmu_ sec _av_ 0.000, _min_ 0.000, _max_ 0.000, _cnt_ 0

_stats_ _tmu_ sec _av_ 0.000, min_ 0.000, max_ 0.000, cnt_0

_stats_ _tmu_ sec _av_ 0.000, _min_ 0.000, _max_ 0.000, _cnt_0
_stats_ _tmu_ sec _av_ 0.000, _min_ 0.000, _max_ 0.000, _cnt_ 0

_rpcSize_ _size_ 256 _nsecs_ 60 _nmins_ 60 _nhours_ 24 ndays_ 30

_stats_ _tmu_ sec _av_ 0.000, min_ 0.000, max_ 0.000, cnt_0
_stats_ _tmu_ sec _av_ 0.000, _min_ 0.000, _max_ 0.000, _cnt_ 0
_stats_ _tmu_ sec _av_ 0.000, _min_ 0.000, _max_ 0.000, _cnt_ 0
_stats_ _tmu_ sec _av_ 0.000, _min_ 0.000, _max_ 0.000, _cnt_0
_stats_ _tmu_ sec _av_ 0.000, _min_ 0.000, _max_ 0.000, _cnt_ 0
_stats_ _tmu_ min _av_ 0.692, min_ 0.692, max_ 0.692, cnt_1
_stats_ _tmu_ min _av_ 0.000, _min_ 0.000, _max_ 0.000, _cnt_ 0
_stats_ _tmu_ min _av_ 0.000, _min_ 0.000, _max_ 0.000, _cnt_ 0
_stats_ _tmu_ min _av_ 0.000, _min_ 0.000, max_ 0.000, _cnt_ 0

_response_ end

If the -p flag is not specified, the output is similar to the following example:

Bucket size: 64
nsecs: 60

nmins: 60

nhours: 24

ndays: 30

TimeUnit: sec
AverageValue: 0.000
MinValue: 0.000
MaxValue: 0.000
Countvalue: 0

TimeUnit: sec
AverageValue: 0.000
MinValue: 0.000
MaxValue: 0.000
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Countvalue: 0

TimeUnit: sec
AverageValue: 0.000
MinValue: 0.000
MaxValue: 0.000
Countvalue: 0

TimeUnit: sec
AverageValue: 0.131
MinValue: 0.131
MaxValue: 0.131
Countvalue: 1

TimeUnit: sec
AverageValue: 0.000
MinValue: 0.000
MaxValue: 0.000
Countvalue: 0

For information on interpreting mmpmon output results, see [“Other information about mmpmon output”|

Displaying mmpmon version

The ver request returns a string containing version information.

Describes the keywords for the ver (version) response, in the order that they appear in the
output. These keywords are used only when mmpmon is invoked with the -p flag.

Table 24. Keywords and values for the mmpmon ver response

Keyword Description

_n_ IP address of the node responding. This is the address by which GPFS knows the node.
_nn_ The hostname that corresponds to the IP address (the _n_ value).

_v_ The version of mmpmon.

Iv_ The level of mmpmon.

_vt_ The fix level variant of mmpmon.

Example of mmpmon ver request
This topic is an example of the ver request to display the mmpmon version and the output that displays.

Assume that commandFile contains this line:
ver

and this command is issued:
mmpmon -p -i commandFile

The output is similar to this:
_ver_ _n_199.18.1.8 _nn_ nodel _v_ 3 _1v_ 3 _vt_0

If the -p flag is not specified, the output is similar to:
mmpmon node 199.18.1.8 name nodel version 3.3.0

For information on interpreting mmpmon output results, see [Other information about mmpmon output”|
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Example mmpmon scenarios and how to analyze and interpret their
results

This topic is an illustration of how mmpmon is used to analyze I/O data and draw conclusions based on
it.

The fs_io_s and io_s requests are used to determine a number of GPFS I/O parameters and their
implication for overall performance. The rhist requests are used to produce histogram data about I/O
sizes and latency times for I/O requests. The request source and prefix directive once allow the user of
mmpmon to more finely tune its operation.

fs_io_s and io_s output - how to aggregate and analyze the results
The fs_io_s and io_s requests can be used to determine a number of GPFS I/O parameters and their
implication for overall performance.

The output from the fs_io_s and io_s requests can be used to determine:

1. The I/O service rate of a node, from the application point of view. The io_s request presents this as a
sum for the entire node, while fs_io_s presents the data per file system. A rate can be approximated
by taking the _br_ (bytes read) or _bw_ (bytes written) values from two successive invocations of
fs_io_s (or io_s_) and dividing by the difference of the sums of the individual _t_ and _tu_ values
(seconds and microseconds).

This must be done for a number of samples, with a reasonably small time between samples, in order
to get a rate which is reasonably accurate. Since we are sampling the information at a given interval,
inaccuracy can exist if the I/O load is not smooth over the sampling time.

For example, here is a set of samples taken approximately one second apart, when it was known that
continuous 1/0 activity was occurring:

_fs_io_s_ _n_199.18.1.3 _nn_ nodel _rc_ 0 _t_ 1095862476 _tu_ 634939 _c1_ clusterl.xxx.com
_fs_gpfslm d 3 br 0 bw 3737124864 oc_ 4 cc_3 rdc_ 0 wc_ 3570 dir_0 _iu_5

_fs_io_s_ _n_199.18.1.3 _nn_ nodel _rc_ 0 _t 1095862477 _tu_ 645988 _c1_ clusterl.xxx.com
_bw_ 3869245440 _oc_ 4 cc_3 _rdc_ 0 _wc_ 3696 _dir_0 _iu_5

_fs_ gpfslm _d_ 3 _br_
_fs_io.s_ n_ 199.18.1.3 nn_nodel rc_ 0 _t 1095862478 tu_ 647477 _c1_ clusterl.xxx.com
_bw_ 4120903680 _oc_ 4 cc_ 3 _rdc_ 0 _wc_ 3936 _dir_0 _iu_5

_nn_ nodel _rc_ 0 _t_ 1095862479 _tu_ 649363 _c1_ clusterl.xxx.com
_bw_ 4309647360 _oc_ 4 _cc_ 3 _rdc_ 0 _wc_ 4116 _dir_ 0 _iu_5

_fs_io_s_ n_199.18.1.3 _nn_ nodel _rc_ 0 _t_ 1095862480 _tu_ 650795 _c1_ clusterl.xxx.com
_fs_gpfslm d 3 br 0 bw 4542431232 oc_ 4 cc_ 3 rdc_ 0 wc_ 4338 dir_ 0 _iu_5

3
0
3
0
3
0
3
0
_fs_io_s_ _n_199.18.1.3 _nn_ nodel _rc_ 0 _t_ 1095862481 _tu_ 652515 _c1_ clusterl.ibm.com
0
3
0
3
0
3
0
3
0

_fs_ gpfslm _d_ 3 _br_
_fs_io_s_ _n_ 199.18.1.
_fs_ gpfsim _d_ 3 _br_

pfsim _ “bw_ 4743757824 oc_ 4 cc_3 _rdc_ 0 wc_ 4530 _dir_ 0 _iu_5

_fs_gpfslm d_3 br_
_fs o s n 199.18.1.3 nn_nodel rc_ 0 _t 1095862482 tu_ 654025 c1_clusterl.xxx.com
_bw_ 4963958784 _oc_ 4 cc_3 _rdc_ 0 _wc_ 4740 _dir_0 _iu_5

_nn_nodel _rc_ 0 _t_ 1095862483 _tu_ 655782 _c1_ clusterl.xxx.com
_bw_ 5177868288 _oc_ 4 _cc_ 3 _rdc_ 0 _wc_ 4944 _dir_ 0 _iu_5

_nn_ nodel _rc_ 0 _t_ 1095862484 _tu_ 657523 _c1_ clusterl.xxx.com
_bw_ 5391777792 _oc_ 4 _cc_ 3 _rdc_ 0 _wc_ 5148 _dir_0 _iu_5

_fs_io_s_ _n_199.18.1.3 _nn_ nodel _rc_ 0 _t_ 1095862485 _tu_ 665909 _c1_ clusterl.xxx.com
_fs_gpfslm d 3 br_ 0 bw_ 5599395840 oc_ 4 cc_ 3 rdc_ 0 wc_ 5346 dir_0 _iu_5

This simple awk script performs a basic rate calculation:

BEGIN {
count=0;
prior_t=0;
prior_tu=0;
prior_br=0;
prior_bw=0;

_fs_ gpfslm _d_ 3 _br_

_fs_io_s_ _n_199.18.1.
_fs_ gpfsim _d_ 3 _br_

_fs_io_s_ n_199.18.1.
_fs_ gpfslm _d_ 3 _br_

count++;

Chapter 1. Performance monitoring 33



34

tu = $11;
br = §19;
bw = $21;

if(count > 1)
{
delta_t = t-prior_t;

delta_tu = tu-prior_tu;
delta_br = br-prior_br;
delta_bw = bw-prior_bw;

dt = delta_t + (delta_tu / 1000000.0);
if(dt > 0) {
rrate = (delta_br / dt) / 1000000.0;
wrate = (delta_bw / dt) / 1000000.0;

printf("%5.1f MB/sec read %5.1f MB/sec write\n",rrate,wrate);

}

prior_t=t;

prior_tu=tu;
prior_br=br;
prior_bw=bw;

}

The calculated service rates for each adjacent pair of samples is:

0 MB/sec read 130.7 MB/sec write
0 MB/sec read 251.3 MB/sec write
0 MB/sec read 188.4 MB/sec write
.0 MB/sec read 232.5 MB/sec write
0 MB/sec read 201.0 MB/sec write
0 MB/sec read 219.9 MB/sec write
0 MB/sec read 213.5 MB/sec write
0 MB/sec read 213.5 MB/sec write
.0 MB/sec read 205.9 MB/sec write

Since these are discrete samples, there can be variations in the individual results. For example, there
may be other activity on the node or interconnection fabric. I/O size, file system block size, and
buffering also affect results. There can be many reasons why adjacent values differ. This must be
taken into account when building analysis tools that read mmpmon output and interpreting results.

[cNoNoNoNoNoNoNoNol

For example, suppose a file is read for the first time and gives results like this.
0.0 MB/sec read .0 MB/sec write

0.0 MB/sec read MB/sec write
92.1 MB/sec read MB/sec write
89.0 MB/sec read MB/sec write
92.1 MB/sec read MB/sec write

96.3 MB/sec read
0.0 MB/sec read
0.0 MB/sec read

MB/sec write
MB/sec write
MB/sec write

[cNoNoNoNoNoNOoNoNo]

0 0
1 0
0 0
1 0
90.0 MB/sec read .0 MB/sec write
3 0
0 0
0 0

If most or all of the file remains in the GPFS cache, the second read may give quite different rates:

0.0 MB/sec read 0.0 MB/sec write
0.0 MB/sec read 0.0 MB/sec write
235.5 MB/sec read 0.0 MB/sec write
287.8 MB/sec read 0.0 MB/sec write
0.0 MB/sec read 0.0 MB/sec write
0.0 MB/sec read 0.0 MB/sec write

Considerations such as these need to be taken into account when looking at application I/O service
rates calculated from sampling mmpmon data.
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Usage patterns, by sampling at set times of the day (perhaps every half hour) and noticing when the
largest changes in I/O volume occur. This does not necessarily give a rate (since there are too few
samples) but it can be used to detect peak usage periods.

If some nodes service significantly more I/O volume than others over a given time span.

When a parallel application is split across several nodes, and is the only significant activity in the
nodes, how well the I/O activity of the application is distributed.

The total I/O demand that applications are placing on the cluster. This is done by obtaining results
from fs_io_s and io_s in aggregate for all nodes in a cluster.

The rate data may appear to be erratic. Consider this example:

0.0 MB/sec read 0.0 MB/sec write
6.1 MB/sec read 0.0 MB/sec write
92.1 MB/sec read 0.0 MB/sec write
89.0 MB/sec read 0.0 MB/sec write
12.6 MB/sec read 0.0 MB/sec write
0.0 MB/sec read 0.0 MB/sec write
0.0 MB/sec read 0.0 MB/sec write
8.9 MB/sec read 0.0 MB/sec write
92.1 MB/sec read 0.0 MB/sec write
90.0 MB/sec read 0.0 MB/sec write
96.3 MB/sec read 0.0 MB/sec write
4.8 MB/sec read 0.0 MB/sec write
0.0 MB/sec read 0.0 MB/sec write

The low rates which appear before and after each group of higher rates can be due to the I/O
requests occurring late (in the leading sampling period) and ending early (in the trailing sampling
period.) This gives an apparently low rate for those sampling periods.

The zero rates in the middle of the example could be caused by reasons such as no I/O requests
reaching GPFS during that time period (the application issued none, or requests were satisfied by
buffered data at a layer above GPFS), the node becoming busy with other work (causing the
application to be undispatched), or other reasons.

For information on interpreting mmpmon output results, see [‘Other information about mmpmon output”|

Request histogram (rhist) output - how to aggregate and analyze the results
The rhist requests are used to produce histogram data about I/O sizes and latency times for 1/O
requests.

The output from the rhist requests can be used to determine:

1.

The number of I/O requests in a given size range. The sizes may vary based on operating system,
explicit application buffering, and other considerations. This information can be used to help
determine how well an application or set of applications is buffering its I/O. For example, if there are
many very small or many very large I/O transactions. A large number of overly small or overly large
I/0 requests may not perform as well as an equivalent number of requests whose size is tuned to the
file system or operating system parameters.

The number of I/O requests in a size range that have a given latency time. Many factors can affect
the latency time, including but not limited to: system load, interconnection fabric load, file system
block size, disk block size, disk hardware characteristics, and the operating system on which the I/O
request is issued.

For information on interpreting mmpmon output results, see [“Other information about mmpmon output”]

Using request source and prefix directive once
The request source and prefix directive once allow mmpmon users to more finely tune their operations.
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The source request causes mmpmon to read requests from a file, and when finished return to reading
requests from the input stream.

The prefix directive once can be placed in front of any mmpmon request. The once prefix indicates that
the request be run only once, irrespective of the setting of the -r flag on the mmpmon command. It is
useful for requests that do not need to be issued more than once, such as to set up the node list or turn
on the request histogram facility.

These rules apply when using the once prefix directive and source request:
1. once with nothing after it is an error that terminates mmpmon processing.

2. A file invoked with the source request may contain source requests, causing file nesting of arbitrary
depth. No check is done for loops in this situation.

3. The request once source filename causes the once prefix to be applied to all the mmpmon requests in
filename, including any source requests in the file.

4. If a filename specified with the source request cannot be opened for read, an error is returned and
mmpmon terminates.

5. If the -r flag on the mmpmon command has any value other than one, and all requests are prefixed
with once, mmpmon runs all the requests once, issues a message, and then terminates.

An example of once and source usage:
This topic provides and example of the once and source requests and the output that displays.

This command is issued:
mmpmon -p -i command.file -r 0 -d 5000 | tee output.file

File command.file consists of this:

once source mmpmon.header

once rhist nr 512;1024;2048;4096 =
once rhist on

source mmpmon.commands

File mmpmon.header consists of this:

ver
reset

File mmpmon.commands consists of this:

fs_io_s
rhist s

The output.file is similar to this:

_ver_ _n_199.18.1.8 _nn_ nodel _v_ 2 _1v_4 _vt_0
_reset_ _n_199.18.1.8 _nn_ nodel _rc_ 0 _t_ 1129770129 _tu_ 511981
rhist_ _n_ 199.18.1.8 _nn_ nodel _req_ nr 512;1024;2048;4096 = _rc_ 0 _t_ 1129770131 _tu_ 524674

_rhist_ _n_199.18.1.8 _nn_ nodel _req_on _rc_0 _t_ 1129770131__tu_ 524921

fs_io s n_199.18.1.8 nn_nodel rc_ 0 _t 1129770131 _tu_ 525062 c1_ nodel.localdomain

_fs_gpfsl d_1 br_ 0 bw 0 oc_0 _cc_0 rdc_0 wc_0 dir_0 _iu_0

_fs_io_s_ n_199.18.1.8 _nn_nodel _rc_ 0 _t_ 1129770131 _tu_ 525062 _c1_ nodel.localdomain
_fs_gpfs2 d_2 br_ 0 bw 0 oc_0 cc_0 rdc_0 wc_ 0 dir_ 0 _iu_0

_rhist_ _n_199.18.1.8 _nn_ nodel _req_ s _rc_ 0 _t_ 1129770131 _tu_ 525220 _k_r

_rhist_ _n_199.18.1.8 _nn_ nodel _req_ s _rc_ 0 _t 1129770131 _tu_ 525228 _k_w

end

_fs_io.s_ n 199.18.1.8 nn_nodel rc_ 0 _t 1129770136 _tu_ 526685 cl_nodel.localdomain
_fs_gpfsl d_1 br 0 bw 0 oc_0 _cc_0 rdc_0 wc_0 dir_ 0 _iu_0

_fs_io_s_ n_199.18.1.8 _nn_nodel _rc_ 0 _t_ 1129770136 _tu_ 526685 _c1_ nodel.localdomain

_fs_gpfs2 _d_2 _br_ 0 _bw_ 395018 _oc_ 504 _cc_ 252 _rdc_ 0 _wc_ 251 _dir_ O _iu_ 147
_rhist_ _n_199.18.1.8 _nn_ nodel _req_ s _rc_ 0 _t_ 1129770136 _tu_ 526888 _k_ r

36 IBM Spectrum Scale 4.2.3: Problem Determination Guide



_rhist_ n_199.18.1.8 nn_nodel req_s rc_ 0 _t 1129770136 _tu_ 526896 k_ w
_R_0 512 NR_ 169
L 0.0 1.0 NL_ 155
_L_ 1.1 10. 0 NL 7
_L_10.1 30. 0 NL 1
L 30.1 100. 0 NL 4
_L_100.1 200. 0 NL 2
_R_513 1024 NR 16
L 0.0 1.0 NL_15
L 1.1 10. 0 NL 1
_R_ 1025 2048 NR 3
_L_0.01.0 NL 32
_R_ 2049 4096 _NR_ 18
L 0.0 1.0 NL_ 18
_R_ 4097 0 NR_ 16
L 0.01.0 NL_16
end

_fs_io_s_ n_199.18.1.8 nn_ nodel _rc_ 0 _t_ 1129770141 _tu_ 528613 _cl_ nodel.localdomain
“fs_gpfsl d 1 br © bw 0 oc_ 0 cc_ 0 rdc_ 6 wc_ 0 dir_ 0 iu_ 0
_fs_io_s_ _n_199.18.1.8 nn_nodel rc_ 0 _t_ 1129770141 _tu_ 528613 _c1_ nodel.localdomain
“fs_gpfs2 d_2 br 0 bw_ 823282 oc_ 952 cc_ 476 rdc_ 0 wc_ 474 dir_ 0 _iu_ 459
rhist_ n_ 199.18.1.8 _nn_nodel req_s _rc_ 0 _t 1129770141 _tu_ 528812 k_r

:rhist n_199.18.1.8 _nn_ nodel _req_s _rc_ 0 _t_ 1129770141 _tu_ 528820 k_w

_L 10.1 30 0 NL 1
_L 30.1 100. 0 NL 4
L 100.1 200. 0 NL 2
_R_513 1024 NR 36
L 0.01.0 NL 35
L 1.1 10.0 _NL_ 1
_R_ 1025 2048 _NR_ 90
L 0.01.0 NL 90
_R_ 2049 4096 _NR 55
L 0.0 1.6 NL_ 55
_R_4097 0 _NR_ 38
L 0.0 1.6 NL_ 37
L 1.1 10.6 NL_1
end

“fs To_s_ n_199.18.1.8 nn_nodel rc_ 0 _t 1129770146 _tu_ 530570 _c1_ nodel.Tocaldomain

_fs_ gpfsl _d_1 _br_0 _bw_0 _oc_ 0 _cc_ 0 _rdc_ 0 _wc_ 0 _dir_ 0 _iu_1
fs_ios_n 199.18.1.8 nn_ nodel _rc_ 0 t 1129770146 _tu_ 530570 _cl_ nodel.localdomain

_fs gpfs2 _d_2 br_0 bw 3069915 _oc_ 1830 _cc_ 914 _rdc_ 0 wc_ 901 dir_ 0 _iu_ 1070
“rhist_ _n_199.18.1.8 nn_nodel req s rc_© _t_ 1129770146 tu_ 530769 k_ r

_rhist_ n_199.18.1.8 nn_nodel req_s _rc_ 0 _t 1129770146 _tu_ 530778 _k_w
_R_0 512 NR_ 526
L 0.0 1.0 NL_ 561

L_1.1 10.0 NL_ 14

_L 10.1 30.6 NL_ 2
_L_30.1 100. 0 NL 6
_L_100.1 200. 0 NL 3
_R_513 1024 NR 74
L 0.01.0 NL_ 70
L 1.1 10.0 NL_4
_R_ 1025 2048 _NR_ 123
L 0.0 1.0 NL_ 117
L 1.1 10.0 NL_6
_R_ 2049 4096 NR 91
L 0.01.0 NL 84
_L 1.1 10.0 _NL_ 7
_R_ 4097 0 NR_ 87
L 0.0 1.0 NL_381
L 1.1 10.0 NL_6
end
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If this command is issued with the same file contents:

mmpmon -i command.file -r 0 -d 5000 | tee output.file.english

The file output.file.english is similar to this:

mmpmon node 199.
mmpmon node 199.
mmpmon node 199.
mmpmon node 199.
mmpmon node 199.
cluster:
filesystem:
disks:
timestamp:

bytes read:
bytes written:
opens:

closes:

reads:

writes:

readdir:

inode updates:

mmpmon node 199.
cluster:
filesystem:
disks:
timestamp:

bytes read:
bytes written:

opens:

closes:

reads:

writes:

readdir:

inode updates:
mmpmon node 199.
mmpmon node 199.
mmpmon node 199.
cluster:
filesystem:
disks:
timestamp:

bytes read:
bytes written:
opens:

closes:

reads:

writes:

readdir:

inode updates:

mmpmon node 199.
cluster:
filesystem:
disks:
timestamp:

bytes read:
bytes written:
opens:

closes:

reads:

writes:

readdir:

inode updates:
mmpmon node 199.

18.1.8 name nodel version 3.1.0

18.1.8 name nodel reset OK

18.1.8 name nodel rhist nr 512;1024;2048;4096 = OK
18.1.8 name nodel rhist on 0K

18.1.8 name nodel fs_io_s OK

nodel.localdomain

gpfsl
1

1129770175/950895
0
0
0
0
0
0
0
0

18.1.8 name nodel fs_io_s OK
nodel.localdomain

gpfs2

2
1129770175/950895

0

0

0

0

0

0

0

18.1.8 name nodel rhist s OK read timestamp 1129770175/951117
18.1.8 name nodel rhist s OK write timestamp 1129770175/951125
18.1.8 name nodel fs_io_s OK

nodel.localdomain

gpfsl
1

1129770180/952462
0
0
0
0
0
0
0
0

18.1.8 name nodel fs_io_s OK
nodel.localdomain
gpfs2
2
1129770180/952462
0
491310
659
329
0
327
0
74
18.1.8 name nodel rhist s OK read timestamp 1129770180/952711
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mmpmon node 199.18.1.8 name nodel rhist s OK write timestamp 1129770180/952720

size range
latency range
latency range
latency range
latency range
latency range
size range
latency range
latency range
size range
latency range
latency range
latency range
size range
latency range
latency range
size range
latency range
mmpmon node 199.
cluster:
filesystem:
disks:
timestamp:
bytes read:
bytes written:
opens:
closes:
reads:
writes:
readdir:
inode updates:

mmpmon node 199.
cluster:
filesystem:
disks:
timestamp:
bytes read:
bytes written:
opens:
closes:
reads:
writes:
readdir:
inode updates:
mmpmon node 199.
mmpmon node 199.
size range
latency range
latency range
latency range
latency range
latency range
size range
latency range
latency range
latency range
latency range
size range
latency range
latency range
latency range
size range
latency range
latency range
latency range

—_ =
N W = o O W =
[cNoNoR NoNoNoNO N NoNoNo N il o]
B o o N o e o o o @
OO HFHFFPFOUIFOWRFEFEFEFOO

30.
4097
0.0

to
to
to
to
to
to
to
to
to
to
to
to
to
to
to
to
to
to

512
1.0
10.0
30.0
100.0
200.0
1024
1.0
200.0
2048
1.0
10.0
100.0
4096
1.0
100.0
0

1.0

count
count
count
count
count
count
count
count
count
count
count
count
count
count
count
count
count
count

18.1.8 name nodel fs_io_s OK

nodel.localdomain

gpfsl
1

1129770185/954401
0
0
0
0
0
0
0
0

18.1.8 name nodel fs_io_s OK

nodel.localdomain

gpfs2
2

1129770185/954401

0
1641935
1062
531

0

529

0

523

214
187
15
6

5

1
27
26
1
32
29
1

2
31
30
1
23
23

18.1.8 name nodel rhist s OK read timestamp 1129770185/954658
18.1.8 name nodel rhist s OK write timestamp 1129770185/954667

= =
=] D W =
@H@G}OI—'@%O@I—'OU‘I@@OI—'O
PR .« . e e e e e e e e .
HF P OWOURRFOUIFRFEFFOWRRRREFEOO

N W
= .

w

to
to
to
to
to
to
to
to
to
to
to
to
to
to
to
to
to
to
to

512
1.0
10.0
30.0
100.0
200.0
1024
1.0
10.0
100.0
200.0
2048
1.0
10.0
100.0
4096
1.0
10.0
100.0

count
count
count
count
count
count
count
count
count
count
count
count
count
count
count
count
count
count
count

305
270
21
6

6

2
39
36
1

1

1
89
84
2

3
56
54
1

1
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size range
latency range
latency range

4097 to
0.0 to
1.1 to

0
1.0
10.0

count
count
count

mmpmon node 199.18.1.8 name nodel fs_io_s OK

cluster:
filesystem:
disks:
timestamp:
bytes read:
bytes written:
opens:

closes:

reads:

writes:
readdir:

inode updates:

mmpmon node 199.
cluster:
filesystem:
disks:
timestamp:
bytes read:
bytes written:
opens:
closes:
reads:
writes:
readdir:
inode updates:
mmpmon node 199.
mmpmon node 199.
size range
latency range
latency range
latency range
latency range
latency range
size range
latency range
latency range
latency range
latency range
size range
latency range
latency range
latency range
latency range
size range
latency range
latency range
latency range
latency range
size range
latency range
latency range
latency range

nodel.localdomain
gpfsl

1
1129770190/956480

[cNoNoNoNoNoNoNo]

18.1.8 name nodel fs_io_s OK

nodel.localdomain
gpfs2
2
1129770190/956480
0
3357414
1940
969
0
952
0
1101

18.1.8 name nodel rhist s OK read timestamp 1129770190/956723
18.1.8 name nodel rhist s OK write timestamp 1129770190/956732

0 to
to
to
to
to
to
to
to
to
to
to
to
to
to
to
to
to
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10.0
30.0
100.0
4096
1.
10.
30.
100.

1.
10.
30.

[cNoNoNoNoNoNoNo)

count
count
count
count
count
count
count
count
count
count
count
count
count
count
count
count
count
count
count
count
count
count
count
count
count

mmpmon node 199.18.1.8 name nodel fs_io_s OK

cluster:
filesystem:
disks:
timestamp:
bytes read:
bytes written:
opens:

closes:

reads:
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writes: 0
readdir: 0
inode updates: 0

mmpmon node 199.18.1.8 name nodel fs_io_s 0K

cluster: nodel.localdomain
filesystem: gpfs2

disks: 2
timestamp: 1129770195/958310
bytes read: 0

bytes written: 3428107

opens: 2046
closes: 1023

reads: 0
writes: 997
readdir: 0

inode updates: 1321

mmpmon node 199.18.1.8 name nodel rhist s 0K read timestamp 1129770195/958568
mmpmon node 199.18.1.8 name nodel rhist s OK write timestamp 1129770195/958577

size range 0 to 512 count 555
latency range 0.0 to 1.0 count 509
latency range 1.1 to 10.0 count 30
latency range 10.1 to 30.0 count 6
latency range 30.1 to 100.0 count 8
latency range 100.1 to 200.0 count 2

size range 513 to 1024 count 96
latency range 0.0 to 1.0 count 92
latency range 1.1 to 10.0 count 2
latency range 30.1 to 100.0 count 1
latency range 100.1 to 200.0 count 1

size range 1025 to 2048 count 143
latency range 0.0 to 1.0 count 134
latency range 1.1 to 10.0 count 5
latency range 10.1 to 30.0 count 1
latency range 30.1 to 100.0 count 3

size range 2049 to 4096 count 103
latency range 0.0 to 1.0 count 95
latency range 1.1 to 10.0 count 6
latency range 10.1 to 30.0 count 1
latency range 30.1 to 100.0 count 1

size range 4097 to 0 count 100
latency range 0.0 to 1.0 count 95

latency range 1.1 to 10.0 count 4

latency range 10.1 to 30.0 count 1

.............. and so forth .......ccviiiiiin..

For information on interpreting mmpmon output results, see [“Other information about mmpmon|

Other information about mmpmon output
When interpreting the results from the mmpmon output there are several points to consider.

Consider these important points:

* On a node acting as a server of a GPFS file system to NFS clients, NFS I/0O is accounted for in the
statistics. However, the I/0O is that which goes between GPFS and NFS. If NFS caches data, in order to
achieve better performance, this activity is not recorded.

* 1/0 requests made at the application level may not be exactly what is reflected to GPFS. This is
dependent on the operating system, and other factors. For example, an application read of 100 bytes
may result in obtaining, and caching, a 1 MB block of data at a code level above GPFS (such as the libc
I/0 layer.) . Subsequent reads within this block result in no additional requests to GPFS.
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The counters kept by mmpmon are not atomic and may not be exact in cases of high parallelism or
heavy system load. This design minimizes the performance impact associated with gathering statistical
data.

Reads from data cached by GPFS will be reflected in statistics and histogram data. Reads and writes to
data cached in software layers above GPFS will be reflected in statistics and histogram data when those
layers actually call GPFS for 1/0.

Activity from snapshots affects statistics. I/O activity necessary to maintain a snapshot is counted in
the file system statistics.

Some (generally minor) amount of activity in the root directory of a file system is reflected in the
statistics of the file system manager node, and not the node which is running the activity.

The open count also includes creat() call counts.

Counter sizes and counter wrapping
The mmpmon command may be run continuously for extended periods of time. The user must be aware
that counters may wrap.

This information applies to the counters involved:

The statistical counters used for the io_s and fs_io_s requests are maintained by GPFS at all times,
even when mmpmon has not been invoked. It is suggested that you use the reset request prior to
starting a sequence of io_s or fs_io_s requests.

The bytes read and bytes written counters are unsigned 64-bit integers. They are used in the fs_io_s
and io_s requests, as the _br_ and _bw_ fields.

The counters associated with the rhist requests are updated only when the request histogram facility
has been enabled.

The counters used in the rhist requests are unsigned 64-bit integers.
All other counters are unsigned 32-bit integers.

For more information, see [‘fs_io_s and io_s output - how to aggregate and analyze the results” on page

and [“Request histogram (rhist) output - how to ageregate and analyze the results” on page 35|

Return codes from mmpmon
This topic provides the mmpmon return codes and explanations for the codes.

These are the return codes that can appear in the _rc_ field:

0 Successful completion.
1 One of these has occurred:
1. For the fs_io_s request, no file systems are mounted.
2. For an rhist request, a request was issued that requires the request histogram facility to be
enabled, but it is not. The facility is not enabled if:
* Since the last mmstartup was issued, rhist on was never issued.
* rhist nr was issued and rhist on was not issued afterwards.
2 For one of the nlist requests, the node name is not recognized.
13 For one of the nlist requests, the node name is a remote node, which is not allowed.
16 For one of the rhist requests, the histogram operations lock is busy. Retry the request.
17 For one of the nlist requests, the node name is already in the node list.
22 For one of the rhist requests, the size or latency range parameters were not in ascending order or
were otherwise incorrect.
233 For one of the nlist requests, the specified node is not joined to the cluster.
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668 For one of the nlist requests, quorum has been lost in the cluster.

Performance monitoring tool overview

The performance monitoring tool collects metrics from GPFS and protocols and provides performance
information.

The performance monitoring system is started by default and consists of three parts: Collectors, Sensors,
and Proxies.

Collector

In the previous release of IBM Spectrum Scale, the performance monitoring tool could be configured with
a single collector only. From version 4.2, the performance monitoring tool can be configured with
multiple collectors to increase scalability and fault-tolerance. This latter configuration is referred to as
federation.

In a multi-collector federated configuration, the collectors need to be aware of each other, otherwise a
collector would only return the data stored in its own measurement database. Once the collectors are
aware of their peer collectors, they can collaborate with each other to collate measurement data for a
given measurement query. All collectors that are part of the federation are specified in the peers
configuration option in the collector’s configuration file as shown in the following example:

peers = { host = "collectorl.mydomain.com" port = "9085" },
{ host = "collector2.mydomain.com" port = "9085" }

The port number is the one specified by the federationport configuration option, typically set to 9085.
You can also list the current host so that the same configuration file can be used for all the collector
machines.

Once the peers have been specified, any query for measurement data might be directed to any of the
collectors listed in the peers section and the collector collects and assembles a response based on all
relevant data from all collectors. Hence, clients need to only contact a single collector instead of all of
them in order to get all the measurements available in the system.

To distribute the measurement data reported by sensors over multiple collectors, multiple collectors might
be specified when configuring the sensors.

If multiple collectors are specified, the sensors pick one to report their measurement data to. The sensors
use stable hashes to pick the collector such that the sensor-collector relationship does not change too
much if new collectors are added or if a collector is removed.

Additionally, sensors and collectors can be configured for high availability. In this setting, sensors report
their measurement data to more than one collector such that the failure of a single collector would not
lead to any data loss. For instance, if the collector redundancy is increased to two, every sensor reports to
two collectors. As a side-effect of increasing the redundancy to two, the bandwidth consumed for
reporting measurement data is duplicated. The collector redundancy has to be configured before the
sensor configuration is stored in IBM Spectrum Scale by changing the colRedundancy option in
/opt/IBM/zimon/ZIMonSensors.cfg.

Sensor

A sensor is a component that collects performance data from a node. Typically there are multiple sensors
run on any node that is required to collect metrics. By default, the sensors are started on every node.

Sensors identify the collector from the information present in the sensor configuration. The sensor
configuration is managed by IBM Spectrum Scale, and can be retrieved and changed using the mmperfmon
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command. A copy is stored in /opt/IBM/zimon/ZIMonSensors.cfg. However, this copy must not be edited
by users.

Proxy
A proxy is run for each of the protocols to collect the metrics for that protocol.
By default, the NFS and SMB proxies are started automatically with those protocols. They do not need to

be started or stopped. However, to retrieve metrics for SMB, NFS or Object, these protocols have to be
active on the specific node.

For information on enabling Object metrics, see the [“Enabling protocol metrics” on page 73] topic.

For information on enabling Transparent cloud tiering metrics, see Integrating Transparent Cloud Tiering
metrics with performance monitoring tool in IBM Spectrum Scale: Administration Guide.

Configuring the performance monitoring tool

The performance monitoring tool, collector, sensors, and proxies, are a part of the IBM Spectrum Scale
distribution. The tool is installed with the GPFS core packages on all nodes. The tools packages are small,
approximately 400 KB for the sensors and 1200 KB for the collector.

Note: The tool is supported on Linux nodes only.

For information on the usage of ports for the performance monitoring tool, see the Firewall
recommendations for Performance Monitoring tool in IBM Spectrum Scale: Administration Guide.

Configuring the sensor
Performance monitoring sensors can either be managed manually as individual files on each node or
managed automatically by IBM Spectrum Scale.

Identifying the type of configuration in use:

If the performance monitoring infrastructure was installed previously, you might need to identify the
type of configuration the system is currently using.

If the sensor configuration is managed automatically, the configuration is stored within IBM Spectrum
Scale. If it is managed automatically, it can be viewed with the mmperfmon config show command. The set
of nodes where this configuration is enabled can be identified through the mmlscluster command. Those
nodes where performance monitoring metrics collection is enabled are marked with the perfmon
designation as shown in the following sample:

prompt# mmlscluster
GPFS cluster information

GPFS cluster name: sl.zimon.zc2.ibm.com

GPFS cluster id: 13860500485217864948

GPFS UID domain: sl.zimon.zc2.ibm.com

Remote shell command: Jusr/bin/ssh

Remote file copy command: /usr/bin/scp

Repository type: CCR

Node Daemon node name IP address Admin node name Designation

1 9.4.134.196 sl.zimon.zc2.ibm.com  quorum-perfmon
2 9.4.134.197 s2.zimon.zc2.ibm.com  quorum-perfmon
3 s3.zimon.zc2.ibm.com 9.4.134.198 s3.zimon.zc2.ibm.com  quorum-perfmon
4 i 9.4.134.199 s4.zimon.zc2.ibm.com  quorum-perfmon
5 9.4.134.2 s5.zimon.zc2.ibm.com  quorum-perfmon
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If mmperfmon config show does not show any configuration and no nodes are designated perfmon, the
configuration can be managed manually.

Automated configuration:

Starting with version 4.2 of the performance monitoring tool, sensors can be configured on nodes that are
part of an IBM Spectrum Scale cluster through an IBM Spectrum Scale based configuration mechanism.
However, this requires the installation of IBM Spectrum Scale 4.2 or later versions on all the nodes where
a sensor is running and where the sensors are to be configured. It also requires the entire cluster to be at
least running IBM Spectrum Scale 4.1.1 or later version, and the execution of the mmchconfig
release=LATEST command.

The automated configuration method allows the sensor configuration to be stored as part of the IBM
Spectrum Scale configuration. Automated configuration is only available for the sensor configuration files
(/opt/IBM/zimon/ZIMonSensors.cfg) but not for the collector configuration files (/opt/IBM/zimon/
ZIMonCollector.cfg). In this setup, the /opt/IBM/zimon/ZIMonSensors.cfg configuration file on each IBM
Spectrum Scale node is maintained by IBM Spectrum Scale. As a result, the file must not be edited
manually because whenever IBM Spectrum Scale needs to update a configuration parameter, the file is
regenerated and any manual modifications are overwritten. Before using the automated configuration, an
initial configuration needs to be stored within IBM Spectrum Scale. You can store this initial configuration
by using the mmperfmon config generate command as shown:

prompt# mmperfmon config generate \
--collectors collectorl.domain.com,collector2.domain.com,...

The mmperfmon config generate command uses a template configuration file for generating the
automated configuration. The default location for that template configuration is /opt/IBM/zimon/
defaults/ZIMonSensors.cfg.

The template configuration includes the initial settings for all the sensors and may be modified prior to
invoking the mmperfmon config generate command. This file also includes a parameter called
colCandidates. This parameter specifies the number of collectors that each sensor must report its data to.
This may be of interest for high-availability setups, where each metric must be sent to two collectors in
case one collector becomes unavailable.

Once the configuration file is stored within IBM Spectrum Scale, it can be activated as follows:
prompt# mmchnode --perfmon —-N nodeclassl,nodeclass2,...

Note: Any previously existing configuration file is overwritten. Configuration changes result in a new
version of the configuration file, which is then propagated through the IBM Spectrum Scale cluster at the
file level.

To deactivate the performance monitoring tool, the same command is used but with the --noperfmon
switch supplied instead. Configuration parameters can be changed with the following command where
parami is of the form sensorname.sensorattribute:

prompt# mmperfmon config update paraml=valuel param2=value2 ...

Sensors that collect per cluster metrics such as GPFSDiskCap, GPFSFilesetQuota, GPFSFileset, and
GPFSPool must only run on a single node in the cluster for the following reasons:

1. They typically impose some overhead.
2. The data reported is the same, independent of the node the sensor is running on

Other sensors such, as the cluster export services sensors, must also only run on a specific set of nodes.
For all these sensors, the restrict function is especially intended.
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Some sensors, such as VFS, are not enabled by default even though they have associated predefined
queries with the mmperfmon query command. This is so because the collector might display performance
issues of its own if it is required to collect more than 1000000 metrics per second. To enable VFS sensors,
use the mmfsadm vfsstats enable command on the node. To enable a sensor, set the period value to an
integer greater than 0 and restart the sensors on that node by using the systemct1 restart pmsensors
command.

Removing an automated configuration

When upgrading the performance monitoring tool, it is important to note how the previous version was
configured and if the configuration mechanism is to be changed. Before IBM Spectrum Scale 4.2, the
system was configured using a file-based configuration where the configuration files were manually
edited and propagated to the requisite nodes. If the configuration mechanism is to be changed, it is
important to verify that the installed versions of both IBM Spectrum Scale and the performance
monitoring tool support the new configuration method. However, if you want to use the manual
configuration method, then take care of the following;:

1. None of the nodes in the cluster must be designated perfmon nodes. If the nodes in the cluster are
designated as perfmon nodes then run mmchnode --noperfmon —N a1l command.

2. Delete the centrally stored configuration information by issuing mmperfmon config delete --all
command.

The /opt/IBM/zimon/ZIMonSensors.cfg file is then maintained manually. This mode is useful if sensors
are to be installed on non-Spectrum Scale nodes or if you want to have a cluster with multiple levels of
IBM Spectrum Scale running.

Manual configuration:
Performance monitoring tools can also be configured manually by the user.

Important: If you are using IBM Spectrum Scale 4.1.1 or later version, the performance monitoring tool
gets automatically configured. This will automatically override any manual changes you try to make to
the configuration. If you wish to change an automated configuration to a manual one, follow the steps
given in Removing an automated configuration in the Automated configuration section in the IBM Spectrum
Scale: Administration Guide.

When configuring the performance monitoring tool manually, the installation toolkit sets up a default set
of sensors to monitor on each node. You can modify the sensors on each individual node.

The configuration file of the sensors, ZimonSensors.cfg, is located on each node in the /opt/IBM/zimon
folder. The file lists all groups of sensors in it. The configuration file includes the parameter setting of the
sensors, such as the reporting frequency, and controls the sensors that are active within the cluster. The
file also contains the host name of the node where the collector is running that the sensor must be
reporting to.

For example:

sensors =

{

name = "CPU"

period = 1

1

{ name = "Load"
period = 1

1

{
name = "Memory"
period = 1
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name = "Network"

period = 1

filter = "eth="

# filters are currently ignored.

name = "Netstat"
period = 1

by

The period in the example specifies the interval size in number of seconds when a sensor group gathers
data. 0 means that the sensor group is disabled and 1 runs the sensor group every second. You can
specify a higher value to decrease the frequency at which the data is collected.

Whenever the configuration file is changed, you must stop and restart the pmsensor daemon by using
the following commands:

1. Issue the systemctl stop pmsensors command to stop (deactivate) the sensor.
2. Issue the systemctl start pmsensors command to restart (activate) the sensor.

Some sensors such as the cluster export services sensors run on a specific set of nodes. Other sensors
such as the GPFSDiskCap sensor must run on a single node in the cluster since the data reported is the
same, independent of the node the sensor is running on. For these types of sensors, the restrict function is
especially intended. For example, to restrict a NFSIO sensor to a node class and change the reporting
period to once every 10 hours, you can specify NFSIO.period=36000 NFSIO.restrict=nodeclassl as
attribute value pairs in the update command.

Some sensors, such as VFS, are not enabled by default even though they have associated predefined
queries with the mmperfmon query command. This is so because the collector might display performance
issues of its own if it is required to collect more than 1000000 metrics per second. To enable VFS sensors,
use the mmfsadm vfsstats enable command on the node. To enable a sensor, set the period value to an
integer greater than 0 and restart the sensors on that node by using the systemct1 restart pmsensors
command.

Adding or removing a sensor from an existing automated configuration:

The performance monitoring system can be configured manually or through an automated process. To
add a set of sensors for an automatic configuration, generate a file containing the sensors and the
configuration parameters to be used.

The following example shows a file /tmp/new-pmsensors.conf that is used to add a new sensor GPFSPool
that is not activated yet (period=0), and another sensor GPFSFileset whose metrics are reported every 10
seconds (period=10):

/tmp/new-pmsensors.conf:

sensors = {
name = "GPFSPool"
period = 0

b o

name = "GPFSFileset"
period = 10
}

After creating this file, run the mmperfmon command to add these sensors to the configuration:

prompt# mmperfmon config add --sensors /tmp/new-pmsensors.conf

Ensure that the sensors are added and listed as part of the performance monitoring configuration. If any
of the sensors mentioned in the file exist already, they are mentioned in the output for the command and
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those sensors are ignored, and the existing sensor configuration is kept. After the sensor is added to the
configuration file, its configuration settings can be updated using mmperfmon config update command.

Run the following command to delete a sensor from the configuration:
prompt# mmperfmon config delete --sensors Sensor[,Sensor...]

Note: IBM Spectrum Scale version 4.2.2 has two new sensors: GPFSPool and GPFSFileset for the
pmsensor service. If an older version of the IBM Spectrum Scale performance monitoring system is
upgraded, these sensors are not automatically enabled. This is because automatically enabling the sensors
might cause the collectors to consume more main memory than what was set aside for monitoring.
Changing the memory footprint of the collector database might cause issues for the users if the collectors
are tightly configured. For information on how to manually configure the performance monitoring system
(file-managed configuration), see the Manual configuration section in the IBM Spectrum Scale: Administration
Guide.

Related reference:

[‘List of performance metrics” on page 50|
The performance monitoring tool can report the following metrics:

Configuring the collector
The following section describes how to configure the collector in a performance monitoring tool.

The most important configuration options are the domains and the peers configuration options. All other
configuration options are best left at their defaults and are explained within the default configuration file
shipped with ZIMon.

The configuration file of the collector, ZIMonCollector.cfg, is located in the /opt/IBM/zimon/ folder.
Metric Domain Configuration

The domains configuration indicates the number of metrics to be collected and how long they must be
retained and in what granularity. Multiple domains might be specified. If data no longer fits into the
current domain, data is spilled over into the next domain and re-sampled.

A simple configuration is:

domains = {

# this is the raw domain, aggregation factor for the raw domain is always 0
aggregation = 0

ram = "500m" # amount of RAM to be used

duration = "12h"

filesize = "1g" # maximum file size

files = 16 # number of files.

}

7

{

# this is the second domain that aggregates to 60 seconds
aggregation = 60

ram = "500m" # amount of RAM to be used

duration = "4w"

filesize = "500m" # maximum file size

files = 4 # number of files.

}

7

{

# this is the third domain that aggregates to 30%60 seconds == 30 minutes
aggregation = 30

ram = "500m" # amount of RAM to be used
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duration = "ly"
filesize "500m" # maximum file size
files = 4 # number of files.

}

The configuration file lists several data domains. At least one domain must be present and the first
domain represents the raw data collection as the data is collected by sensors. The aggregation parameter
for this first domain must be set to 0.

Each domain specifies the following parameters:

* The duration parameter indicates the time period until the collected metrics are pushed into the next
(coarser-grained) domain. If this option is left out, no limit on the duration is imposed. Permitted units
are seconds, hours, days, weeks, months and years { s, h, d, w, m, y }.

* The ram parameter indicates the amount of RAM to be allocated for the domain. Once that amount of
RAM is filled up, collected metrics are pushed into the next (coarser-grained) domain. If this option is
left out, no limit on the amount of RAM available is imposed.

* The filesize and files parameter indicates how much space is allocated on disk for a given domain.
While storing metrics in memory, there is a persistence mechanism in place that also stores the metrics
on disk in files of size filesize. Once the number of files is reached and a new file is to be allocated,
the oldest file is removed from the disk. The persistent storage must be at least as large as the amount
of main memory to be allocated for a domain because when the collector is restarted, the in-memory
database is re-created from these files.

If both the ram and the duration parameters are specified, both constraints are active at the same time.
As soon as one of the constraints is hit, the collected metrics are pushed into the next (coarser-grained)
domain.

The aggregation value, which is used for the second and following domains, indicates the resampling to

be performed. Once data is spilled into this domain, the data is resampled to be no better than indicated
by the aggregation factor. The value for the second domain is in seconds, the value for domain n (n>2) is
the value of domain n-1 multiplied by the aggregation value of domain n.

CAUTION:

Changing the domain ram and duration parameters after data collection has started might lead to the
loss of data that is already collected. It it therefore recommended to carefully estimate the collector
size based on the monitored installation, and to set these parameters accordingly from the start.

The collector collects the metrics from the sensors. For example, in a five-node cluster where only the
load values (load1, load5, load15) are reported, the collector will maintain 15 metrics (3 metrics times 5
nodes). Depending on the number of metrics that are collected, the collector requires a different amount
of main memory to store the collected metrics in memory. Assuming 500000 metrics are collected, the
following configurations are possible. Depending on the amount of data to be collected, 500000 metrics
corresponds to about 1000 nodes.

Configuration 1 (4GB of RAM). Domain one configured at one second granularity for a period of six
hours, domain 2 configured at 30 seconds granularity for the next two days, domain 3 configured at 15
minutes granularity for the next two weeks and domain 4 configured at 6-hour granularity for the next 2
months.

Configuration 2 (16GB of RAM). Domain one configured at 1 second granularity for a period of one day,
domain 2 configured at 30 sec granularity for the next week, domain 3 configured at 15 minute

granularity for the next two months and domain 4 configured at 6-hour granularity for the next year.

Note: The above computation only gives the memory required for the in-memory database, not including
the indices necessary for the persistent storage or for the collector program itself.

The collectors can be stopped (deactivated) using the systemctl stop pmcollector command.
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The collectors can be started (activated) using the systemctl start pmcollector command.
Configuring multiple collectors:

The performance monitoring tool installation can have a single collector, or can consist of multiple
collectors to increase the scalability or the fault-tolerance of the performance monitoring system. This
latter configuration is referred to as “federation”.

Note: For federation to work, all the collectors need to have the same version number.

In a multi-collector federated configuration, the collectors need to know about each other, else a collector
would only return the data stored in its own measurement database. Once the collectors know the peer
collectors, they will collaborate with each other to collect data for a given measurement query. All
collectors that are part of the federation are specified in the peers configuration option in the collector’s
configuration file as shown below:

peers = {

host = "collectorl.mydomain.com"
port = "9085"

bs |

host = "collector2.mydomain.com"
port = "9085"

}

The port number is the one specified by the federationport configuration option, typically set to 9085. It
is acceptable to list the current host as well so that the same configuration file can be used for all the
collector machines.

Once the peers have been specified, a query for measurement data can be directed to any of the collectors
listed in the peers section, and the collector will collect and assemble a response based on all relevant
data from all collectors. Hence, clients only need to contact a single collector in order to get all the
measurements available in the system.

To distribute the measurement data reported by sensors over multiple collectors, multiple collectors may
be specified when automatically configuring the sensors, as shown in the following sample:

prompt# mmperfmon config generate \
--collectors collectorl.domain.com,collector2.domain.com,...

If multiple collectors are specified, the sensors will pick one of the many collectors to report their
measurement data to. The sensors use stable hashes to pick the collector such that the sensor-collector
relationship does not change too much if new collectors are added or if a collector is removed.

Additionally, sensors and collectors can be configured for high availability. To maintain high availability
each metric should be sent to two collectors in case one collector becomes unavailable. In this setting,
sensors report their measurement data to more than one collector, so that the failure of a single collector
would not lead to any data loss. For instance, if the collector redundancy is increased to two, every
sensor will report to two collectors. As a side-effect of increasing the redundancy to two, the bandwidth
consumed for reporting measurement data will be duplicated. The collector redundancy has to be
configured before the sensor configuration is stored in GPFS by changing the colRedundancy option in
/opt/1BM/zimon/defaults/ZIMonSensors.cfg as explained in the [‘Configuring the sensor” on page 44|
section.

List of performance metrics
The performance monitoring tool can report the following metrics:
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Linux metrics:

The following section lists all the Linux metrics::

Linux

All network and general metrics are native. There are no computed metrics in this section.
CPU

This section lists information about CPU in the system. For example, myMachine|CPU|cpu_user.

* cpu_contexts: Number of context switches across all CPU cores.

* cpu_guest: Percentage of total CPU spent running a guest OS. Included in cpu_user.

* cpu_guest_nice: Percentage of total CPU spent running as nice guest OS. Included in cpu_nice.
* cpu_hiq: Percentage of total CPU spent serving hardware interrupts.

* cpu_idle: Percentage of total CPU spent idling.

* cpu_interrupts: Number of interrupts serviced.

* cpu_iowait: Percentage of total CPU spent waiting for I/O to complete.

* cpu_nice: Percentage of total CPU time spent in lowest-priority user processes.

* cpu_siq: Percentage of total CPU spent serving software interrupts.

* cpu_steal: Percentage of total CPU spent waiting for other OS when running in a virtualized
environment.

* cpu_system: Percentage of total CPU time spent in kernel mode.

* cpu_user: Percentage of total CPU time spent in normal priority user processes.
DiskFree

Gives details about the free disk. Each mounted directory will have a separate section. For example,
myMachine|DiskFree|myMount |df_free.

* df_free: Amount of free disk space on the file system
+ df_total: Amount of total disk space on the file system
* df_used: Amount of used disk space on the file system

Diskstat

Gives details about the Disk status for each of the disks. For example,
myMachine|Diskstat|myDisk|disk active_ios.

* disk_active_ios: Number of I/O operations currently in progress.

* disk_aveq: Weighted number of milliseconds spent doing I/Os.

+ disk_io_time: Number of milliseconds the system spent doing I/O operation.

* disk_read_ios: Total number of read operations completed successfully.

+ disk_read_merged: Number of (small) read operations that have been merged into a larger read.
» disk_read_sect: Number of sectors read.

* disk_read_time: Amount of time in milliseconds spent reading.

 disk_write_ios: Number of write operations completed successfully.

* disk_write_merged: Number of (small) write operations that have been merged into a larger write.

¢ disk_write_sect: Number of sectors written.

+ disk_write_time: Amount of time in milliseconds spent writing.
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Load

Gives details about the load statistics for a particular node. For example, myMachine|Load|jobs.

jobs: The total number of jobs that currently exist in the system.

load1: The average load (number of jobs in the run queue) over the last minute.
load15: The average load (number of jobs in the run queue) over the last 15 minutes.
load5: The average load (number of jobs in the run queue) over the five minutes.

Memory

Gives details about the memory statistics for a particular node. For example,
myMachine|Memory |mem_active.

mem_active: Active memory that was recently accessed.

mem_active_anon: Active memory with no file association, that is, heap and stack memory.
mem_active_file: Active memory that is associated with a file, for example, page cache memory.
mem_buffers: Temporary storage used for raw disk blocks.

mem_cached: In-memory cache for files read from disk (the page cache). Does not include
mem_swapcached.

mem_dirty: Memory which is waiting to get written back to the disk.

mem_inactive: Inactive memory that hasn't been accessed recently.

mem_inactive_anon: Inactive memory with no file association, that is, inactive heap and stack memory.
mem_inactive_file: Inactive memory that is associated with a file, for example, page cache memory.
mem_memfree: Total free RAM.

mem_memtotal: Total usable RAM.

mem_mlocked: Memory that is locked.

mem_swapcached: In-memory cache for pages that are swapped back in.

mem_swapfree: Amount of swap space that is currently unused.

mem_swaptotal: Total amount of swap space available.

mem_unevictable: Memory that cannot be paged out.

Netstat

Gives details about the network status for a particular node. For example,
myMachine|Netstat|ns_remote bytes r.

ns_closewait: Number of connections in state TCP_CLOSE_WAIT
ns_established: Number of connections in state TCP_ESTABLISHED
ns_listen: Number of connections in state TCP_LISTEN
ns_local_bytes_r: Number of bytes received (local -> local)
ns_local_bytes_s: Number of bytes sent (local -> local)
ns_localconn: Number of local connections (local -> local)
ns_remote_bytes_r: Number of bytes sent (local -> remote)
ns_remote_bytes_s: Number of bytes sent (remote -> local)
ns_remoteconn: Number of remote connections (local -> remote)
ns_timewait: Number of connections in state TCP_TIME_WAIT

Network
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Gives details about the network statistics per interface for a particular node. For example,
myMachine|Network|myInterface|netdev_bytes r.

netdev_bytes_r: Number of bytes received.

netdev_bytes_s: Number of bytes sent.

netdev_carrier: Number of carrier loss events.
netdev_collisions: Number of collisions.
netdev_compressed_r: Number of compressed frames received.
netdev_compressed_s: Number of compressed packets sent.
netdev_drops_r: Number of packets dropped while receiving.
netdev_drops_s: Number of packets dropped while sending.
netdev_errors_r: Number of read errors.

netdev_errors_s: Number of write errors.

netdev_fifo_r: Number of FIFO buffer errors.

netdev_fifo_s: Number of FIFO buffer errors while sending.
netdev_frames_r: Number of frame errors while receiving.
netdev_multicast_r: Number of multicast packets received.
netdev_packets_r: Number of packets received.
netdev_packets_s: Number of packets sent.

GPFS metrics:

The following section lists all the GPFS metrics:

GPFSDisk

For each NSD in the system, for example
myMachine|GPFSDisk|myCluster|myFilesystem|myNSD|gpfs_ds_bytes read

gpfs_ds_bytes_read: Number of bytes read.

gpfs_ds_bytes_written: Number of bytes written.

gpfs_ds_max_disk_wait_rd: The longest time spent waiting for a disk read operation.
gpfs_ds_max_disk_wait_wr: The longest time spent waiting for a disk write operation.

gpfs_ds_max_queue_wait_rd: The longest time between being enqueued for a disk read operation and
the completion of that operation.

gpfs_ds_max_queue_wait_wr: The longest time between being enqueued for a disk write operation
and the completion of that operation.

gpfs_ds_min_disk_wait_rd: The shortest time spent waiting for a disk read operation.
gpfs_ds_min_disk_wait_wr: The shortest time spent waiting for a disk write operation.

gpfs_ds_min_queue_wait_rd: The shortest time between being enqueued for a disk read operation and
the completion of that operation.

gpfs_ds_min_queue_wait_wr: The shortest time between being enqueued for a disk write operation
and the completion of that operation.

gpfs_ds_read_ops: Number of read operations.
gpfs_ds_tot_disk_wait_rd: The total time in seconds spent waiting for disk read operations.
gpfs_ds_tot_disk_wait_wr: The total time in seconds spent waiting for disk write operations.

gpfs_ds_tot_queue_wait_rd: The total time spent between being enqueued for a read operation and the
completion of that operation.

gpfs_ds_tot_queue_wait_wr: The total time spent between being enqueued for a write operation and
the completion of that operation.
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* gpfs_ds_write_ops: Number of write operations.
GPFSFileset

For each independent fileset in the file system: Cluster name - GPFSFileset - filesystem name - fileset name.
For example: myCluster|GPFSFileset |myFilesystem|myFileset|gpfs_fset_maxInodes.

* gpfs_fset_maxInodes: Maximum number of inodes for this independent fileset.
* gpfs_fset_freeInodes: Number of free inodes available for this independent fileset.
* gpfs_fset_allocInodes: Number of inodes allocated for this independent fileset.

GPFSFileSystem

For each file system, for example
myMachine|GPFSFilesystem|myCluster|myFilesystem|gpfs fs_bytes read

* gpfs_fs_bytes_read: Number of bytes read.

* gpfs_fs_bytes_written: Number of bytes written.

* gpfs_fs_disks: Number of disks in the file system.

* gpfs_fs_max_disk_wait_rd: The longest time spent waiting for a disk read operation.
* gpfs_fs_max_disk_wait_wr: The longest time spent waiting for a disk write operation.

* gpfs_fs_max_queue_wait_rd: The longest time between being enqueued for a disk read operation and
the completion of that operation.

* gpfs_fs_max_queue_wait_wr: The longest time between being enqueued for a disk write operation and
the completion of that operation.

* gpfs_fs_min_disk_wait_rd: The shortest time spent waiting for a disk read operation.
* gpfs_fs_min_disk_wait_wr: The shortest time spent waiting for a disk write operation.

* gpfs_fs_min_queue_wait_rd: The shortest time between being enqueued for a disk read operation and
the completion of that operation.

* gpfs_fs_min_queue_wait_wr: The shortest time between being enqueued for a disk write operation
and the completion of that operation.

* gpfs_fs_read_ops: Number of read operations
* gpfs_fs_tot_disk_wait_rd: The total time in seconds spent waiting for disk read operations.
* gpfs_fs_tot_disk_wait_wr: The total time in seconds spent waiting for disk write operations.

* gpfs_fs_tot_queue_wait_rd: The total time spent between being enqueued for a read operation and the
completion of that operation.

* gpfs_fs_tot_queue_wait_wr: The total time spent between being enqueued for a write operation and
the completion of that operation.

* gpfs_fs_write_ops: Number of write operations.
GPFSFileSystemAPI

These metrics gives the following information for each file system (application view). For example:
myMachine|GPFSFilesystemAPI|myCluster|myFilesystem|gpfs_fis_bytes read.

* gpfs_fis_bytes_read: Number of bytes read.

* gpfs_fis_bytes_written: Number of bytes written.

* gpfs_fis_close_calls: Number of close calls.

* gpfs_fis_disks: Number of disks in the file system.

* gpfs_fis_inodes_written: Number of inode updates to disk.
* gpfs_fis_open_calls: Number of open calls.

» gpfs_fis_read_calls: Number of read calls.
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* gpfs_fis_readdir_calls: Number of readdir calls.
* gpfs_fis_write_calls: Number of write calls.

GPFSNSDDisk

These metrics gives the following information about each NSD disk on the NSD server. For example:
myMachine|GPFSNSDDi sk |myNSDDisk |gpfs nsdds_bytes_read.

* gpfs_nsdds_bytes_read: Number of bytes read.

* gpfs_nsdds_bytes_written: Number of bytes written.

* gpfs_nsdds_max_disk_wait_rd: The longest time spent waiting for a disk read operation.
* gpfs_nsdds_max_disk_wait_wr: The longest time spent waiting for a disk write operation.

* gpfs_nsdds_max_queue_wait_rd: The longest time between being enqueued for a disk read operation
and the completion of that operation.

* gpfs_nsdds_max_queue_wait_wr: The longest time between being enqueued for a disk write operation
and the completion of that operation.

* gpfs_nsdds_min_disk_wait_rd: The shortest time spent waiting for a disk read operation.
* gpfs_nsdds_min_disk_wait_wr: The shortest time spent waiting for a disk write operation.

* gpfs_nsdds_min_queue_wait_rd: The shortest time between being enqueued for a disk read operation
and the completion of that operation.

* gpfs_nsdds_min_queue_wait_wr: The shortest time between being enqueued for a disk write
operation and the completion of that operation.

* gpfs_nsdds_read_ops: Number of read operations.
* gpfs_nsdds_tot_disk_wait_rd: The total time in seconds spent waiting for disk read operations.
* gpfs_nsdds_tot_disk_wait_wr: The total time in seconds spent waiting for disk write operations.

* gpfs_nsdds_tot_queue_wait_rd: The total time spent between being enqueued for a read operation and
the completion of that operation.

* gpfs_nsdds_tot_queue_wait_wr: The total time spent between being enqueued for a write operation
and the completion of that operation.

* gpfs_nsdds_write_ops: Number of write operations.
GPFSNSDFS

These metrics gives the following information for each filesystem served by a specific NSD server. For
example: myMachine|GPFSNSDFS |myFilesystem|gpfs_nsdfs_bytes_read.

* gpfs_nsdfs_bytes_read: Number of NSD bytes read, aggregated to the file system.

* gpfs_nsdfs_bytes_written: Number of NSD bytes written, aggregated to the file system.
* gpfs_nsdfs_read_ops: Number of NSD read operations, aggregated to the file system.

* gpfs_nsdfs_write_ops: Number of NSD write operations, aggregated to the file system.

GPFSNSDPool

These metrics gives the following information for each filesystem and pool served by a specific NSD
server. For example: myMachine|GPFSNSDPool |myFilesystem|myPool|gpfs_nsdpool_bytes read.

* gpfs_nsdpool_bytes_read: Number of NSD bytes read, aggregated to the file system.

* gpfs_nsdpool_bytes_written: Number of NSD bytes written, aggregated to the file system.
* gpfs_nsdpool_read_ops: Number of NSD read operations, aggregated to the file system.

* gpfs_nsdpool_write_ops: Number of NSD write operations, aggregated to the file system.

GPFSNode

Chapter 1. Performance monitoring 55



These metrics gives the following information for a particular node. For example:
myNode | GPFSNode |gpfs_ns_bytes_read.

gpfs_ns_bytes_read: Number of bytes read.

gpfs_ns_bytes_written: Number of bytes written.

gpfs_ns_clusters: Number of clusters participating

gpfs_ns_disks: Number of disks in all mounted file systems

gpfs_ns_filesys: Number of mounted file systems

gpfs_ns_max_disk_wait_rd: The longest time spent waiting for a disk read operation.
gpfs_ns_max_disk_wait_wr: The longest time spent waiting for a disk write operation.

gpfs_ns_max_queue_wait_rd: The longest time between being enqueued for a disk read operation and
the completion of that operation.

gpfs_ns_max_queue_wait_wr: The longest time between being enqueued for a disk write operation
and the completion of that operation.

gpfs_ns_min_disk_wait_rd: The shortest time spent waiting for a disk read operation.
gpfs_ns_min_disk_wait_wr: The shortest time spent waiting for a disk write operation.

gpfs_ns_min_queue_wait_rd: The shortest time between being enqueued for a disk read operation and
the completion of that operation.

gpfs_ns_min_queue_wait_wr: The shortest time between being enqueued for a disk write operation
and the completion of that operation.

gpfs_ns_read_ops: Number of read operations.
gpfs_ns_tot_disk_wait_rd: The total time in seconds spent waiting for disk read operations.
gpfs_ns_tot_disk_wait_wr: The total time in seconds spent waiting for disk write operations.

gpfs_ns_tot_queue_wait_rd: The total time spent between being enqueued for a read operation and the
completion of that operation.

gpfs_ns_tot_queue_wait_wr: The total time spent between being enqueued for a write operation and
the completion of that operation.

gpfs_ns_write_ops: Number of write operations.

GPFSNodeAPI

These metrics gives the following information for a particular node from its application point of view. For
example: myMachine|GPFSNodeAPI |gpfs_is_bytes_read.

gpfs_is_bytes_read: Number of bytes read.
gpfs_is_bytes_written: Number of bytes written.
gpfs_is_close_calls: Number of close calls.
gpfs_is_inodes_written: Number of inode updates to disk.
gpfs_is_open_calls: Number of open calls.
gpfs_is_readDir_calls: Number of readdir calls.
gpfs_is_read_calls: Number of read calls.
gpfs_is_write_calls: Number of write calls.

GPFSPool

For each pool in each file system: Cluster name - GPFSPoo1 - filesystem name -pool name.
For example: myCluster|GPFSPool |myFilesystem|myPool|gpfs_pool_free datakBvalid=.
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gpfs_pool_total_dataKB: Total capacity for data (in KB) in this pool.
gpfs_pool_free_dataKB: Free capacity for data (in KB) in this pool.
gpfs_pool_total_metaKB: Total capacity for metadata (in KB) in this pool.
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gpfs_pool_free_metaKB: Free capacity for metadata (in KB) in this pool.

GPFSPoollO

These metrics give the details about each cluster, filesystem and pool in the system, from the point of

view of a specific node. For example:
myMachine|GPFSPoo110|myCluster|myFilesystem|myPool|gpfs_pool_bytes rd

gpfs_pool_bytes_rd: Total size of all disks for this usage type.
gpfs_pool_bytes_wr: Total available disk space in full blocks for this usage type.
gpfs_pool_free_fragkb: Total available space in fragments for this usage type.

GPFSVFS

Some sensors, such as VFS, are not enabled by default even though they have associated predefined
queries with the mmperfmon query command. This is so because the collector might display performance
issues of its own if it is required to collect more than 1000000 metrics per second. To enable VFS sensors,

use the mmfsadm vfsstats enable command on the node. To enable a sensor, set the period value to an
integer greater than 0 and restart the sensors on that node by using the systemctl restart pmsensors

command.

These metrics gives the following information about the virtual file operation statistics (count and time)

for each node. For example, myMachine|GPFSVFS|gpfs_vfs_clear

gpfs_vfs_accesses: Number of accesses operations.

gpfs_vfs_accesses_t: Amount of time in seconds spent in accesses operations.
gpfs_vfs_aioread: Number of aioread operations.

gpfs_vfs_aioread_t: Amount of time in seconds spent in aioread operations.
gpfs_vfs_aiowrite: Number of aiowrite operations.

gpfs_vfs_aiowrite_t: Amount of time in seconds spent in aiowrite operations.
gpfs_vfs_clear: Number of clear operations.

gpfs_vfs_clear_t: Amount of time in seconds spent in clear operations.
gpfs_vfs_close: Number of close operations.

gpfs_vfs_close_t: Amount of time in seconds spent in close operations.
gpfs_vfs_create: Number of create operations.

gpfs_vfs_create_t: Amount of time in seconds spent in create operations.
gpfs_vfs_decodeFh: Number of decodeFh operations.

gpfs_vfs_decodeFh_t: Amount of time in seconds spent in decodeFh operations.
gpfs_vfs_detDentry: Number of detDentry operations.

gpfs_vfs_encodeFh: Number of encodeFh operations.

gpfs_vfs_encodeFh_t: Amount of time in seconds spent in encodeFh operations.
gpfs_vfs_flock: Number of flock operations.

gpfs_vfs_flock_t: Amount of time in seconds spent in flock operations.
gpfs_vfs_fsync: Number of fsync operations.

gpfs_vfs_fsyncRange: Number of fsyncRange operations.
gpfs_vfs_fsyncRange_t: Amount of time in seconds spent in fsyncRange operations.
gpfs_vfs_fsync_t: Amount of time in seconds spent in fsync operations.
gpfs_vfs_ftrunc: Number of ftrunc operations.

gpfs_vfs_ftrunc_t: Amount of time in seconds spent in ftrunc operations.
gpfs_vfs_getDentry_t: Amount of time in seconds spent in getDentry operations.
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gpfs_vfs_getParent: Number of getParent operations.

gpfs_vfs_getParent_t: Amount of time in seconds spent in getParent operations.
gpfs_vfs_getattr: Number of getattr operations.

gpfs_vfs_getattr_t: Amount of time in seconds spent in getattr operations.
gpfs_vfs_getxattr: Number of getxattr operations.

gpfs_vfs_getxattr_t: Amount of time in seconds spent in getxattr operations.
gpfs_vfs_link: Number of link operations.

gpfs_vfs_link_t: Amount of time in seconds spent in link operations.
gpfs_vfs_listxattr: Number of listxattr operations.

gpfs_vfs_listxattr_t: Amount of time in seconds spent in listxattr operations.
gpfs_vfs_lockctl: Number of lockctl operations.

gpfs_vfs_lockctl_t: Amount of time in seconds spent in lockctl operations.
gpfs_vfs_lookup: Number of lookup operations.

gpfs_vfs_lookup_t: Amount of time in seconds spent in lookup operations.
gpfs_vfs_mapLloff: Number of mapLloff operations.

gpfs_vfs_mapLloff_t: Amount of time in seconds spent in mapLloff operations.
gpfs_vfs_mkdir: Number of mkdir operations.

gpfs_vfs_mkdir_t: Amount of time in seconds spent in mkdir operations.
gpfs_vfs_mknod: Number of mknod operations.

gpfs_vfs_mknod_t: Amount of time in seconds spent in mknod operations.
gpfs_vfs_mmapread: Number of mmapread operations.

gpfs_vfs_mmapread_t: Amount of time in seconds spent in mmapread operations.
gpfs_vfs_mmapwrite: Number of mmapwrite operations.
gpfs_vfs_mmapwrite_t: Amount of time in seconds spent in mmapwrite operation.
gpfs_vfs_mount: Number of mount operations.

gpfs_vfs_mount_t: Amount of time in seconds spent in mount operations.
gpfs_vfs_open: Number of open operations.

gpfs_vfs_open_t: Amount of time in seconds spent in open operations.
gpfs_vfs_read: Number of read operations.

gpfs_vfs_read_t: Amount of time in seconds spent in read operations.
gpfs_vfs_readdir: Number of readdir operations.

gpfs_vfs_readdir_t: Amount of time in seconds spent in readdir operations.
gpfs_vfs_readlink: Number of readlink operations.

gpfs_vfs_readlink_t: Amount of time in seconds spent in readlink operations
gpfs_vfs_readpage: Number of readpage operations.

gpfs_vfs_readpage_t: Amount of time in seconds spent in readpage operations.
gpfs_vfs_remove: Number of remove operations.

gpfs_vfs_remove_t: Amount of time in seconds spent in remove operations.
gpfs_vfs_removexattr: Number of removexattr operations.
gpfs_vfs_removexattr_t: Amount of time in seconds spent in removexattr operations.
gpfs_vfs_rename: Number of rename operations.

gpfs_vfs_rename_t: Amount of time in seconds spent in rename operations.
gpfs_vfs_rmdir: Number of rmdir operations.

gpfs_vfs_rmdir_t: Amount of time in seconds spent in rmdir operations.

gpfs_vfs_setacl: Number of setacl operations.
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* gpfs_vfs_setacl_t: Amount of time in seconds spent in setacl operations.

* gpfs_vfs_setattr: Number of setattr operations.

* gpfs_vfs_setattr_t: Amount of time in seconds spent in setattr operations.

. gpfs_vfs_setxattr: Number of setxattr operations.

* gpfs_vfs_setxattr_t: Amount of time in seconds spent in setxattr operations.
* gpfs_vfs_statfs: Number of statfs operations.

+ gpfs_vfs_statfs_t: Amount of time in seconds spent in statfs operations.

* gpfs_vfs_symlink: Number of symlink operations.

* gpfs_vfs_symlink_t: Amount of time in seconds spent in symlink operations.
+ gpfs_vfs_sync: Number of sync operations.

* gpfs_vfs_sync_t: Amount of time in seconds spent in sync operations.

* gpfs_vfs_tsfattr: Number of tsfsattr operation.

+ gpfs_vfs_tsfattr_t: Amount of time in seconds spent in tsfattr operations.

* gpfs_vfs_tsfsattr: Number of tsfattr operations.

+ gpfs_vfs_tsfsattr_t: Amount of time in seconds spent in tsfsattr operations.
* gpfs_vfs_unmap: Number of unmap operations.

* gpfs_vfs_unmap_t: Amount of time in seconds spent in unmap operations.
* gpfs_vfs_vget: Number of vget operations.

* gpfs_vfs_vget_t: Amount of time in seconds spent in vget operations.

* gpfs_vfs_write: Number of write operations.

* gpfs_vfs_write_t: Amount of time in seconds spent in write operations.

* gpfs_vfs_writepage: Number of writepage operations.

* gpfs_vfs_writepage_t: Amount of time in seconds spent in writepage operations.
GPFSWaiters

For each independent fileset in the file system: Node- GPFSWaiters - waiters_time_threshold (all, 0.1s, 0.2s,
0.5s, 1.0s, 30.0s, 60.0s).

Note: Here 'all' implies a waiting time greater than or equal to 0 seconds.

For example: myNode | GPFSWaiters|all|gpfs_wt_count_all.

* gpfs_wt_count_all : Count of all threads with waiting time greater than or equal to
waiters_time_threshold seconds.

* gpfs_wt_count_local_io: Count of threads waiting for local I/O with waiting time greater than or
equal to waiters_time_threshold seconds.

* gpfs_wt_count_network_io: Count of threads waiting for network I/O with waiting time greater than
or equal to waiters_time_threshold seconds.

* gpfs_wt_count_thcond: Count of threads waiting for a GPFS condition variable to be signaled with
waiting time greater than or equal to waiters_time_threshold seconds.

* gpfs_wt_count_thmutex: Count of threads waiting to lock a GPFS mutex with waiting time greater
than or equal to waiters_time_threshold seconds.

* gpfs_wt_count_delay: Count of threads waiting for delay interval expiration with waiting time greater
than or equal to waiters_time_threshold seconds.

* gpfs_wt_count_syscall: Count of threads waiting for system call completion with waiting time greater
than or equal to waiters_time_threshold seconds.

Computed Metrics
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These metrics can only be used only through the mmperfmon query command. The following metrics are
computed for GPFS:

+ gpfs_write_avg_lat (latency): gpfs_vfs_write_t / gpfs_vfs_write

* gpfs_read_avg_lat (latency): gpfs_vfs read_t / gpfs_vfs_read

* gpfs_create_avg_lat (latency): gpfs_vfs_create_t / gpfs_vfs_create

* gpfs_remove_avg_lat (latency): gpfs_vfs_remove_t / gpfs_vfs_remove

List of AFM metrics:

You can only use AFM metric if your system has GPFS configured. The following section lists all the
AFM metrics:

GPFSAFM
* gpfs_afm_bytes_read: Total number of bytes read from remote system as a result of cache miss.

* gpfs_afm_bytes_written: Total number of bytes written to the remote system as a result of cache
updates.

* gpfs_afm_ops_expired: Number of operations that were sent to remote system because they were
expired, i.e. waited the configured async timeout in the gateway queue.

* gpfs_afm_ops_forced: Number of operations that were sent to remote system because they were forced
out of the gateway queue before the configured async timeout, perhaps due to a dependent operation.

* gpfs_afm_ops_sync: Number of synchronous operations that were sent to remote system.

* gpfs_afm_ops_revoked: Number of operations that were sent to the remote system because a
conflicting token acquired from another GPFS node resulted in a revoke.

* gpfs_afm_bytes_pending: Total number of bytes pending, i.e. not yet written to the remote system.

* gpfs_afm_ops_sent: Total number of operations sent over the communication protocol to the remote
system.

* gpfs_afm_shortest_time: Shortest time in seconds that a pending operation waited in the gateway
queue before being sent to remote system.

* gpfs_afm_longest_time: Longest time in seconds that a pending operation waited in the gateway
queue before being sent to remote system.

* gpfs_afm_avg_time: Average time in seconds that a pending operation waited in the gateway queue
before being sent to remote system.

* gpfs_afm_tot_read_time: Total time in seconds to perform read operations from the remote system.
* gpfs_afm_tot_write_time: Total time in seconds to perform write operations to the remote system.
* gpfs_afm_conn_esta: Total number of times a connection was established with the remote system.
* gpfs_afm_conn_broken: Total number of times the connection to the remote system was broken.

* gpfs_afm_fset_expired: Total number of times the fileset was marked expired due to a disconnection
with remote system and expiry of the configured timeout.

* gpfs_afm_used_q_memory: Used memory in bytes by the messages enqueued.

* gpfs_afm_num_queued_msgs: Number of messages that are currently enqueued.

GPFSAFMFS

* gpfs_afm_fs_bytes_read: Total number of bytes read from remote system as a result of cache miss for
this filesystem.

* gpfs_afm_fs_bytes_written: Total number of bytes written to the remote system as a result of cache
updates for this filesystem.

* gpfs_afm_fs_ops_expired: Number of operations that were sent to remote system because they were
expired, i.e. waited the configured async timeout in the gateway queue for this filesystem.
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gpfs_afm_fs_ops_forced: Number of operations that were sent to remote system because they were
forced out of the gateway queue before the configured async timeout, perhaps due to a dependent
operation for this filesystem.

gpfs_afm_fs_ops_sync: Number of synchronous operations that were sent to remote system for this
filesystem.

gpfs_afm_fs ops_revoked: Number of operations that were sent to the remote system because a
conflicting token acquired from another GPFS node resulted in a revoke for this filesystem.

gpfs_afm_fs_bytes_pending: Total number of bytes pending, i.e. not yet written to the remote system
for this filesystem.

gpfs_afm_fs_ops_sent: Total number of operations sent over the communication protocol to the remote
system for this filesystem.

gpfs_afm_fs_shortest_time: Shortest time in seconds that a pending operation waited in the gateway
queue before being sent to remote system for this filesystem.

gpfs_afm_fs_longest_time: Longest time in seconds that a pending operation waited in the gateway
queue before being sent to remote system for this filesystem.

gpfs_afm_fs_avg time: Average time in seconds that a pending operation waited in the gateway queue
before being sent to remote system for this filesystem.

gpfs_afm_fs_tot_read_time: Total time in seconds to perform read operations from the remote system
for this filesystem.

gpfs_afm_fs_tot_write_time: Total time in seconds to perform write operations to the remote system
for this filesystem.

gpfs_afm_fs conn_esta: Total number of times a connection was established with the remote system
for this filesystem.

gpfs_afm_fs_conn_broken: Total number of times the connection to the remote system was broken for
this filesystem.

gpfs_afm_fs_fset_expired: Total number of times the fileset was marked expired due to a
disconnection with remote system and expiry of the configured timeout for this filesystem.

gpfs_afm_fs_used_q_memory: Used memory in bytes by the messages queued for this filesystem.
gpfs_afm_fs num_queued_msgs: Number of messages that are currently queued for this filesystem.

GPFSAFMFSET

gpfs_afm_fset_bytes_read: Total number of bytes read from remote system as a result of cache miss for
this fileset.

gpfs_afm_fset_bytes_written: Total number of bytes written to the remote system as a result of cache
updates for this fileset.

gpfs_afm_fset_ops_expired: Number of operations that were sent to remote system because they were
expired, i.e. waited the configured async timeout in the gateway queue for this fileset.

gpfs_afm_fset_ops_forced: Number of operations that were sent to remote system because they were
forced out of the gateway queue before the configured async timeout, perhaps due to a dependent
operation for this fileset.

gpfs_afm_fset_ops_sync: Number of synchronous operations that were sent to remote system for this
fileset.

gpfs_afm_fset_ops_revoked: Number of operations that were sent to the remote system because a
conflicting token acquired from another GPFS node resulted in a revoke for this fileset.

gpfs_afm_fset_bytes_pending: Total number of bytes pending, i.e. not yet written to the remote system
for this fileset.

gpfs_afm_fset_ops_sent: Total number of operations sent over the communication protocol to the
remote system for this fileset.

gpfs_afm_fset_shortest_time: Shortest time in seconds that a pending operation waited in the gateway
queue before being sent to remote system for this fileset.
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gpfs_afm_fset_longest_time: Longest time in seconds that a pending operation waited in the gateway
queue before being sent to remote system for this fileset.

gpfs_afm_fset_avg_time: Average time in seconds that a pending operation waited in the gateway
queue before being sent to remote system for this fileset.

gpfs_afm_fset_tot_read_time: Total time in seconds to perform read operations from the remote system
for this fileset.

gpfs_afm_fset_tot_write_time: Total time in seconds to perform write operations to the remote system
for this fileset.

gpfs_afm_fset_conn_esta: Total number of times a connection was established with the remote system
for this fileset.

gpfs_afm_fset_conn_broken: Total number of times the connection to the remote system was broken
for this fileset.

gpfs_afm_fset fset_expired: Total number of times the fileset was marked expired due to a
disconnection with remote system and expiry of the configured timeout for this fileset.

gpfs_afm_fset_used_q_memory: Used memory in bytes by the messages queued for this fileset.

gpfs_afm_fset_num_queued_msgs: Number of messages that are currently queued for this filesystem.

Note: GPFSAFM, GPFSAFMEFS, and GPFSAFMFSET also have other metrics which indicate the statistics
on the state of remote filesystem operations. These metrics appear in the following format:

For GPFSAFM: gpfs_afm_operation state
For GPFSAFMEFS: gpfs_afm_fs_operation_state
For GPFSAFMEFSET: gpfs_afm_fset operation_state

The operation can be one of the following:

lookup
getattr
readdir
readlink
create
mkdir
mknod
remove
rmdir
rename
chmod
trunc
stime
link
symlink
setsttr
setxattr
open
close
read
readsplit
writesplit
write
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Each of these options can in turn have one of the following five states:
* queued

¢ inflight

* complete

* errors

e filter

For example, the following metrics are also available: gpfs_afm_write_filter,
gpfs_afm_fs_create_queued, gpfs_afm_fset_rmdir_inflight etc.

Protocol metrics:

The following section lists all the protocol metrics for IBM Spectrum Scale:
NEFS metrics:

The following section lists all the NFS metrics::

NFS

NFSIO

* nfs_read_req: Number of bytes requested for reading.

* nfs_write_req: Number of bytes requested for writing.

* nfs_read: Number of bytes transferred for reading.

* nfs_write: Number of bytes transferred for writing.

* nfs_read_ops: Number of total read operations.

* nfs_write_ops: Number of total write operations.

* nfs_read_err: Number of erroneous read operations.

* nfs_write_err: Number of erroneous write operations.

* nfs_read_lat: Time consumed by read operations (in ns).
* nfs_write_lat: Time consumed by write operations (in ns).
* nfs_read_queue: Time spent in the rpc wait queue.

* nfs_write_queue: Time spent in the rpc wait queue.

Computed Metrics

The following metrics are computed for NFS. These metrics can only be used only through the
mmperfmon query command.

* nfs_total_ops: nfs_read_ops + nfs_write_ops

* nfsIOlatencyRead: (nfs_read_lat + nfs_read_queue) / nfs_read_ops

* nfsIOlatencyWrite: (nfs_write_lat + nfs_write_queue) / nfs_write_ops
* nfsReadOpThroughput: nfs_read /nfs_read_ops

* nfsWriteOpThroughput: nfs_write/nfs_write_ops

Object metrics:
The following section lists all the object metrics:

SwiftAccount
* account_auditor_time: Timing data for individual account database audits.
* account_reaper_time: Timing data for each reap_account() call.
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* account_replicator_time: Timing data for each database replication attempt not resulting in a failure.
* account_DEL_time: Timing data for each DELETE request not resulting in an error.

* account_DEL_err_time: Timing data for each DELETE request resulting in an error: bad request, not
mounted, missing timestamp.

* account_GET_time: Timing data for each GET request not resulting in an error.

* account_GET_err_time: Timing data for each GET request resulting in an error: bad request, not
mounted, bad delimiter, account listing limit too high, bad accept header.

* account_HEAD_time: Timing data for each HEAD request not resulting in an error.

* account_HEAD_err_time: Timing data for each HEAD request resulting in an error: bad request, not
mounted.

* account_POST_time: Timing data for each POST request not resulting in an error.

* account_POST_err_time: Timing data for each POST request resulting in an error: bad request, bad or
missing timestamp, not mounted.

* account_PUT_time: Timing data for each PUT request not resulting in an error.

* account_PUT_err_time: Timing data for each PUT request resulting in an error: bad request, not
mounted, conflict, recently-deleted.

* account_REPLICATE_time: Timing data for each REPLICATE request not resulting in an error.

* account_REPLICATE_err_time: Timing data for each REPLICATE request resulting in an error: bad
request, not mounted.

SwiftContainer

* container_auditor_time: Timing data for each container audit.

* container_replicator_time: Timing data for each database replication attempt not resulting in a failure.
* container_DEL_time: Timing data for each DELETE request not resulting in an error.

* container_DEL_err_time: Timing data for DELETE request errors: bad request, not mounted, missing
timestamp, conflict.

* container_GET_time: Timing data for each GET request not resulting in an error.

* container_GET_err_time: Timing data for GET request errors: bad request, not mounted, parameters
not utf8, bad accept header.

* container HEAD_time: Timing data for each HEAD request not resulting in an error.
* container HEAD_err_time: Timing data for HEAD request errors: bad request, not mounted.
* container_POST_time: Timing data for each POST request not resulting in an error.

* container_POST_err_time: Timing data for POST request errors: bad request, bad x-container-sync-to,
not mounted.

* container_PUT_time: Timing data for each PUT request not resulting in an error.

* container_PUT_err_time: Timing data for PUT request errors: bad request, missing timestamp, not
mounted, conflict.

* container REPLICATE_time: Timing data for each REPLICATE request not resulting in an error.

* container_REPLICATE_err_time: Timing data for REPLICATE request errors: bad request, not
mounted.

* container_sync_deletes_time: Timing data for each container database row synchronization via
deletion.

* container_sync_puts_time: Timing data for each container database row synchronization via PUTing.

* container_updater_time: Timing data for processing a container; only includes timing for containers
which needed to update their accounts.

SwiftObject
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object_auditor_time: Timing data for each object audit (does not include any rate-limiting sleep time
for max_files_per_second, but does include rate-limiting sleep time for max_bytes_per_second).

object_expirer_time: Timing data for each object expiration attempt, including ones resulting in an
error.

object_replicator_partition_delete_time: Timing data for partitions replicated to another node because
they didn’t belong on this node. This metric is not tracked per device.

object_replicator_partition_update_time: Timing data for partitions replicated which also belong on
this node. This metric is not tracked per-device.

object_DEL_time: Timing data for each DELETE request not resulting in an error.

object_DEL_err_time: Timing data for DELETE request errors: bad request, missing timestamp, not
mounted, precondition failed. Includes requests which couldn’t find or match the object.

object_GET_time: Timing data for each GET request not resulting in an error. Includes requests which
couldn’t find the object (including disk errors resulting in file quarantine).

object_GET_err_time: Timing data for GET request errors: bad request, not mounted, header
timestamps before the epoch, precondition failed. File errors resulting in a quarantine are not counted
here.

object_ HEAD_time: Timing data for each HEAD request not resulting in an error. Includes requests
which couldn’t find the object (including disk errors resulting in file quarantine).

object HEAD_err_time: Timing data for HEAD request errors: bad request, not mounted.
object_POST_time: Timing data for each POST request not resulting in an error.

object_POST_err_time: Timing data for POST request errors: bad request, missing timestamp, delete-at
in past, not mounted.

object PUT_time: Timing data for each PUT request not resulting in an error.

object_PUT_err_time: Timing data for PUT request errors: bad request, not mounted, missing
timestamp, object creation constraint violation, delete-at in past.

object_REPLICATE_time: Timing data for each REPLICATE request not resulting in an error.
object_REPLICATE_err_time: Timing data for REPLICATE request errors: bad request, not mounted.

object_updater_time: Timing data for object sweeps to flush async_pending container updates. Does
not include object sweeps which did not find an existing async_pending storage directory.

SwiftProxy

proxy_account_latency: Timing data up to completion of sending the response headers, 200: standard
response for successful HTTP requests.

proxy_container_latency: Timing data up to completion of sending the response headers, 200: standard
response for successful HTTP requests.

proxy_object_latency: Timing data up to completion of sending the response headers, 200: standard
response for successful HTTP requests.

proxy_account_GET_time: Timing data for GET request, start to finish, 200: standard response for
successful HTTP requests

proxy_account_GET_bytes: The sum of bytes transferred in (from clients) and out (to clients) for
requests, 200: standard response for successful HTTP requests.

proxy_account_ HEAD_time: Timing data for HEAD request, start to finish, 204: request processed, no
content returned.

proxy_account_HEAD_bytes: The sum of bytes transferred in (from clients) and out (to clients) for
requests, 204: request processed, no content returned.

proxy_container DEL_time: Timing data for DELETE request, start to finish, 204: request processed, no
content returned.

proxy_container_DEL_bytes: The sum of bytes transferred in (from clients) and out (to clients) for
requests, 204: request processed, no content returned.
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proxy_container_GET_time: Timing data for GET request, start to finish, 200: standard response for
successful HTTP requests.

proxy_container_GET_bytes: The sum of bytes transferred in (from clients) and out (to clients) for
requests, 200: standard response for successful HTTP requests.

proxy_container HEAD_time: Timing data for HEAD request, start to finish, 204: request processed,
no content returned.

proxy_container HEAD_bytes: The sum of bytes transferred in (from clients) and out (to clients) for
requests, 204: request processed, no content returned. 1

proxy_container_PUT_time: Timing data for each PUT request not resulting in an error, 201: request
has been fulfilled; new resource created.

proxy_container_ PUT_bytes: The sum of bytes transferred in (from clients) and out (to clients) for
requests, 201: request has been fulfilled; new resource created.

proxy_object_DEL_time: Timing data for DELETE request, start to finish, 204: request processed, no
content returned.

proxy_object_DEL_bytes: The sum of bytes transferred in (from clients) and out (to clients) for
requests, 204: request processed, no content returned.

proxy_object_GET_time: Timing data for GET request, start to finish, 200: standard response for
successful HTTP requests.

proxy_object_GET_bytes: The sum of bytes transferred in (from clients) and out (to clients) for
requests, 200: standard response for successful HTTP requests.

proxy_object HEAD_time: Timing data for HEAD request, start to finish, 200: request processed, no
content returned.

proxy_object HEAD_bytes: The sum of bytes transferred in (from clients) and out (to clients) for
requests, , 200: request processed, no content returned.

proxy_object_PUT_time: Timing data for each PUT request not resulting in an error, 201: request has
been fulfilled; new resource created.

proxy_object_PUT_bytes: The sum of bytes transferred in (from clients) and out (to clients) for
requests, 201: request has been fulfilled; new resource created.

Note: For information about computed metrics for object, see [“Performance monitoring for object]

Imetrics” on page 71|

SMB metrics:

The following section lists all the SMB metrics::

SMBGIlobalStats

connect count: Number of connections since startup of parent smbd process

disconnect count: Number of connections closed since startup

idle: Describes idling behavior of smbds

— count: Number of times the smbd processes are waiting for events in epoll

— time: Times the smbd process spend in epoll waiting for events

cpu_user time: The user time determined by the get_rusage system call in seconds
cpu_system time: The system time determined by the get_rusage system call in seconds
request count: Number of SMB requests since startup

push_sec_ctx: Smbds switch between the user and the root security context; push allows to put the
current context onto a stack

— count: Number of time the current security context is pushed onto the stack

— time: The time it takes to put the current security context; this includes all syscalls required to save
the current context on the stack
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pop_sec_ctx: Getting the last security context from the stack and restore it
— count: Number of times the current security context is restored from the stack

— time: The time it takes to put the restore the security context from the stack; this includes all syscalls
required to get restore the security context from the stack

set_sec_ctx:

— count: Number of times the security context is set for user
— time: The time it takes to set the security context for user
set_root_sec_ctx:

— count: Number of times the security context is set for user
— time: The time it takes to set the security context for user

SMB2 metrics

These metrics are available for all of the following areas:

op_count: Number of times the corresponding SMB request has been called.

op_idle

— for notify: Time between notification request and a corresponding notification being sent

— for oplock breaks: Time waiting until an oplock is broken

— for all others the value is always zero

op_inbytes: Number of bytes received for the corresponding request including protocol headers
op_outbytes: Number of bytes sent for the corresponding request including protocol headers.
op_time: The total amount of time spent for all corresponding SMB2 requests.

CTDB metrics:

The following section lists all the CTDB metrics::

CTDB version: Version of the CTDB protocol used by the node.

Current time of statistics: Time when the statistics are generated. This is useful when collecting
statistics output periodically for post-processing.

Statistics collected since: Time when CTDB was started or the last time statistics was reset. The output
shows the duration and the timestamp.

num_clients: Number of processes currently connected to CTDB's UNIX socket. This includes recovery
daemon, CTDB tool and SMB processes (smbd, winbindd).

frozen: 1 if the databases are currently frozen, 0 if otherwise.

recovering: 1 if recovery is active, 0 if otherwise.

num_recoveries: Number of recoveries since the start of CTDB or since the last statistics reset.
client_packets_sent: Number of packets sent to client processes via UNIX domain socket.
client_packets_recv: Number of packets received from client processes via UNIX domain socket.
node_packets_sent: Number of packets sent to the other nodes in the cluster via TCP.
node_packets_recv: Number of packets received from the other nodes in the cluster via TCP.

keepalive_packets_sent: Number of keepalive messages sent to other nodes. CTDB periodically sends
keepalive messages to other nodes. For more information, see the KeepAlivelnterval tunable in
CTDB-tunables(7) on the [CTDB documentation| website.

keepalive_packets_recv: Number of keepalive messages received from other nodes.

node: This section lists various types of messages processed which originated from other nodes via
TCP.

— req_call: Number of REQ_CALL messages from the other nodes.
— reply_call: Number of REPLY_CALL messages from the other nodes.
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— req_dmaster: Number of REQ_DMASTER messages from the other nodes.

— reply_dmaster: Number of REPLY_DMASTER messages from the other nodes.
— reply_error: Number of REPLY_ERROR messages from the other nodes.

— req_message: Number of REQ_MESSAGE messages from the other nodes.

— req_control: Number of REQ_CONTROL messages from the other nodes.

— reply_control: Number of REPLY_ CONTROL messages from the other nodes.

client: This section lists various types of messages processed which originated from clients via UNIX
domain socket.

— req_call: Number of REQ_CALL messages from the clients.

— req_message: Number of REQ_MESSAGE messages from the clients.

— req_control: Number of REQ_CONTROL messages from the clients.

timeouts: This section lists timeouts occurred when sending various messages.

— call: Number of timeouts for REQ_CALL messages.

— control: Number of timeouts for REQ_CONTROL messages.

— traverse: Number of timeouts for database traverse operations.

locks: This section lists locking statistics.

— num_calls: Number of completed lock calls. This includes database locks and record locks.
— num_current: Number of scheduled lock calls. This includes database locks and record locks.
— num_pending: Number of queued lock calls. This includes database locks and record locks.
— num_failed: Number of failed lock calls. This includes database locks and record locks.

total_calls: Number of req_call messages processed from clients. This number should be same as client
--> req_call.

pending_calls: Number of req_call messages which are currently being processed. This number
indicates the number of record migrations in flight.

childwrite_calls: Number of record update calls. Record update calls are used to update a record
under a transaction.

pending_childwrite_calls: Number of record update calls currently active.

memory_used: The amount of memory in bytes currently used by CTDB using talloc. This includes all
the memory used for CTDBA s internal data structures. This does not include the memory mapped
TDB databases.

max_hop_count: The maximum number of hops required for a record migration request to obtain the
record. High numbers indicate record contention.

total_ro_delegations: Number of read-only delegations created.

total_ro_revokes: Number of read-only delegations that were revoked. The difference between
total_ro_revokes and total_ro_delegations gives the number of currently active read-only delegations.
hop_count_buckets: Distribution of migration requests based on hop counts values.

lock_buckets: Distribution of record lock requests based on time required to obtain locks. Buckets are <
Ims, < 10ms, < 100ms, < 1s, < 2s, < 4s, < 8s, < 16s, < 32s, < 64s, > 64s.

locks_latency: The minimum, the average and the maximum time (in seconds) required to obtain
record locks.

reclock_ctdbd: The minimum, the average and the maximum time (in seconds) required to check if
recovery lock is still held by recovery daemon when recovery mode is changed. This check is done in
ctdb daemon.

reclock_recd: The minimum, the average and the maximum time (in seconds) required to check if
recovery lock is still held by recovery daemon during recovery. This check is done in recovery daemon.

call_latency: The minimum, the average and the maximum time (in seconds) required to process a
REQ_CALL message from client. This includes the time required to migrate a record from remote node,
if the record is not available on the local node.
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childwrite_latency: The minimum, the average and the maximum time (in seconds) required to update
records under a transaction.

Cross protocol metrics:

The following section lists all the cross protocol metrics::

nfs_iorate_read_perc: nfs_read_ops/(op_count+nfs_read_ops)
nfs_iorate_read_perc_exports: 1.0*nfs_read_ops/(op_count+nfs_read_ops)
nfs_iorate_write_perc: nfs_write_ops/(write | op_count+nfs_write_ops)
nfs_iorate_write_perc_exports: 1.0*nfs_write_ops/(op_count+nfs_write_ops)
nfs_read_throughput_perc: nfs_read/(read | op_outbytes+nfs_read)
nfs_write_throughput_perc: nfs_write/(write | op_outbytes+nfs_write)
smb_iorate_read_perc: op_count/(op_count+nfs_read_ops)
smb_iorate_write_perc: op_count/(op_count+nfs_write_ops)
smb_latency_read: read | op_time/read | op_count

smb_latency_write: write | op_time/write | op_count
smb_read_throughput_perc: read | op_outbytes/(read | op_outbytes+nfs_read)
smb_total_cnt: write | op_count+close | op_count

smb_tp: op_inbytes+op_outbytes

smb_write_throughput_perc: write | op_outbytes/(write | op_outbytes+nfs_write)
total_read_throughput: nfs_read+read | op_outbytes

total_write_throughput: nfs_write+write | op_inbytes

Cloud services metrics:

The following section lists all the metrics for Cloud services:

Cloud services

mcs_total_bytes: Total number of bytes uploaded to or downloaded from the cloud storage tier.
mcs_total_requests: Total number of migration, recall, or remove requests.
mcs_total_request_time: Time (in second) taken for all migration, recall, or remove requests.
mcs_total_failed_requests: Total number of failed migration, recall, or remove requests.

mcs_total_failed_requests_time: The total time (msec) spent in failed migration, recall, or remove
requests.

mcs_total_persisted_bytes: The total number of transferred bytes that are successfully persisted on the
cloud provider. This is used for both migrate and recall operations.

mcs_total_retried_operations: The total number of retry PUT operations. This is used for both migrate
and recall operations.

mcs_total_operation_errors: The total number of erroneous PUT/GET operations based on the
operation specified in the mcs_operation key.

mcs_total_successful_operations: The total number of successful PUT/GET operations for both data
and metadata.

mcs_total_operation_time: The total time taken (msec) for PUT /GET operations for both data and
metadata.

mcs_total_persisted_time: For PUT, the total time taken (msec) for transferring and persisting the bytes
on the cloud provider. For GET, the total time taken (msec) for downloading and persisting the bytes
on the file system.

mcs_total_failed_operations: The total number of failed PUT/GET operations.

mcs_total_operation_errors_time: The total time taken (msec) for erroneous PUT /GET operations.
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mcs_total_persisted_parts:The total number of transferred parts persisted successfully on the cloud
provider in case of multipart upload.

mcs_total_parts: The total number of parts transferred to the cloud provider in case of multipart
upload.

tct_fset_total_bytes: Total number of bytes uploaded to or downloaded from the cloud storage tier
with respect to a fileset.

tct_fset_total_successful_operations: The total number of successful PUT/GET operations for both data
and metadata with respect to a fileset.

tct_fset_total_operation_time: The total time taken (msec) for PUT /GET operations for both data and
metadata with respect to a fileset.

tct_fset_total_persisted_bytes: The total number of transferred bytes from a fileset that are successfully
persisted on the cloud provider. This is used for both migrate and recall operations.

tct_fset_total_persisted_time:For PUT, the total time taken (msec) for transferring and persisting the
bytes on the cloud provider. For GET, the total time taken (msec) for downloading and persisting the
bytes on the fileset.

tct_fset_total_retried_operations: The total number of retry PUT operations with respect to a fileset.
This is used for both migrate and recall operations.

tct_fset_total_failed_operations: The total number of failed PUT/GET operations with respect to a
fileset.

tct_fset_total_operation_errors: The total number of erroneous PUT/GET operations with respect to a
fileset based on the operation specified in the mcs_operation key

tct_fset_total_operation_errors_time: The total time taken (msec) for erroneous PUT /GET operations
with respect to a fileset.

tct_fset_total_persisted_parts: The total number of transferred parts (from a fileset) persisted
successfully on the cloud provider in case of multipart upload.

tct_fset_total_parts: The total number of parts transferred to the cloud provider from a fileset in case of
a multipart upload.

tct_fset_csap_used: Total number of bytes used by a fileset for a specific CSAP.
tct_fset_total_requests: Total number of migration, recall, or remove requests with respect to a fileset.

tct_fset_total_request_time: Time (in second) taken for all migration, recall, or remove requests with
respect to a fileset.

tct_fset_total_failed_requests: Total number of failed migration, recall, or remove requests with respect
to a fileset.

tct_fset_total_failed_requests_time: The total time (msec) spent in failed migration, recall, or remove
requests with respect to a fileset.

tct_fset_total_blob_time: The total blob time on the fileset.

tct_fs_total_successful_operations: The total number of successful PUT/GET operations for both data
and metadata with respect to a file system.

tct_fs_total_operation_time: The total time taken (msec) for PUT /GET operations for both data and
metadata with respect to a file system.

tct_fs_total_persisted_bytes: The total number of transferred bytes from a file system that are
successfully persisted on the cloud provider. This is used for both migrate and recall operations.
tct_fs_total_persisted_time:For PUT, the total time taken (msec) for transferring and persisting the
bytes on the cloud provider. For GET, the total time taken (msec) for downloading and persisting the
bytes on the file system.

tct_fs_total_retried_operations: The total number of retry PUT operations with respect to a file system.
This is used for both migrate and recall operations.

tct_fs_total_failed_operations: The total number of failed PUT/GET operations with respect to a file
system.
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tct_fs_total_operation_errors: The total number of erroneous PUT/GET operations with respect to a
file system based on the operation specified in the mcs_operation key

tct_fs_total_operation_errors_time: The total time taken (msec) for erroneous PUT /GET operations
with respect to a file system.

tct_fs_total_persisted_parts: The total number of transferred parts (from a file system) persisted
successfully on the cloud provider in case of multipart upload.

tct_fs_total_parts: The total number of parts transferred to the cloud provider from a file system in
case of a multipart upload.

tct_fs_csap_used: Total number of bytes used by a file system for a specific CSAP.

tct_fs_total_requests: Total number of migration, recall, or remove requests with respect to a file
system.

tct_fs_total_request_time: Time (in second) taken for all migration, recall, or remove requests with
respect to a file system.

tct_fs_total_failed_requests: Total number of failed migration, recall, or remove requests with respect

to a file system.

tct_fs_total_failed_requests_time: The total time (msec) spent in failed migration, recall, or remove
requests with respect to a file system.

tct_fs_total_blob_time: The total blob time on the file system.

Performance monitoring for object metrics
The mmperfmon command can be used to obtain object metrics information. Ensure that pmswi ft is
configured and the object sensors are added to measure the object metrics.

The mmperfmon command is enhanced to calculate and print the sum, average, count, minimum, and

maximum of metric data for object queries. The following command can be used to display metric data

for object queries:

mmperfmon query NamedQuery [StartTime EndTime]

Currently, the calculation of the sum, average, count, minimum, and maximum is only applicable for the
following object metrics:

account_ HEAD_time
account_GET_time
account_PUT_time
account_POST_time
account_DEL_time
container_ HEAD_time
container_GET_time
container_ PUT_time
container_POST_time
container DEL_time
object_ HEAD_time
object_GET_time
object_ PUT_time
object_POST_time
object_DEL_time
proxy_account_latency
proxy_container_latency
proxy_object_latency
proxy_account_GET_time
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proxy_account_GET_bytes
proxy_account HEAD_time
proxy_account HEAD_bytes
proxy_account_POST_time
proxy_account_POST_bytes
proxy_container_GET_time
proxy_container_GET_bytes
proxy_container_ HEAD_time

proxy_container HEAD_bytes

proxy_container_POST_time

proxy_container_POST_bytes

proxy_container PUT_time
poxy_container PUT_bytes
proxy_container_PUT_time
proxy_container_PUT_bytes
proxy_container_DEL_time
proxy_container_DEL_bytes
proxy_object_GET_time
proxy_object_GET_bytes
proxy_object HEAD_time
proxy_object HEAD_bytes
proxy_object_POST_time
proxy_object_POST_bytes
proxy_object_PUT_time
proxy_object_PUT_bytes
proxy_object_PUT_time
proxy_object_PUT_bytes
proxy_object_DEL_time
proxy_object_DEL_bytes
proxy_object_POST_time
proxy_object_POST_bytes

To run a objObj query for object metrics, issue the following command. This command calculates and

prints the sum, average, count, minimum, and maximum of metric data for the object objObj for all the
metrics mentioned above.
mmperfmon query objObj 2016-09-28-09:56:39 2016-09-28-09:56:43

O OoONOOOTH WN =
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clusterl.ibm.com|SwiftObject
clusterl.ibm.com|SwiftObject
clusterl.ibm.com|SwiftObject
clusterl.ibm.com|SwiftObject
clusterl.ibm.com|SwiftObject
clusterl.ibm.com|SwiftObject
clusterl.ibm.com|SwiftObject
clusterl.ibm.com|SwiftObject

: clusterl.ibm.com|SwiftObject
: clusterl.ibm.com|SwiftObject
: clusterl.ibm.com|SwiftObject

: clusterl.ibm.com|SwiftObject

: clusterl.ibm.com|SwiftObject|object_auditor_time

object_expirer_time
object_replication_partition_delete_time
object_replication_partition_update_time
object DEL_time

object_DEL _err_time

object GET_time

object_GET_err_time

object_HEAD_time

object_HEAD_err_time

object_POST_time

object_POST_err_time

object_PUT_time
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14: clusterl.ibm.com|SwiftObject|object PUT err_time

15: clusterl.ibm.com|SwiftObject|object_REPLICATE_time

16: clusterl.ibm.com|SwiftObject|object REPLICATE err_ time
17: clusterl.ibm.com|SwiftObject|object_updater_time

Row object_auditor_time object_expirer_time object_replication_partition_delete_time

object_replication_partition_update_time object DEL_time object DEL_err_time

object GET time object GET err_time object HEAD time object HEAD err_time object POST_time

object_POST_err_time object_PUT_time object_PUT_ err_time object_REPLICATE_time

object REPLICATE err_time object updater time

1 2016-09-28 09:56:39 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000
0.855923 0.000000 0.000000 0.000000 45.337915 0.000000 0.000000 0.000000 0.000000

2 2016-09-28 09:56:40 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000
0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000

3 2016-09-28 09:56:41 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000
0.931925 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000

4 2016-09-28 09:56:42 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000
0.855923 0.000000 0.000000 0.000000 516.280890 0.000000 0.000000 0.000000 0.000000

object DEL_total_time
object_GET_total_time
object HEAD total time
object_POST_max_time
object_HEAD max_time
object_GET_avg_time
object_PUT_avg_time
object HEAD avg_time
object_POST_time_count
object HEAD time_count
object_DEL_min_time
object_GET_min_time
object_HEAD_min_time

Enabling protocol

= 0.0 object PUT total_time = 561.618805
= 0.0 object_POST_total_time = 0.0

= 1.786948 object PUT max_time = 516.28089
= 0.0 object_GET_max_time = 0.0

= 0.931025 object DEL max_time = 0.0

= 0.0 object_DEL_avg_time = 0.0

= 280.809402 object_POST_avg_time = 0.0

= 0.893474 object DEL time_count = 0.0

=0 object_PUT_time_count = 2

=2 object GET time count = 0

= 0.0 object_PUT_min_time = 45.337915
=0.0 object_POST _min_time = 0.0

= 0.855923

metrics

The type of information that is collected for NFS, SMB and Object protocols are configurable. This section
describes the location of the configuration data for these protocols.

Configuration information for SMB and NFS in the ZimonSensors.cfg file references the sensor definition
files in the /opt/IBM/zimon folder. For example:

» The CTDBDBStats.cfg file is referred in:
{ name = "CTDBDBStats"

period = 1

type = "Generic"

» The CTDBStats.cfq file is referred in:
{ name = "CTDBStats"

period =1

type = "Generic"

B

* The NFSI0.cfg file is referred in:

{

# NFS Ganesha statistics
name = "NFSIO"

period = 1

type = "Generic"

bs

* The SMBGlobalStats.cfg file is referred in:
{ name = "SMBGlobalStats"

period = 1

type = "Generic"

» The SMBStats.cfqg file is referred in:
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{ name = "SMBStats"
period =1
type = "Generic"

b

At the time of installation, the object metrics proxy is configured to start by default on each Object
protocol node.

The object metrics proxy server, pmswiftd is controlled by the corresponding service script called
pmswiftd, located at /etc/rc.d/init.d/pmswiftd.service. You can start and stop the pmswiftd service
script using the systemctl start pmswiftd and systemctl stop pmswiftd commands respectively. You
can also view the status of the pmswiftd service script by using the systemct1 status pmswiftd
command.

In a system restart, the object metrics proxy server restarts automatically. In case of a failover, the server

will start automatically. If for some reason this does not occur, the server must be started manually using
the systemctl start pmswiftd command.

Starting and stopping the performance monitoring tool

You can start and stop the performance monitoring tool using the following commands:

Starting the performance monitoring tool

Use the systemct] start pmsensors command to start performance monitoring on a node.

Use the systemctl start pmcollector command on a node that has the collector.

Stopping the performance monitoring tool

Use the systemct1 stop pmsensors command to stop sensor service on all nodes where active.

Use the systemct1 stop pmcollector command to stop collector service on nodes where GUI is installed.
Note:

The systemctl commands only work for systems that use systemd scripts. On systems that use sysv

initialization scripts, you must use the service pmsensors and service pmcollector commands instead of
the systemct]l commands.

Restarting the performance monitoring tool

If the pmsensors or pmcollector package is upgraded, the corresponding daemon is stopped and needs to
be started again.

To start the sensor on a particular node, use the systemctl start pmsensors command. To start the
collector, use the systemctl start pmcollector command.

If the ZIMonCoTlTlector.cfg file is changed, the pmsensors service on that node needs to be restarted with
systemctl restart pmcollector command.

With manual configuration, if the ZIMonSensors.cfg file is changed, the pmsensors service on that node
needs to be restarted using the systemctl restart pmsensors command. No action is necessary for IBM
Spectrum Scale managed sensor configuration.

To restart the collector, use the systemctl restart pmcollector command.

Note:
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This command only works for systems that use systemd scripts. On systems that use sysv initialization
scripts, you must use the service pmsensors and service pmcollector command instead of the
systemctl command.

For information on restarting the sensors and collectors for Transparent cloud tiering, see Integrating
Transparent Cloud Tiering metrics with performance monitoring tool in IBM Spectrum Scale: Administration
Guide.

Configuring the metrics to collect performance data

For performance reasons, the performance monitoring tool by default does not collect all the available
metrics. You can add other metrics to focus on particular performance problems.

For the available metrics, see [“List of performance metrics” on page 50

For information on sensor configuration, see [‘Configuring the sensor” on page 44

Viewing and analyzing the performance data

The performance monitoring tool allows you to view the metrics associated with GPFS and the associated
protocols, get a graphical representation of the status and trends of the key performance indicators, and
analyze IBM Spectrum Scale performance problems.

You can view and analyze the performance monitoring data using the following methods:
* Using the mmperfmon command.
+ Using an open source visualization tool called Grafana.

Note: You may also monitor the performance through IBM Spectrum Scale GUI. For more information on
using the IBM Spectrum Scale GUI for performance monitoring, see [“Performance monitoring using IBM|
Bpectrum Scale GUI” on page 85] The performance data that is available with mmperfmon query, GUI or
any other visualization tool depends on the which sensors are installed and enabled. This can be
determined by looking at the sensor configuration. For more information on sensor configuration, see the
Configuring the sensor section in the IBM Spectrum Scale: Problem Determination Guide.

Viewing performance data with mmperfmon

To view the metrics associated with GPFS and the associated protocols, run the mmperfimon command with
the query option. You can also use the mmperfmon command with the query option to detect performance
issues and problems. You can collect metrics for all nodes or for a particular node.

* Problem: System slowing down

Use mmperfmon query compareNodes cpu_user or mmperfmon query compareNodes cpu_system command
to compare CPU metrics for all the nodes in your system.

1. Check if there is a node that has a significantly higher CPU utilization for the entire time period. If
so, see if this trend continues. You might need to investigate further on this node.

2. Check if there is a node that has significantly lower CPU utilization over the entire period. If so,
check if that node has a health problem.

3. Use mmperfmon query compareNodes protocolThroughput to look at the throughput for each of the
nodes for the different protocols.

Note: Note that the metrics of each individual protocol cannot always include exact I/O figures.

4. Use mmperfmon query compareNodes protocolIORate to look at the I/O performance for each of the
nodes in your system.

* Problem: A particular node is causing problems
Use mmperfmon query usage to show the CPU, memory, storage, and network usage.
* Problem: A particular protocol is causing problems
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Use mmperfmon query to investigate problems with your specific protocol. You can compare cross-node
metrics using mmperfmon query compareNodes.

For example, mmperfmon query compareNodes nfs_read_ops.

Compare the NFS read operations on all the nodes that are using NFS. By comparing the different NFS
metrics, you can identify which node is causing the problems. The problem might either manifest itself
as running with much higher values than the other nodes, or much lower (depending on the issue)
when considered over several buckets of time.

Problem: A particular protocol is causing problems on a particular node.

Use mmperfmon query on the particular node to look deeper into the protocol performance on that
node.

For example, if there is a problem with NFS:

— mmperfmon query nfsIOlatency - To get details of the nfsIOlatency.

— mmperfmon query nfsIOrate - To get details of the NFS I/O rate.

— mmperfmon query nfsThroughput - To get details of the NFS throughput.

For more information on mmperfmon, see mmperform in IBM Spectrum Scale: Command and Programming
Reference

List of queries:

You can make the following predefined queries with query option of the mmperfmon command.

General and network

usage: Retrieves details about the CPU, memory, storage and network usage
cpu: Retrieves details of the CPU utilization in system and user space, and context switches.
netDetails: Retrieves details about the network.

NetErrors: Retrieves details about network problems, such as collisions, drops, and errors, for all
available networks.

compareNodes: Compares a single metric across all nodes running sensors

GPFS

GPFS metric queries gives an overall view of the GPFS without considering the protocols.

gpfsCRUDopsLatency: Retrieves information about the GPFS CRUD operations latency

gpfsFSWaits: Retrieves information on the maximum waits for read and write operations for all file
systems.

gpfsNSDWaits: Retrieves information on the maximum waits for read and write operations for all disks.
gpfsNumberOperations: Retrieves the number of operations to the GPFS file system.
gpfsVFSOpCounts: Retrieves VES operation counts.

Cross protocol

These queries retrieve information after comparing metrics between different protocols on a particular
node.
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protocolI0Latency: Compares latency per protocol (SMB, NFS, Object).
protocolIORate: Retrieves the percentage of total I/O rate per protocol (SMB, NFS, Object).
protocolThroughput: Retrieves the percentage of total throughput per protocol (SMB, NFS, Object).
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NFS

These queries retrieve metrics associated with the NFS protocol.

nfsIOLatency: Retrieves the NFS I/O Latency in nanoseconds.
nfsIORate: Retrieves the NFS I/O operations per second (NFS IOPS).
nfsThroughput: Retrieves the NFS Throughput in bytes per second.

nfsErrors: Retrieves the NFS error count for read and write operations.

nfsQueue: Retrieves the NFS read and write queue latency in nanoseconds.

nfsThroughputPerOp: Retrieves the NFS read and write throughput per op in bytes

Object

objAcc: Details on the Object Account performance

Retrieved metrics:

account_auditor_time
account_reaper_time
account_replicator_time
account_DEL_time
account_DEL_err_time
account_GET_time
account_GET_err_time
account_HEAD_time
account_HEAD_err_time
account_POST_time
account_POST_err_time
account_PUT_time
account_PUT_err_time
account_REPLICATE_time
account_REPLICATE_err_time

objCon: Details on the Object Container performance

Retrieved metrics:

container_auditor_time
container_replicator_time
container_DEL_time
container_DEL_err_time
container_GET_time
container_GET_err_time
container_HEAD time
container_HEAD_err_time
container_POST_time
container_POST_err_time
container_PUT_time
container_PUT_err_time
container_REPLICATE_time
container_REPLICATE_err_time
container_sync_deletes_time
container_sync_puts_time
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container_updater_time

* 0bjObj: Details on the Object performance

Retrieved metrics:

object_auditor_time

object_expirer_time
object_replicator_partition_delete_time
object_replicator_partition_update_time
object_DEL_time

object DEL_err_time

object_GET_time

object_GET_err_time

object_HEAD_time

object_HEAD_err_time

object_POST_time

object POST err_time

object_PUT_time

object_PUT_err_time

object REPLICATE err_time
object_REPLICATE_time
object_updater_time

* objPro: Details on the Object Proxy performance

Retrieved metrics:
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proxy_account_latency
proxy_container_latency
proxy_object_latency
proxy_account_GET_time
proxy_account_GET_bytes
proxy_account_HEAD_time
proxy_account_HEAD bytes
proxy_account_POST_time
proxy_account_POST_bytes
proxy_container_DEL_time
proxy_container_DEL_bytes
proxy_container_GET_time
proxy_container_GET_bytes
proxy_container_HEAD_time
proxy_container_HEAD_ bytes
proxy_container_POST_time
proxy_container_POST_bytes
proxy_container_PUT_time
proxy_container_PUT_bytes
proxy_object DEL_time
proxy_object_DEL_bytes
proxy_object_ GET_time
proxy_object GET_bytes

IBM Spectrum Scale 4.2.3: Problem Determination Guide



— proxy_object HEAD time
— proxy_object_HEAD_bytes
— proxy_object POST_time
— proxy_object POST bytes
— proxy_object PUT_time
— proxy_object_PUT_bytes
objAcclIO: Information on the Object Account IO rate
Retrieved metrics:

— account_GET_time

— account_GET_err_time

— account_HEAD_time

— account_HEAD_err_time
— account_POST_time

— account_POST_err_time
— account_PUT_time

— account_PUT_err_time

objConlI0: Information on the Object Container IO rate

Retrieved metrics:

— container_GET_time

— container_GET_err_time

— container_HEAD_time

— container_HEAD_err_time
— container_POST_time

— container_POST_err_time
— container_PUT_time

— container_PUT_err_time
0bjObjI0: Information on the Object Object IO rate
Retrieved metrics:

— object_GET time

— object_GET_err_time

— object_HEAD_time

— object_HEAD_err_time

— object_POST_time

— object_POST_err_time

— object_PUT_time

— object_PUT_err_time
objProI0: Information on the Object Proxy IO rate
Retrieved metrics:

— proxy_account_GET_time

— proxy_account_GET bytes
— proxy_container_GET_time
— proxy_container_GET_bytes
— proxy_container_PUT_time
— proxy_container_PUT_bytes
— proxy_object GET_time
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— proxy_object GET_bytes
— proxy_object_PUT_time
— proxy_object_PUT_bytes
* objAccThroughput: Information on the Object Account Throughput
Retrieved metrics:
— account_GET_time
— account_PUT_time
* objConThroughput: Information on the Object Container Throughput
Retrieved metrics:
— container_GET_time
— container_PUT_time
* objObjThroughput: Information on the Object Throughput
Retrieved metrics:
— object_GET_time
— object_PUT time
* objProThroughput: Information on the Object Proxy Throughput
Retrieved metrics:
— proxy_account_GET_time
— proxy_account_GET_bytes
— proxy_container_GET_time
— proxy_container_GET_bytes
— proxy_container_PUT_time
— proxy_container_PUT_bytes
— proxy_object GET_time
— proxy_object GET_bytes
— proxy_object_PUT_time
— proxy_object_PUT_bytes
* objAcclatency: Information on the Object Account Latency
Retrieved metric:
— proxy_account_latency
* objConLatency: Information on the Object Container Latency
Retrieved metric:
— proxy_container_latency
* objObjLatency: Information on the Object Latency
Retrieved metric:

— proxy_object_latency
SMB

These queries retrieve metrics associated with SMB.

» smbh2I0Latency: Retrieves the SMB2 I/O latencies per bucket size (default 1 sec).

* smb2I0Rate: Retrieves the SMB2 I/O rate in number of operations per bucket size (default 1 sec).

* smb2Throughput: Retrieves the SMB2 Throughput in bytes per bucket size (default 1 sec).

* smb2Writes : Retrieves count, # of idle calls, bytes in and out, and operation time for SMB2 writes.
» smbhConnections: - Retrieves the number of SMB connections.
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CTDB

These queries retrieve metrics associated with CTDB.

+ ctdbCalllLatency: Retrieves information on the CTDB call latency.

* ctdbHopCountDetails: Retrieves information on the CTDB hop count buckets 0 to 5 for one database.

* ctdbHopCounts :Retrieves information on the CTDB hop counts (bucket 00 = 1-3 hops) for all databases.

Using IBM Spectrum Scale performance monitoring bridge with Grafana

The IBM Spectrum Scale performance monitoring bridge is a stand-alone Python application, which uses
Grafana to display performance data. Grafana is an open source tool for visualizing time series and
application metrics. It provides a powerful platform to create, explore, and share dashboards and data. .

IBM Spectrum Scale performance monitoring bridge could be used for exploring the performance data on
Grafana dashboards. The IBM Spectrum Scale performance monitoring bridge emulates an openTSDB
API, which is used by Grafana to set up and populate the graphs. The metadata received from IBM
Spectrum Scale is used to create the Grafana graphs, and the data from IBM Spectrum Scale is used to
populate these graphs. Two version of the IBM Spectrum Scale performance monitoring bridge are now
available. You can download the latest version of the IBM Spectrum Scale performance monitoring bridge
from the [Prerequisite and Download| page. For more information on the new version of the bridge, see
['New features of the IBM Spectrum Scale performance monitoring bridge version 2"

Grafana

“openTSDB” API

PM Query API

IBM Spectrum Scale
pmcollector

pmsensors pmsensors pmsensors

bl1ins093

Figure 2. IBM Spectrum Scale integration framework for Grafana

Attention: The IBM Spectrum Scale performance monitoring bridge is a separate-componentand-not a
art of the IBM Spectrum Scale standard package. It can be downloaded from |IBM developerWorks

Wiki} For more information on the Grafana software, see

New features of the IBM Spectrum Scale performance monitoring bridge version 2

The IBM Spectrum Scale performance monitoring bridge version 2 has the following features:
* The IBM Spectrum Scale performance monitoring bridge version 2 is Python3 compatible.
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* The bridge query format is now compatible with the OpenTSDB API versions 2.2 and 2.3 that are
necessary for using Grafana’s Nested Templating feature. For more information about nested
templating, see (Grafana's Nested Templating]

* The IBM Spectrum Scale performance monitoring bridge version 2 supports Grafana version 4.2.0 and
above.

* HTTPS(SSL) connection support via port 8443 is now available. For more information, see |ﬁ ow to|
lsetup HTTPS(SSL) connection for the IBM Spectrum Scale Performance Monitoring Bridge]

* The IBM Spectrum Scale performance monitoring bridge version 2 has a built-in logging mechanism.
For more information on the built in logging mechanism, see [Deep-Dive Error Analysis} For
information on other troubleshooting tips and the Chrome Dev Tools options, see the [Problem|
[Determination Guide]

+ New dashboard examples can be downloaded and imported from the|Advanced Dashboards set|
package.

Note: Check the page, or the README. txt file from the download package for a complete list
of new features, changes, and bug fixes. For information about prerequisites to download the IBM
Spectrum Scale performance monitoring bridge, see the [Prerequisite and Download| page.

Setting up IBM Spectrum Scale performance monitoring bridge for Grafana:
Follow these steps to set up the IBM Spectrum Scale performance monitoring bridge for Grafana.

The IBM Spectrum Scale system must run version 4.2.2 or above. Run the mmlsconfig command to view
the current configuration of a GPFS cluster.

All the graphical charts that are displayed in Grafana are developed based on the performance data
collected by the IBM Spectrum Scale performance monitoring tool. The performance monitoring tool
packages are included in the IBM Spectrum Scale self-extracting package and get installed automatically
during the IBM Spectrum Scale installation with the installation toolkit.

If you did not use the installation toolkit or disabled the performance monitoring installation during your
system setup, install the performance monitoring tool manually. For more information on manually
installing the performance monitoring tool, see Manually installing the Performance Monitoring tool in the
IBM Spectrum Scale: Concepts, Planning, and Installation Guide

1. Verify that Python and CherryPy are installed on the IBM Spectrum Scale system.

IBM Spectrum Scale Performance Monitoring Bridge is a stand-alone Python application and requires
Python 2.7 or above to function properly. CherryPy is an object-oriented HTTP framework in Python,
with flexible configurations.

In order to work, the bridge needs constant access to a pmcollector. To prevent the additional network
traffic, install and run the bridge code directly on a pmcollector node. In a multi-collector
environment, there is no need to run the bridge on each pmcollector node separately, if they are
configured in federated mode. The federation mode allows collectors to connect and collaborate with
their peer collectors. If the peers are specified, any query for measurement data must be directed to
any of the collectors listed in the peer definition. The chosen collector collects and assembles a
response based on all relevant data from all the collectors. For more information on the performance
monitoring tool, see Performance Monitoring tool overview in IBM Spectrum Scale: Administration Guide

Note: Python and CherryPy must be downloaded for the bridge to work properly. CherryPy is not
installed on any GPFS™ cluster node by default. The easiest way to set up CherryPy is described in
the ReadMe file available with any CherryPy installation package. The IBM Spectrum Scale
performance monitoring bridge version 1 and version 2 require different versions of Python and
CherryPy to work properly. For information on the versions of Python and CherryPy needed for the
bridge to work, see the [Prerequisite and Download| page.

2. Set up IBM Spectrum Scale performance monitoring bridge:
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a. Issue the following command on the pmcollector node to download and unpack the
zimonGrafanalnt.tar file. The zimonGrafanalnt.tar file can be downloaded from

# tar xf zimonGrafanalntf.tar

b. Issue the following command to run the bridge application from the directory zimonGrafanaIntf
start:

# python zimonGrafanalntf.py —s < pmcollector host>

c. If the bridge did establish the connection to the specified pmcollector and the initialization of the
metadata was performed successfully, the following message is displayed at the end of line:
server starting
Otherwise, check the zserver.log stored in the zimonGrafanalntf directory. Additionally, issue the
following command to check that the pmcollector service is running properly:

# systemct] status pmcollector

3. Install Grafana version 2.6.1 or later.
Note:

It is recommended to deploy Grafana 3.0.4 or later version. Download the Grafana source package
from and install according to given instructions. Before you start Grafana for the first time,
check the configuration options in |Grafana configuration| for port settings. Start the Grafana server as
described on the Grafana configuration pages.

If you want to use an earlier version of Grafana (earlier than 3.0.4), the dashboard configuration
described in the next step cannot be used.

4. Add the IBM Spectrum Scale bridge as a Data Source option to Grafana.
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Figure 3. Adding IBM Spectrum Scale monitoring bridge as a data source

Click the Grafana icon on the upper left corner to view the main menu.
Select Data Sources to navigate to the data source list page.

Click Add New in the navigation bar.

Complete the configuration details for the OpenTSDB data source.

aoop

Note:

IBM Spectrum Scale bridge listens on port 4242, and the millisecond option is not supported for
Resolution.

e. Click Save & Test to ensure that the system is configured correctly.

Note: IBM Spectrum Scale performance monitoring bridge version 2 includes HTTPS(SSL) connection
support via port 8443. For more information, see [How to setup HTTPS(SSL) connection for the IBM|
[Spectrum Scale Performance Monitoring Bridgel
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Performance monitoring using IBM Spectrum Scale GUI

The IBM Spectrum Scale GUI provides a graphical representation of the status and historical trends of the
key performance indicators. This helps the users to make decisions easily without wasting time.

The following table lists the performance monitoring options that are available in the IBM Spectrum Scale

GUL

Table 25. Performance monitoring options available in IBM Spectrum Scale GUI

Option

Function

Monitoring > Statistics

Displays performance of system resources and file and
object storage in various performance charts. You can
select the required charts and monitor the performance
based on the filter criteria.

The pre-defined performance widgets and metrics help
in investigating every node or any particular node that is
collecting the metrics.

Monitoring > Dashboards

Provides an easy to read and real-time user interface that
shows a graphical representation of the status and
historical trends of key performance indicators. This
helps the users to make decisions easily without wasting
time.

Monitoring > Nodes

Provides an easy way to monitor the performance, health
status, and configuration aspects of all available nodes in
the IBM Spectrum Scale cluster.

Files > File Systems

Provides a detailed view of the performance and health
aspects of file systems.

Files > Filesets

Provides a detailed view of the fileset performance.

Storage > Pools

Provides a detailed view of the performance and health
aspects of storage pools.

Storage > NSDs

Provides a detailed view of the performance and health
aspects of individual NSDs.

Files > Transparent Cloud Tiering

Provides insight into health, performance and
configuration of the transparent cloud tiering service.

Files > Active File Management

Provides a detailed view of the configuration,
performance, and health status of AFM cache
relationship, AFM disaster recovery (AFMDR)
relationship, and gateway nodes.

The Statistics page is used for selecting the attributes based on which the performance of the system
needs to be monitored and comparing the performance based on the selected metrics. You can also mark
charts as favorite charts and these charts become available for selection when you add widgets in the
dashboard. You can display only two charts at a time in the Statistics page.

Favorite charts that are defined in the Statistics page and the predefined charts are available for selection

in the Dashboard.

You can configure the system to monitor the performance of the following functional areas in the system:

* Network

* System resources

¢ NSD server

* IBM Spectrum Scale client
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* NFS

* SMB

* Object

+ CTDB

* Transparent cloud tiering. This option is available only when the cluster is configured to work with the
transparent cloud tiering service.

* Waiters

+ AFM

Note: The functional areas such as NFS, SMB, Object, CTDB, and Transparent cloud tiering are available
only if the feature is enabled in the system.

The performance and capacity data are collected with the help of the following two components:

* Sensor: The sensors are placed on all the nodes and they share the data with the collector. The sensors
run on any node that is required to collect metrics. Sensors are started by default only on the protocol
nodes.

* Collector: Collects data from the sensors. The metric collector runs on a single node and gathers
metrics from all the nodes that are running the associated sensors. The metrics are stored in a database
on the collector node. The collector ensures aggregation of data once data gets older. The collector can
run on any node in the system. By default, the collector runs on the management node. You can
configure multiple collectors in the system. To configure performance monitoring through GUI, it is
mandatory to configure a collector on each GUI node.

The following picture provides a graphical representation of the performance monitoring configuration
for GUL

aITaTe
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(Sensor Unit j [Sensor Unit j

s

Sensor Unit

Sensor units periodically push
performance metrics to
back-end collectors

GUI 1 GUI 2

bl1adv006

Figure 4. Performance monitoring configuration for GUI

The mmperfmon command can be used to query performance data through CLI, and configure the
performance data collection. The GUI displays a subset of the available metrics.

Configuring performance monitoring options in GUI

You need to configure and enable the performance monitoring for GUI to view the performance data in
the GUIL.
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Enabling performance tools in management GUI

You need to enable performance tools in the management GUI to display performance data in the
management GUI. For more information on how to enable performance tools in GUI, see Enabling
performance tools in management GUI section in the IBM Spectrum Scale: Administration Guide.

Verifying sensor and collector configurations

Do the following to verify whether collectors are working properly:

1. Issue systemctl status pmcollector on the GUI node to confirm that the collector is running. Start
collector it if it is not started already.

2. If you cannot start the service, verify the log file that is located at the following location to fix the
issue: /var/log/zimon/ZIMonCollector.log.

3. Use a sample CLI query to test if data collection works properly. For example:

mmperfmon query cpu_user

Do the following to verify whether sensors are working properly:

1. Confirm that the sensor is configured correctly by issuing the mmperfmon config show command. This

command lists the content of the sensor configuration that is located at the following location:
/opt/IBM/zimon/ZIMonSensors.cfg. The configuration must point to the node where the collector is
running and all the expected sensors must be enabled. An enabled sensor has a period greater than
in the same config file.

2. Issue systemct] status pmsensors to verify the status of the sensors.

0

Configuring performance metrics and display options in the Statistics

page of the GUI

Use the Monitoring > Statistics page to monitor the performance of system resources and file and object
storage. Performance of the system can be monitored by using various pre-defined charts. You can select

the required charts and monitor the performance based on the filter criteria.

The pre-defined performance charts and metrics help in investigating every node or any particular node
that is collecting the metrics. The following figure shows various configuration options that are available

in the Statistics page of the management GUL
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Figure 5. Statistics page in the IBM Spectrum Scale management GUI

You can select pre-defined charts that are available for selection from pre-defined chart list. You can
display up to two charts at a time.

Display options in performance charts

The charting section displays the performance details based on various aspects. The GUI provides a rich
set of controls to view performance charts. You can use these controls to perform the following actions on
the charts that are displayed on the page:

* Zoom the chart by using the mouse wheel or resizing the timeline control. Y-axis can be automatically
adjusted during zooming.

* Click and drag the chart or the timeline control at the bottom. Y-axis can be automatically adjusted
during panning.

* Compare charts side by side. You can synchronize y-axis and bind x-axis. To modify the x and y axes
of the chart, click the configuration symbol next to the title Statistics and select the required options.

* Link the timelines of the two charts together by using the display options that are available.

* The Dashboard helps to access all single graph charts, which are either predefined or custom created
favorites.

Selecting performance and capacity metrics
To monitor the performance of the system, you need to select the appropriate metrics to be displayed in

the performance charts. Metrics are grouped under the combination of resource types and aggregation
levels. The resource types determine the area from which the data is taken to create the performance
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analysis and aggregation level determines the level at which the data is aggregated. The aggregation

levels that are available for selection varies based on the resource type.

Sensors are configured against each resource type. The following table provides a mapping between

resource types and sensors under the Performance category.

Table 26. Sensors available for each resource type

Resource type

Sensor name

Candidate nodes

Network Network All
CPU

System Resources Load All
Memory

NSD Server GPFSNSDDisk NSD Server nodes
GPFSFilesystem

IBM Spectrum Scale Client GPFSVFS IBM Spectrum Scale Client nodes
GPFSFilesystemAPI

NFS NFSIO Protocol nodes running NFS service

SMB SMBStats Protocol nodes running SMB service
SMBGIlobalStats

Waiters GPFSWaiters All nodes

CTDB CTDBStats Protocol nodes running SMB service
SwiftAccount

Object SwitContainer Protocol nodes running Object service
SwiftObject
SwiftProxy
GPFSAFM

AFM GPFSAFMFS All nodes
GPFSAFMFSET
MCStoreGPFSStats

Transparent Cloud Tiering MCStorelcstoreStats Cloud gateway nodes
MCStoreLWEStats

The resource type Waiters are used to monitor the long running file system threads. Waiters are
characterized by the purpose of the corresponding file system threads. For example, an RPC call waiter
that is waiting for Network I/O threads or a waiter that is waiting for a local disk I/O file system
operation. Each waiter has a wait time associated with it and it defines how long the waiter is already
waiting. With some exceptions, long waiters typically indicate that something in the system is not

healthy.

The Waiters performance chart shows the aggregation of the total count of waiters of all nodes in the
cluster above a certain threshold. Different thresholds from 100 milliseconds to 60 seconds can be selected
in the list below the aggregation level. By default, the value shown in the graph is the sum of the number
of waiters that exceed threshold in all nodes of the cluster at that point in time. The filter functionality
can be used to display waiters data only for some selected nodes or file systems. Furthermore, there are
separate metrics for different waiter types such as Local Disk 1/0O, Network 1/0, ThCond, ThMutex,

Delay, and Syscall.

Chapter 1. Performance monitoring 89



You can also monitor the capacity details that are aggregated at the following levels:
* NSD

* Node

* File system

* Pool

* Fileset

¢ Cluster

The following table lists the sensors that are used for capturing the capacity details.

Table 27. Sensors available to capture capacity details

Sensor name Candidate nodes

DiskFree All nodes

GPFSFilesetQuota Only a single node

GPFSDiskCap Only a single node

GPFSPool Only a single node where all GPFS file systems are

mounted. The GUI does not display any values based on
this sensor but it displays warnings or errors due to
thresholds based on this sensor.

GPFSFileset Only a single node. The GUI does not display any values

based on this sensor but it displays warnings or errors
due to thresholds based on this sensor.

You can edit an existing chart by clicking the icon that is available on the upper right corner of the
performance chart and select Edit to modify the metrics selections. Do the following to drill down to the
metric you are interested in:

1.
2.
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Select Resource type. This is the area from which the data is taken to create the performance analysis.

Select Aggregation level. The aggregation level determines the level at which the data is aggregated.
The aggregation levels that are available for selection varies based on the resource type.

Select the entities that need to be graphed. The table lists all entities that are available for the chosen
resource type and aggregation level. When a metric is selected, you can also see the selected metrics
in the same grid and use methods like sorting, filtering, or adjusting the time frame to select the
entities that you want to select.

Select Metrics. Metrics is the type of data that need to be included in the performance chart. The list
of metrics that is available for selection varies based on the resource type and aggregation type.

Use the filter option to further narrow down in addition to the objects and metrics selection by using
filters. Depending on the selected object category and aggregation level, the "Filter" section can be
displayed underneath the aggregation level, allowing one or more filters to be set. Filters are specified
as regular expressions as shown in the following examples:

* As a single entity:
nodel
eth0
* Filter metrics applicable to multiple nodes as shown in the following examples:
— To select a range of nodes such as nodel, node2 and node3:
nodel | node2 | node3
node[1-3]
— To filter based on a string of text. For example, all nodes starting with 'nod' or ending with 'int":
nod.+ | .+int
— To filter network interfaces ethQ through eth6, bond0 and eno0 through enoé:
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eth[0-6] 1 bond0 | eno[0-6]
- To filter nodes starting with 'strg’ or 'int' and ending with nx'":
(strg) | (int).+nx

Creating favorite charts

Favorite charts are nothing but customized predefined charts. Favorite charts along with the predefined
charts are available for selection when you add widgets in the Dashboard page.

To create favorite charts, click the ‘star” symbol that is placed next to the chart title and enter the label.

Configuring the dashboard to view performance charts

The Monitoring > Dashboard page provides an easy to read, single page, and real-time user interface
that provides a quick overview of the system performance.

The dashboard consists of several dashboard widgets and the associated favorite charts that can be
displayed within a chosen layout. Currently, the following important widget types are available in the
dashboard:

* Performance

* File system capacity by fileset

* System health events

* System overview

* Filesets with the largest growth rate in last week
* Timeline

The following picture highlights the configuration options that are available in the edit mode of the
dashboard.

Dashboard name Add new widgets to the dashboard
Adaw.dget” Cancel Hi Save W
System overview Public network throughput '/‘ m

€ File syste 2
e}
Most activif network interfaces (bytes sent) ¢* i ] Top nodes by system load ¢ ) ol
=
| i A
N
Resize widget : : r
Delete widget

Edit option to replace
the widget
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Figure 6. Dashboard page in the edit mode
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Layout options

The highly customizable dashboard layout options helps to add or remove widgets and change its
display options. Select Layout Options option from the menu that is available in the upper right corner
of the Dashboard GUI page to change the layout options. While selecting the layout options, you can
either select the basic layouts that are available for selection or create a new layout by selecting an empty
layout as the starting point.

You can also save the dashboard so that it can be used by other users. Select Create Dashboard and
Delete Dashboard options from the menu that is available in the upper right corner of the Dashboard
page to create and delete dashboards respectively. If several GUIs are running by using CCR, saved
dashboards are available on all nodes.

When you open the IBM Spectrum Scale GUI after the installation or upgrade, you can see the default
dashboards that are shipped with the product. You can further modify or delete the default dashboards
to suit your requirements.

Widget options

Several dashboard widgets can be added in the selected dashboard layout. Select Edit Widgets option
from the menu that is available in the upper right corner of the Dashboard GUI page to edit or remove
widgets in the dashboard. You can also modify the size of the widget in the edit mode. Use the Add
Widget option that is available in the edit mode to add widgets in the dashboard.

The widgets with type Performance lists the charts that are marked as favorite charts in the Statistics page
of the GUIL Favorite charts along with the predefined charts are available for selection when you add
widgets in the dashboard.

To create favorite charts, click the ‘star” symbol that is placed next to the chart title in the Monitoring >
Statistics page.

Querying performance data shown in the GUI through CLI

You can query the performance data that is displayed in the GUI through the CLL This is usually used
for external system integration or to troubleshoot any issues with the performance data displayed in the
GUL

The following example shows how to query the performance data through CLI:
# mmperfmon query "sum(netdev_bytes r)"

This query displays the following output:

Legend:

1: mr-31.7ocalnet.com|Network|ethO|netdev_bytes r
2: mr-31.1ocalnet.com|Network|ethl|netdev_bytes_r
3: mr-31.1ocalnet.com|Network|lo|netdev_bytes r
Row Timestamp netdev_bytes r netdev_bytes r netdev_bytes r

1 2016-03-15-14:52:09 10024

2 2016-03-15-14:52:10 9456

3 2016-03-15-14:52:11 9456

4 2016-03-15-14:52:12 9456

5 2016-03-15-14:52:13 9456

6 2016-03-15-14:52:14 9456

7 2016-03-15-14:52:15 27320

8 2016-03-15-14:52:16 9456

9 2016-03-15-14:52:17 9456

10 2016-03-15-14:52:18 11387
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The sensor gets the performance data for the collector and the collector passes it to the performance
monitoring tool to display it in the CLI and GUI. If sensors and collectors are not enabled in the system,
the system does not display the performance data and when you try to query data from a system
resource, it returns an error message. For example, if performance monitoring tools are not configured
properly for the resource type Transparent Cloud Tiering, the system displays the following output while
querying the performance data:

mmperfmon query "sum(mcs_total_requests)" number_buckets 1
Error: No data available for query: 3169

mmperfmon: Command failed. Examine previous error messages to determine cause.

For more information on how to troubleshoot the performance data issues, see [Chapter 22, “Performance
fssues,” on page 381

Monitoring performance of nodes

The Monitoring > Nodes page provides an easy way to monitor the performance, health status, and
configuration aspects of all available nodes in the IBM Spectrum Scale cluster.

The Nodes page provides the following options to analyze performance of nodes:

1. A quick view that gives the number of nodes in the system, and the overall performance of nodes
based on CPU and memory usages.

You can access this view by selecting the expand button that is placed next to the title of the page.
You can close this view if not required.

The graphs in the overview show the nodes that have the highest average performance metric over a
past period. These graphs are refreshed regularly. The refresh intervals of the top three entities are
depended on the displayed time frame as shown below:

* Every minute for the 5 minutes time frame
* Every 15 minutes for the 1 hour time frame
* Every six hours for the 24 hours time frame
* Every two days for the 7 days time frame
* Every seven days for the 30 days time frame
* Every four months for the 365 days time frame
2. A nodes table that displays many different performance metrics.

To find nodes with extreme values, you can sort the values displayed in the nodes table by different
performance metrics. Click the performance metric in the table header to sort the data based on that
metric.

You can select the time range that determines the averaging of the values that are displayed in the
table and the time range of the charts in the overview from the time range selector, which is placed in
the upper right corner. The metrics in the table do not update automatically. The refresh button above
the table allows to refresh the table content with more recent data.

You can group the nodes to be monitored based on the following criteria:
* All nodes

* NSD server nodes

* Protocol nodes

3. A detailed view of the performance and health aspects of individual nodes that are listed in the
Nodes page.

Select the node for which you need to view the performance details and select View Details. The
system displays various performance charts on the right pane.

The detailed performance view helps to drill-down to various performance aspects. The following list
provides the performance details that can be obtained from each tab of the performance view:

¢ Overview tab provides performance chart for the following:
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— Client IOPS

— Client data rate
— Server data rate
— Server IOPS

— Network

- CPU

— Load

- Memory

* Events tab helps to monitor the events that are reported in the node. Three filter options are
available to filter the events by their status; such as Current Issues, Unread Messages, and All
Events displays every event, no matter if it is fixed or marked as read. Similar to the Events page,
you can also perform the operations like marking events as read and running fix procedure from
this events view.

* File Systems tab provides performance details of the file systems mounted on the node. You can
view the file system read or write throughput, average read or write transactions size, and file
system read or write latency.

* NSDs tab gives status of the disks that are attached to the node. The NSD tab appears only if the
node is configured as an NSD server.

* SMB and NFS tabs provide the performance details of the SMB and NFS services hosted on the
node. These tabs appear in the chart only if the node is configured as a protocol node.

* Network tab displays the network performance details.

Monitoring performance of file systems

The File Systems page provides an easy way to monitor the performance, health status, and configuration
aspects of the all available file systems in the IBM Spectrum Scale cluster.

The following options are available to analyze the file system performance:

1.
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A quick view that gives the number of protocol nodes, NSD servers, and NSDs that are part of the
available file systems that are mounted on the GUI server. It also provides overall capacity and total
throughput details of these file systems. You can access this view by selecting the expand button that
is placed next to the title of the page. You can close this view if not required.

The graphs displayed in the quick view are refreshed regularly. The refresh intervals are depended on
the displayed time frame as shown below:

* Every minute for the 5 minutes time frame

* Every 15 minutes for the 1 hour time frame

* Every six hours for the 24 hours time frame

* Every two days for the 7 days time frame

* Every seven days for the 30 days time frame

* Every four months for the 365 days time frame

A file systems table that displays many different performance metrics. To find file systems with
extreme values, you can sort the values displayed in the file systems table by different performance
metrics. Click the performance metric in the table header to sort the data based on that metric. You
can select the time range that determines the averaging of the values that are displayed in the table
and the time range of the charts in the overview from the time range selector, which is placed in the
upper right corner. The metrics in the table do not update automatically. The refresh button above the
table allows to refresh the table with more recent data.

A detailed view of the performance and health aspects of individual file systems. To see the detailed
view, you can either double-click on the file system for which you need to view the details or select
the file system and click View Details.
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The detailed performance view helps to drill-down to various performance aspects. The following list
provides the performance details that can be obtained from each tab of the performance view:

* Overview: Provides an overview of the file system, performance, and properties.
* Events: System health events reported for the file system.

¢ NSDs: Details of the NSDs that are part of the file system.

* Pools: Details of the pools that are part of the file system.

* Nodes: Details of the nodes on which the file system is mounted.

* Filesets: Details of the filesets that are part of the file system.

* NFS: Details of the NFS exports created in the file system.

* SMB: Details of the SMB shares created in the file system.

* Object: Details of the IBM Spectrum Scale object storage on the file system.

Monitoring performance of NSDs

The NSDs page provides an easy way to monitor the performance, health status, and configuration
aspects of the all network shared disks (NSD) that are available in the IBM Spectrum Scale cluster.

The following options are available in the NSDs page to analyze the NSD performance:

1. An NSD table that displays the available NSDs and many different performance metrics. To find
NSDs with extreme values, you can sort the values that are displayed in the table by different
performance metrics. Click the performance metric in the table header to sort the data based on that
metric. You can select the time range that determines the averaging of the values that are displayed in
the table from the time range selector, which is placed in the upper right corner. The metrics in the
table are refreshed based on the selected time frame. You can refresh it manually to see the latest data.

2. A detailed view of the performance and health aspects of individual NSDs are also available in the
NSDs page. Select the NSD for which you need to view the performance details and select View
Details. The system displays various performance charts on the right pane.

The detailed performance view helps to drill-down to various performance aspects. The following list
provides the performance details that can be obtained from each tab of the performance view:

* Overview: Provides an overview of the NSD performance details and related attributes.
* Events: System health events reported for the NSD.
* Nodes: Details of the nodes that serve the NSD.

Performance monitoring limitations

The following section lists the limitations of the performance monitoring tool:

* Performance monitoring is not supported by the following operating systems:
— x86_64/sles11
— ppcbdle/Ubuntul4.04
— ppco4/aix

* If federation is used for performance monitoring, the collectors participating in a federation must be of
the same version number.

* Performance monitoring tool interface for NFS does not work on SLES 11 nodes.
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Chapter 2. Monitoring system health using IBM Spectrum

Scale GUI

The following table lists the system health monitoring options that are available in the IBM Spectrum

Scale GUI.

Table 28. System health monitoring options available in IBM Spectrum Scale GUI

Option

Function

Monitoring > Events

Lists the events that are reported in the system. You can
monitor and troubleshoot errors on your system from the
Events page.

Monitoring > Tips

Lists the tips reported in the system and allows to hide
or show tips. The tip events give recommendations to the
user to avoid certain issues that might occur in the
future.

Home

Provides overall system health of the IBM Spectrum
Scale system. This page is displayed in the GUI only if
the minimum release level of IBM Spectrum Scale is 4.2.2
or later.

Monitoring > Nodes

Lists the events reported at the node level.

Files > File Systems

Lists the events reported at the file system level.

Files > Transparent Cloud Tiering

Lists the events reported for the Transparent Cloud
Tiering service. The GUI displays this page only if the
transparent cloud tiering feature is enabled in the
system.

Files > Filesets

Lists events reported for filesets.

Files > Active File Management

Displays health status and lists events reported for AFM
cache relationship, AFM disaster recovery (AFMDR)
relationship, and gateway nodes.

Storage > Pools

Displays health status and lists events reported for
storage pools.

Storage > NSDs

Lists the events reported at the NSD level.

Health indicator that is available in the upper right
corner of the GUL

Displays the number of events with warning and error
status.

System overview widget in the Monitoring >
Dashboard page.

Displays the number of events reported against each
component.

System health events widget in the Monitoring >
Dashboard page.

Provides an overview of the events reported in the
system.

Timeline widget in the Monitoring > Dashboard page.

Displays the events that are reported in a particular time
frame on the selected performance chart.

Monitoring events using GUI

You can primarily use the Monitoring > Events page to review the entire set of events that are reported

in the IBM Spectrum Scale system.

The following filter options are available in the Events page:

* Current Issues displays all unfixed errors and warnings.
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* Unread Messages displays all unfixed errors and warnings and information messages that are not
marked as read.

* All Events displays every event, no matter if it is fixed or marked as read.

The status icons help to quickly determine whether the event is informational, a warning, or an error.
Click an event and select Properties from the Action menu to see the detailed information of that event.
The event table displays the most recent events first.

Marking events as read

You can mark certain events as read to change the status of the event in the events view. The status icons
become gray in case an error or warning is fixed or if it is marked as read.

Running fix procedure

Some issues can be resolved by running a fix procedure. Use action Run Fix Procedure to do so. The
Events page provides a recommendation for which fix procedure to run next.

For more information on how to set up event notifications, see [“Set up event notifications”

Tips events

You can monitor events of type “Tips” from the Monitoring > Tips page of the GUL The tip events give
recommendations to the user to avoid certain issues that might occur in the future. The system detects
the entities with tip event as healthy. A tip disappears from the GUI when the problem behind the tip
event is resolved.

Select Properties from the Actions menu to view the details of the tip. After you review the tip, decide
whether it requires attention or can be ignored. Select Hide from the Actions menu to ignore the events
that are not important and select Show to mark the tips that require attention.

Set up event notifications

The system can use Simple Network Management Protocol (SNMP) traps and emails to notify you when
significant events are detected. Any combination of these notification methods can be used
simultaneously. Use Settings > Event Notifications page in the GUI to configure event notifications.

Notifications are normally sent immediately after an event is raised.
In email notification method, you can also define whether a recipient needs to get a report of events that
are reported in the system. These reports are sent only once in a day. Based on the seriousness of the

issue, each event that is reported in the system gets a severity level associated with it.

The following table describes the severity levels of event notifications.

Table 29. Notification levels

Notification level Description
Error Error notification is sent to indicate a problem that must be corrected as soon as
possible.

This notification indicates a serious problem with the system. For example, the event
that is being reported might indicate a loss of redundancy in the system, and it is
possible that another failure might result in loss of access to data. The most typical
reason that this type of notification is because of a hardware failure, but some
configuration errors or fabric errors also are included in this notification level.
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Table 29. Notification levels (continued)

Notification level Description

Warning A warning notification is sent to indicate a problem or unexpected condition with the
system. Always immediately investigate this type of notification to determine the effect
that it might have on your operation, and make any necessary corrections.

Therefore, a warning notification does not require any replacement parts and it does
not require IBM Support Center involvement.

Information An informational notification is sent to indicate that an expected event is occurred. For
example, a NAS service is started. No remedial action is required when these
notifications are sent.

Configuring email notifications

The email feature transmits operational and error-related data in the form of an event notification email.

To configure an email server, from the Event Notifications page, select Email Server. Select Edit and then
click Enable email notifications. Enter required details and when you are ready, click OK.

Email notifications can be customized by setting a custom header and footer for the emails and
customizing the subject by selecting and combining from the following variables: &message, &messageld,
&severity, &dateAndTime, &cluster and &component.

Emails containing the quota reports and other events reported in the following functional areas are sent
to the recipients:

* AFM and AFM DR

* Authentication

* CES network

* Transparent Cloud Tiering
* NSD

* File system

* GPFS

* GUI

* Hadoop connector

+ iSCSI

* Keystone

* Network

* NFS

* Object

* Performance monitoring
* SMB

* Object authentication

* Node

* CES

You can specify the severity level of events and whether to send a report that contains a summary of the
events received.

To create email recipients, select Email Recipients from the Event Notifications page, and then click
Create Recipient.
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Note: You can change the email notification configuration or disable the email service at any time.

Configuring SNMP manager

Simple Network Management Protocol (SNMP) is a standard protocol for managing networks and
exchanging messages. The system can send SNMP messages that notify personnel about an event. You
can use an SNMP manager to view the SNMP messages that the system sends.

With an SNMP manager, such as IBM Systems Director, you can view, and act on the messages that the
SNMP agent sends. The SNMP manager can send SNMP notifications, which are also known as traps,
when an event occurs in the system. Select Settings > Event Notifications > SNMP Manager to
configure SNMP managers for event notifications. You can specify up to a maximum of six SNMP
managers.

In the SNMP mode of event notification, one SNMP notification (trap) with object identifiers (OID)
1.3.6.1.4.1.2.6.212.10.0.1 is sent by the GUI for each event. The following table provides the SNMP objects
included in the event notifications.

Table 30. SNMP objects included in event notifications

OID Description Examples
1.3.6.1.4.1.2.6.212.10.1.1 Cluster ID 317908494245422510
1.3.6.1.4.1.2.6.212.10.1.2 Entity type SERVER, FILESYSTEM
1.3.6.1.4.1.2.6.212.10.1.3 Entity name gss-11, fs01
.1.3.6.1.4.1.2.6.212.10.1.4 Component SMB, AUTHENTICATION
.1.3.6.1.4.1.2.6.212.10.1.5 Severity SEVERE, WARN, INFO
.1.3.6.1.4.1.2.6.212.10.1.6 Date and time 17.02.2016 13:27:42.516
1.3.6.1.4.1.2.6.212.10.1.7 Event name MS1014
.1.3.6.1.4.1.2.6.212.10.1.8 Message At least one CPU of "gss-11" is failed.
1.3.6.1.4.1.2.6.212.10.1.9 Reporting node The node where the problem is
reported.

Understanding the SNMP OID ranges

The following table gives the description of the SNMP OID ranges.
Table 31. SNMP OID ranges

OID range Description

1.3.6.14.1.2.6.212 IBM Spectrum Scale

.1.3.6.1.4.1.2.6.212.10 IBM Spectrum Scale GUI

.1.3.6.1.4.1.2.6.212.10.0.1 IBM Spectrum Scale GUI event notification (trap)

1.3.6.1.4.1.2.6.212.10.1.x IBM Spectrum Scale GUI event notification parameters
(objects)

The traps for the core IBM Spectrum Scale and those trap objects are not included in the SNMP
notifications that are configured through the IBM Spectrum Scale management GUI. For more
information on SNMP traps from the core IBM Spectrum Scale, see [Chapter 7, “GPFS SNMP support,” on|
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Example for SNMP traps

The following example shows the SNMP event notification that is sent when performance monitoring

sensor is shut down on a node:

SNMPv2-MIB:
SNMPv2-SMI :
SNMPv2-SMI :
SNMPv2-SMI :
SNMPv2-SMI :
SNMPv2-SMI :
SNMPv2-SMI :
SNMPv2-SMI:
SNMPv2-SMI :
SNMPv2-SMI :

:snmpTrap0ID.0 = OID: SNMPv2-SMI::enterprises.2.6.212.10.0.1

:enterprises.2.6.212.10.1.1 = STRING: "317908494245422510"

:enterprises.2.6.212.10.1.2 = STRING: "NODE"

:enterprises.2.6.212.10.1.3 = STRING: "gss-11"

:enterprises.2.6.212.10.1.4 = STRING: "PERFMON"

:enterprises.2.6.212.10.1.5 = STRING: "ERROR"

:enterprises.2.6.212.10.1.6 = STRING: "18.02.2016 12:46:44.839"
tenterprises.2.6.212.10.1.7 = STRING: "pmsensors_down"

:enterprises.2.6.212.10.1.8 = STRING: "pmsensors service should be started and is stopped"
:enterprises.2.6.212.10.1.9 = STRING: "gss-11"

The following example shows the SNMP event notification that is sent for an SNMP test message:

SNMPv2-MIB:
SNMPv2-SMI :
SNMPv2-SMI :
SNMPv2-SMI :
SNMPv2-SMI :
SNMPv2-SMI:
SNMPv2-SMI :
SNMPv2-SMI :
SNMPv2-SMI :
SNMPv2-SMI :

:snmpTrap0ID.0 = OID: SNMPv2-SMI::enterprises.2.6.212.10.0.1
:enterprises.2.6.212.10.1.1 = STRING: "317908494245422510"
:enterprises.2.6.212.10.1.2 = STRING: "CLUSTER"
:enterprises.2.6.212.10.1.3 = STRING: "UNKNOWN"
:enterprises.2.6.212.10.1.4 = STRING: "GUI"
:enterprises.2.6.212.10.1.5 = STRING: "INFQ"
:enterprises.2.6.212.10.1.6 = STRING: "18.02.2016 12:47:10.851"
:enterprises.2.6.212.10.1.7 = STRING: "snmp_test"
:enterprises.2.6.212.10.1.8 = STRING: "This is a SNMP test message."
:enterprises.2.6.212.10.1.9 = STRING: "gss-11"

SNMP MIBs

The SNMP Management Information Base (MIB) is a collection of definitions that define the properties of
the managed objects.

The IBM Spectrum Scale GUI MIB OID range starts with 1.3.6.1.4.1.2.6.212.10. The OID range
1.3.6.1.4.1.2.6.212.10.0.1 denotes IBM Spectrum Scale GUI event notification (trap) and

1.3.6.1.4.1.2.6.212.10.1.x denotes IBM Spectrum Scale GUI event notification parameters (objects). Use the
following text to configure IBM Spectrum Scale GUI MIB:

IBM-SPECTRUM-SCALE-GUI-MIB DEFINITIONS ::= BEGIN

IMPORTS

MODULE-IDENTITY,
OBJECT-TYPE,
NOTIFICATION-TYPE,
Counter64,
enterprises

FROM SNMPv2-SMI

DisplayString

FROM RFC1213-MIB;

ibmSpectrumScaleGUI MODULE-IDENTITY

LAST-UPDATED
ORGANIZATION
CONTACT-INFO
DESCRIPTION

-- Revision Tog, in

REVISION "201607080000Z"

"201607080000Z"

-- July 08, 2016
"International Business Machines Corp."

"Definition of Spectrum Scale GUI Notifications for Spectrum Scale product.
These objects are subject to modification by IBM as product specifications require."

reverse chronological order

DESCRIPTION "Version 0.2."
{ ibmGPFS 10 }

-- July 08, 2016

-- ibmGPFS is copied from GPFS MIB (/usr/lpp/mmfs/data/GPFS-MIB.txt)

ibm

OBJECT IDENTIFIER :

:= { enterprises 2 }
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ibmProd OBJECT IDENTIFIER ::
ibmGPFS OBJECT IDENTIFIER ::

{ ibm 6 }
{ ibmProd 212 }

ibmSpectrumScaleGuiNotification OBJECT IDENTIFIER ::= { ibmSpectrumScaleGUI 0}
ibmSpectrumScaleGuiEventObject OBJECT IDENTIFIER ::= { ibmSpectrumScaleGUI 1}

——— KA A AR A A A A A A A A A A A A A A A A A Ak hkhhhkhhhhhhhhhhdhhhdhdhhdhdhdhhhhhhhhhhhhhhhhdddx
-- IBM Spectrum Scale GUI Scalar object declarations - accessible for notifications
m——— AR AR R A A A A A A A A R A R A A A A A A A A A A A R AR A AR A A A A A A A A A A A A A A hhhhhhhhhhhhhhkhkhkhk kA k kA ke k%
ibmSpectrumScaleGuiEventCluster OBJECT-TYPE

SYNTAX DisplayString (SIZE (0..255))

MAX-ACCESS accessible-for-notify

STATUS current

DESCRIPTION

"The cluster where the notification occurred."
::= { ibmSpectrumScaleGuiEventObject 1 }

ibmSpectrumScaleGuiEventEntityType OBJECT-TYPE
SYNTAX DisplayString (SIZE (0..255))
MAX-ACCESS accessible-for-notify
STATUS current
DESCRIPTION
"The type of entity for which the notification occurred."
::= { ibmSpectrumScaleGuiEventObject 2 }

ibmSpectrumScaleGuiEventEntityName OBJECT-TYPE
SYNTAX DisplayString (SIZE (0..255))
MAX-ACCESS accessible-for-notify
STATUS current
DESCRIPTION
"The name of the entity for which the notification occurred."
::= { ibmSpectrumScaleGuiEventObject 3 }

ibmSpectrumScaleGuiEventComponent OBJECT-TYPE
SYNTAX DisplayString (SIZE (0..255))
MAX-ACCESS accessible-for-notify
STATUS current
DESCRIPTION
"The component for which the notification occurred."
::= { ibmSpectrumScaleGuiEventObject 4 }

ibmSpectrumScaleGuiEventSeverity OBJECT-TYPE
SYNTAX DisplayString (SIZE (0..255))
MAX-ACCESS accessible-for-notify
STATUS current
DESCRIPTION
"The severity."
::= { ibmSpectrumScaleGuiEventObject 5 }

ibmSpectrumScaleGuiEventTime OBJECT-TYPE
SYNTAX DisplayString (SIZE (0..255))
MAX-ACCESS accessible-for-notify
STATUS current
DESCRIPTION
"A representation of the date and time when the notification occurred."
::= { ibmSpectrumScaleGuiEventObject 6 }

ibmSpectrumScaleGuiEventName OBJECT-TYPE
SYNTAX DisplayString (SIZE (0..255))
MAX-ACCESS accessible-for-notify
STATUS current
DESCRIPTION
"The event name."
::= { ibmSpectrumScaleGuiEventObject 7 }

ibmSpectrumScaleGuiEventMessage OBJECT-TYPE
SYNTAX DisplayString (SIZE (0..1492))
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MAX-ACCESS accessible-for-notify
STATUS current
DESCRIPTION
"The human readable message of the notification."
::= { ibmSpectrumScaleGuiEventObject 8 }

ibmSpectrumScaleGuiEventReportingNode OBJECT-TYPE
SYNTAX DisplayString (SIZE (0..255))
MAX-ACCESS accessible-for-notify
STATUS current
DESCRIPTION
"The node that reported the event."
::= { ibmSpectrumScaleGuiEventObject 9 }

ibmSpectrumScaleGuiNotificationEvent NOTIFICATION-TYPE
OBJECTS {

ibmSpectrumScaleGuiEventCluster,
ibmSpectrumScaleGuiEventEntityType,
ibmSpectrumScaleGuiEventEntityName,
ibmSpectrumScaleGuiEventComponent,
ibmSpectrumScaleGuiEventSeverity,
ibmSpectrumScaleGuiEventTime,
ibmSpectrumScaleGuiEventName,
ibmSpectrumScaleGuiEventMessage,
ibmSpectrumScaleGuiEventReportingNode

}
STATUS current
DESCRIPTION
"This notification indicates a Health event as reported by the Spectrum Scale GUI."
::= { ibmSpectrumScaleGuiNotification 1 }

END

Related concepts:

Chapter 7, “GPFS SNMP support,” on page 141]

GPFS supports the use of the SNMP protocol for monitoring the status and configuration of the GPFS

cluster. Using an SNMP application, the system administrator can get a detailed view of the system and
be instantly notified of important events, such as a node or disk failure.
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Chapter 3. Monitoring system health by using the mmhealth
command

The mmhealth command monitors the health status of a node and services that are hosted on the node.
You can use the mmhealth command to view the health status of a whole cluster in a single view.

Every service hosted on an IBM Spectrum Scale node has its own health monitoring service. All the
sub-components like the filesystem or network interfaces are monitored through the monitoring service of
their main component. Only the sub-components of CES service such as NFS, SMB, Object, and
authentication have their own health monitors. The mmhealth command gets the health details from these
monitoring services. The role of a node in monitoring determines the components that need to be
monitored. This is an internal node role and a node can have more than one role. For example, a CES
node can also be a node with file systems and performance monitoring. The role of the node also
determines the monitoring service that is required on a specific node. For example, you do not need a
CES monitoring on a non-CES node. The monitoring services are only started if a specific node role is
assigned to the node. Every monitoring service includes at least one monitor.

The following criteria must be met to use the health monitoring functionality on your GPFS cluster:
* Only Linux and AIX nodes are supported.

* Only GPFS monitoring is supported on AIX.

* The AIX nodes must have the Python 2.7.5 installed.

* The cluster must have the minimum release level as 4.2.2.0 or higher to use mmhealth cluster show
command.

Related concepts:

[Chapter 2, “Monitoring system health using IBM Spectrum Scale GUI,” on page 97

Monitoring the health of a node

The following list provides the details of the monitoring services available in the IBM Spectrum Scale
system:

1. GPFS
* Node role: This node role is always active on all IBM Spectrum Scale nodes.

* Tasks: Monitors all GPFS daemon-related functionalities. For example, mmfsd process and gpfs
port accessibility.

2. NETWORK
* Node role: This node role is active on every IBM Spectrum Scale node.
* Tasks: Monitors all IBM Spectrum Scale relevant IP-based (Ethernet + IPoIB) and IB RDMA
networks.
3. CES
* Node role: This node role is active on the CES nodes that are listed by mmlscluster --ces. Once a
node obtains this role, all corresponding CES sub-services are activated on that node. The CES

service does not have its own monitoring service or events. The status of the CES is an
aggregation of the status of its sub-services. The following sub-services are monitored:

a. AUTH
— Tasks: Monitors LDAP, AD and or NIS-based authentication services.
b. AUTH_OBJ

— Tasks: Monitoring the OpenStack identity service functionalities.
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c. BLOCK

— Tasks: Checks whether the iSCSI daemon is functioning properly.
d. CESNETWORK

— Tasks: Monitoring CES network-related adapters and IP addresses.

e. NFS
— Tasks: Monitoring NFS-related functionalities.
f. OBJECT

— Tasks: Monitors the IBM Spectrum Scale for object functionality. Especially, the status of
relevant system services and accessibility to ports are checked.

g. SMB
— Tasks: Monitoring SMB-related functionality like the smbd process, the ports and ctdb
processes.
4. AFM

* Node Role: The AFM monitoring service will be active if the node is a gateway node.

Note: To know if the node is a gateway node, run the mmlscluster command.
» Tasks: Monitors the cache states and different user exit events for all the AFM fileset.
5. CLOUDGATEWAY

* Node role: A node gets the cloud gateway node role if it is identified as a Transparent cloud
tiering node. All nodes listed in mmcloudgateway node list will get this node role.

* Tasks: Check if the cloud gateway service functions as expected.
6. DISK

* Node role: Nodes with node class nsdNodes will monitor the DISK service. IBM Spectrum Scale
nodes.

* Tasks: Checking, if IBM Spectrum Scale disks are available and running.

7. FILESYSTEM
* Node role: This node role is active on all IBM Spectrum Scale nodes.
* Tasks: Monitors different aspects of IBM Spectrum Scale file systems.

8. GUI
* Node role: Nodes with node class GUI_MGMT_SERVERS will monitor the GUI service.
* Tasks: Verifies whether the GUI services are functioning properly.

9. HADOOPCONNECTOR
* Node role: Nodes where the Hadoop service is configured get the Hadoop connector node role.
* Tasks: Monitors the Hadoop data node and name node services.

10. PERFMON

* Node role: Nodes where PerfmonSensors or PerfmonCollector services are running get the PERFMON
node role. PerfmonSensors are determined through the perfmon designation in mmlscluster.
PerfmonCollector are determined through the colCandidates line in the configuration file.

* Tasks: Monitors whether PerfmonSensors and PerfmonCollector are running as expected.
11. THRESHOLD

* Node role: Nodes where the performance data collection is configured and enabled. If a node role
is not configured to PERFMON, it cannot have a THRESHOLD role either.

* Tasks: Monitors whether the node-related thresholds rules evaluation is running as expected, and
if the health status has changed as a result of the threshold limits being crossed .

Note: The THRESHOLD service is available only when the cluster belongs to IBM Spectrum Scale
version 4.2.3 or later. In a mixed environment with a cluster containing some nodes belonging to
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IBM Spectrum Scale version 4.2.2 and some nodes belonging to IBM Spectrum Scale version 4.2.3,
the overall cluster version is 4.2.2. The threshold service is unavailable in such an environment.

For more details on different events, their causes and possible user actions to resolves them, see [“Events”]

Event type and monitoring status for system health

An event might trigger a change in the state of a system.

The following three types of events are reported in the system:

* State-changing events: These events change the state of a component or entity from good to bad or
from bad to good depending on the corresponding state of the event.

Note: An event is raised when the health status of the component goes from good to bad. For
example, an event is raised that changes the status of a component from HEALTHY to DEGRADED.
However, if the state was already DEGRADED based on another active event, there will be no change in
the status of the component. Also if the state of the entity was FAILED, a DEGRADED event wouldn't
change the component's state, because a FAILED status is more dominant than the DEGRADED status.

 Tip: These are similar to state-changing events, but can be hidden by the user. Like state-changing

events, a tip is removed automatically if the problem is resolved. A tip event always changes the state
to of a component from HEALTHY to TIPS if the event is not hidden.

Note: If the state of a component changes to TIPS, it can be hidden. However, you can still view the
active hidden events using the mmhealth show ComponentName --verbose command, if the cause for the
event still exists.

* Information events: These are short notification events that will only be shown in the event log, but do
not change the state of the components.

The monitoring interval is between 15 and 30 seconds, depending on the component. However, there are
services that are monitored less often (e.g. once per 30 minutes) to save system resources. You can find
more information about the events from the Monitoring > Events page in the IBM Spectrum Scale GUI
or by issuing the mmhealth event show command.

The following are the possible status of nodes and services:
* UNKNOWN - Status of the node or the service hosted on the node is not known.

* HEALTHY - The node or the service hosted on the node is working as expected. There are no active error
events.

* CHECKING - The monitoring of a service or a component hosted on the node is starting at the moment.
This state is a transient state and is updated when the startup is completed.

* TIPS - There might be an issue with the configuration and tuning of the components. This status is
only assigned to a tip event

* DEGRADED - The node or the service hosted on the node is not working as expected. That is, a problem
occurred with the component but it did not result in a complete failure.

e FAILED - The node or the service hosted on the node failed due to errors or cannot be reached
anymore.

* DEPEND - The node or the services hosted on the node have failed due to the failure of some
components. For example, an NFS or SMB service shows this status if authentication has failed.

The status are graded as follows: HEALTHY < TIPS < DEGRADED < FAILED. For example, the status of the

service hosted on a node becomes FAILED if there is at least one active event in the FAILED status for that
corresponding service. The FAILED status gets more priority than the DEGRADED which is followed by TIPS
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and then HEALTHY, while setting the status of the service. That is, if a service has an active event with a
HEALTHY status and another active event with a FAILED status, then the system sets the status of the
service as FAILED.

Some directed maintenance procedures or DMPs are available to solve issues caused by tip events. For
information on DMPs, see [‘Directed maintenance procedures for tip events” on page 421

Threshold monitoring for system health

Threshold monitoring pre-requisites

If you did not use the IBM Spectrum Scale installation toolkit or disabled the performance monitoring
installation during your system setup (./spectrumscale config perfmon -r off), please make sure your
system meets the following configuration requirements:

* IBM Spectrum Scale version 4.2.2 or later(on all nodes).

* PMSensors and PMCollectors must be on version 4.2.2 or later.

* CCR must be enabled on the cluster.

* GPFSPool and GPFSFileset sensors are enabled automatically, when all above requirements are met.

The available filesystem available capacity depends on the fullness of its fileset-inode spaces, capacity
usage, and memory utilization in each data or metadata pool. Therefore, the predefined capacity
threshold limit for a filesystem is broken down to the thresholds rules of:

* Fileset-inode spaces

* Data pool capacity

* Metadata pool capacity
* Memory free utilization

The violation of any rule results in the parent filesystem receiving a capacity issue notification. The
pmsensors such as GPFSPool and GPFSFileset are activated automatically and bound to the first collector
node, and tracks the inode and pool space usage of the filesystem. For more information on pmsensors,
see [“Configuring the performance monitoring tool” on page 44.|For a new filesystem, the process can be
slow and can be improved by restarting sensors on the first collector node.

For capacity utilization rules, the warn level is set to 80%, and the error level to 90%. For memory
utilization rule, the warn level is set to 100 MB, and the error level to 50 MB. The metrics value are
frequently compared with rules boundaries by internal monitor process. As soon as one of the metric
values exceeds their threshold limit, the system health daemon receives an event notification from
monitoring process and generates log event and updates the health status of the filesystem having
capacity problems.

Thresholds monitoring known limitations

The filesystem health status change may not get updated in the following situations:
1. The pool or fileset capacity utilization returned from error range to warn range.

2. If pools or inode spaces (independent filesets) have been removed (workaround: The status will be
automatically updated with the next restart of the monitoring component on the collector node).

3. If multiple threshold rules have overlapping entities in their filter scope for the same metric, the
system invokes the metric value evaluation with different threshold boundaries in parallel and
updates the entire state concurrently.

New features for threshold monitoring

108 1BM Spectrum Scale 4.2.3: Problem Determination Guide



Starting with version 4.2.3, the predefined thresholds rules are extended with a new threshold rule
monitoring "memory free" utilization on cluster nodes. IBM Spectrum Scale user can also delete or add
any or all of the existing thresholds rules.

Related concepts:

Chapter 2, “Monitoring system health using IBM Spectrum Scale GUI,” on page 97

System health monitoring use cases

The following sections describe the use cases for the mmhealth command

Use case 1: Checking the health status of the nodes and their corresponding services by using the
following commands:

1.

To show the health status of the current node:
mmhealth node show

The system displays output similar to this:

Node name: test_node
Node status: HEALTHY
Status Change: 39 min. ago

Component Status Status Change Reasons
GPFS HEALTHY 39 min. ago -
NETWORK HEALTHY 40 min. ago -
FILESYSTEM HEALTHY 39 min. ago -
DISK HEALTHY 39 min. ago -
CES HEALTHY 39 min. ago -
PERFMON HEALTHY 40 min. ago -

To view the health status of a specific node, issue this command:
mmhealth node show -N test_node2

The system displays output similar to this:

Node name: test_node2
Node status: CHECKING
Status Change: Now

Component Status Status Change Reasons
GPFS CHECKING Now -
NETWORK HEALTHY Now -
FILESYSTEM CHECKING Now -
DISK CHECKING Now -
CES CHECKING Now -
PERFMON HEALTHY Now -

To view the health status of all the nodes, issue this command:
mmhealth node show -N all

The system displays output similar to this:

Node name: test_node
Node status: DEGRADED

Component Status Status Change Reasons
GPFS HEALTHY Now -

CES FAILED Now smbd_down
FileSystem HEALTHY Now -

Node name: test_node2
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Node status: HEALTHY

Component Status Status Change Reasons
GPFS HEALTHY Now -
CES HEALTHY Now -
FileSystem HEALTHY Now -

4. To view the detailed health status of the component and its sub-component, issue this command:
mmhealth node show ces

The system displays output similar to this:

Node name: test_node
Component Status Status Change Reasons
CES HEALTHY 2 min. ago -
AUTH DISABLED 2 min. ago -
AUTH_O0BJ DISABLED 2 min. ago -
BLOCK DISABLED 2 min. ago -
CESNETWORK HEALTHY 2 min. ago -
NFS HEALTHY 2 min. ago -
OBJECT DISABLED 2 min. ago -
SMB HEALTHY 2 min. ago -

5. To view the health status of only unhealthy components, issue this command:
mmhealth node show --unhealthy

The system displays output similar to this:

Node name: test_node

Node status: FAILED

Status Change: 1 min. ago

Component Status Status Change Reasons

GPFS FAILED 1 min. ago gpfs_down, quorum_down

FILESYSTEM DEPEND 1 min. ago unmounted_fs_check

CES DEPEND 1 min. ago ces_network_ips_down, nfs_in_grace

6. To view the health status of sub-components of a node's component, issue this command:
mmhealth node show --verbose

The system displays output similar to this:

Node name: gssiol-hs.gpfs.net
Node status: HEALTHY

Component Status Reasons
GPFS DEGRADED -
NETWORK HEALTHY -
bond® HEALTHY -
ib0 HEALTHY -
ibl HEALTHY -
FILESYSTEM DEGRADED stale_mount, stale_mount, stale_mount
Basicl FAILED stale_mount
Basic2 FAILED stale_mount
Customl HEALTHY -
gpfs0O FAILED stale_mount
gpfsl FAILED stale_mount
DISK DEGRADED disk_down
rg_gssiol_hs_Basicl_data_0 HEALTHY -
rg_gssiol_hs_Basicl_system 0 HEALTHY -
rg_gssiol_hs_Basic2_data_0 HEALTHY -
rg_gssiol_hs_Basic2_system_0 HEALTHY -
rg_gssiol_hs_Customl_datal_0 HEALTHY -
rg_gssiol_hs_Customl_system_0 DEGRADED disk_down
rg_gssiol_hs_Data_8M_2p_1_gpfsO HEALTHY -
rg_gssiol_hs_Data_8M_3p_1_gpfsl HEALTHY -
rg_gssiol_hs_MetaData_IM_3W_1_gpfs0 HEALTHY -
rg_gssiol_hs_MetaData_IM_4W_1_gpfsl HEALTHY -
rg_gssio2_hs_Basicl_data_0 HEALTHY -
rg_gssio2_hs_Basicl_system 0 HEALTHY -
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rg_gssio2_hs_Basic2_data_0 HEALTHY -

rg_gssio2_hs_Basic2_system_0 HEALTHY -
rg_gssio2_hs_Customl_datal_0 HEALTHY -
rg_gssio2_hs_Customl_system_0 HEALTHY -
rg_gssio2_hs_Data_8M_2p_1_gpfsO HEALTHY -
rg_gssio2_hs_Data_8M_3p_1_gpfsl HEALTHY -
rg_gssio2_hs_MetaData_IM_3W_1_gpfs0 HEALTHY -
rg_gssio2_hs_MetaData_IM_4W_1_gpfsl HEALTHY -
NATIVE_RAID DEGRADED gnr_pdisk_replaceable, gnr_rg_failed, enclosure_needsservice
ARRAY DEGRADED -
rg_gssio2-hs/DAl HEALTHY -
rg_gssio2-hs/DA2 HEALTHY -
rg_gssio2-hs/NVR HEALTHY -
rg_gssio2-hs/SSD HEALTHY -
ENCLOSURE DEGRADED enclosure_needsservice
SV52122944 DEGRADED enclosure_needsservice
SV53058375 HEALTHY -
PHYSICALDISK DEGRADED gnr_pdisk_replaceable
rg_gssio2-hs/eld1s01 FAILED gnr_pdisk_replaceable
rg_gssio2-hs/eld1s07 HEALTHY -
rg_gssio2-hs/eld1s08 HEALTHY -
rg_gssio2-hs/eld1s09 HEALTHY -
rg_gssio2-hs/eld1s10 HEALTHY -
rg_gssio2-hs/eldlsll HEALTHY -
rg_gssio2-hs/eldls12 HEALTHY -
rg_gssio2-hs/eld2s07 HEALTHY -
rg_gssio2-hs/eld2s08 HEALTHY -
rg_gssio2-hs/eld2s09 HEALTHY -
rg_gssio2-hs/eld2s10 HEALTHY -
rg_gssio2-hs/eld2sll HEALTHY -
rg_gssio2-hs/eld2s12 HEALTHY -
rg_gssio2-hs/eld3s07 HEALTHY -
rg_gssio2-hs/eld3s08 HEALTHY -
rg_gssio2-hs/eld3s09 HEALTHY -
rg_gssio2-hs/eld3s10 HEALTHY -
rg_gssio2-hs/eld3sll HEALTHY -
rg_gssio2-hs/eld3s12 HEALTHY -
rg_gssio2-hs/eld4s07 HEALTHY -
rg_gssio2-hs/eld4s08 HEALTHY -
rg_gssio2-hs/eld4s09 HEALTHY -
rg_gssio2-hs/eld4s10 HEALTHY -
rg_gssio2-hs/eld4sll HEALTHY -
rg_gssio2-hs/eld4sl2 HEALTHY -
rg_gssio2-hs/eld5s07 HEALTHY -
rg_gssio2-hs/eld5s08 HEALTHY -
rg_gssio2-hs/eld5s09 HEALTHY -
rg_gssio2-hs/eld5s10 HEALTHY -
rg_gssio2-hs/eld5s1l HEALTHY -
rg_gssio2-hs/e2d1s07 HEALTHY -
rg_gssio2-hs/e2d1s08 HEALTHY -
rg_gssio2-hs/e2d1s09 HEALTHY -
rg_gssio2-hs/e2d1s10 HEALTHY -
rg_gssio2-hs/e2d1sl1l HEALTHY -
rg_gssio2-hs/e2d1s12 HEALTHY -
rg_gssio2-hs/e2d2s07 HEALTHY -
rg_gssio2-hs/e2d2s08 HEALTHY -
rg_gssio2-hs/e2d2s09 HEALTHY -
rg_gssio2-hs/e2d2s10 HEALTHY -
rg_gssio2-hs/e2d2s11 HEALTHY -
rg_gssio2-hs/e2d2s12 HEALTHY -
rg_gssio2-hs/e2d3s07 HEALTHY -
rg_gssio2-hs/e2d3s08 HEALTHY -
rg_gssio2-hs/e2d3s09 HEALTHY -
rg_gssio2-hs/e2d3s10 HEALTHY -
rg_gssio2-hs/e2d3sll HEALTHY -
rg_gssio2-hs/e2d3s12 HEALTHY -
rg_gssio2-hs/e2d4s07 HEALTHY -
rg_gssio2-hs/e2d4s08 HEALTHY -
rg_gssio2-hs/e2d4s09 HEALTHY -
rg_gssio2-hs/e2d4s10 HEALTHY -
rg_gssio2-hs/e2d4sll HEALTHY -
rg_gssio2-hs/e2d4s12 HEALTHY -
rg_gssio2-hs/e2d5s07 HEALTHY -
rg_gssio2-hs/e2d5s08 HEALTHY -
rg_gssio2-hs/e2d5s09 HEALTHY -
rg_gssio2-hs/e2d5s10 HEALTHY -
rg_gssio2-hs/e2d5s11 HEALTHY -
rg_gssio2-hs/e2d5s12ssd HEALTHY -
rg_gssio2-hs/nls02 HEALTHY -
rg_gssio2-hs/n2s02 HEALTHY -
RECOVERYGROUP DEGRADED gnr_rg_failed
rg_gssiol-hs FAILED gnr_rg_failed
rg_gssio2-hs HEALTHY -
VIRTUALDISK DEGRADED -
rg_gssio2_hs_Basicl_data_0 HEALTHY -
rg_gssio2_hs_Basicl_system 0 HEALTHY -
rg_gssio2_hs_Basic2_data_0 HEALTHY -
rg_gssio2_hs_Basic2_system_0 HEALTHY -
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rg_gssio2_hs_Customl_datal_0 HEALTHY -

rg_gssio2_hs_Customl_system 0 HEALTHY -
rg_gssio2_hs_Data_8M_2p_1_gpfsO HEALTHY -
rg_gssio2_hs_Data_8M 3p_1 gpfsl HEALTHY -
rg_gssio2_hs_MetaData_1M_3W_1_gpfs@ HEALTHY -
rg_gssio2_hs_MetaData_IM_4W_1_gpfsl HEALTHY -
rg_gssio2_hs_loghome HEALTHY -
rg_gssio2_hs_logtip HEALTHY -
rg_gssio2_hs_logtipbackup HEALTHY -
PERFMON HEALTHY -

7. To view the eventlog history of the node for the last hour, issue this command:

mmhealth node eventlog --hour

The system displays output similar to this:

Node name: test-21.Tocalnet.com

Timestamp Event Name Severity Details

2016-10-28 06:59:34.045980 CEST monitor_started INFO The IBM Spectrum Scale monitoring service has been started
2016-10-28 07:01:21.919943 CEST fs_remount_mount INFO The filesystem objfs was mounted internal

2016-10-28 07:01:32.434703 CEST disk_found INFO The disk diskl was found

2016-10-28 07:01:32.669125 CEST disk_found INFO The disk disk8 was found

2016-10-28 07:01:36.975902 CEST filesystem_found INFO Filesystem objfs was found

2016-10-28 07:01:37.226157 CEST unmounted_fs_check WARNING The filesystem objfs is probably needed, but not mounted
2016-10-28 07:01:52.113691 CEST mounted_fs_check INFO The filesystem objfs is mounted

2016-10-28 07:01:52.283545 CEST fs_remount_mount INFO The filesystem objfs was mounted normal

2016-10-28 07:02:07.026093 CEST mounted_fs_check INFO The filesystem objfs is mounted

2016-10-28 07:14:58.498854 CEST ces_network_ips_down WARNING No CES relevant NICs detected

2016-10-28 07:15:07.702351 CEST nodestatechange_info INFO A CES node state change: Node 1 add startup flag
2016-10-28 07:15:37.322997 CEST nodestatechange_info INFO A CES node state change: Node 1 remove startup flag
2016-10-28 07:15:43.741149 CEST ces_network_ips_up INFO CES-relevant IPs are served by found NICs

2016-10-28 07:15:44.028031 CEST ces_network_vanished INFO CES NIC eth® has vanished

8. To view the eventlog history of the node for the last hour, issue this command:
mmhealth node eventlog --hour --verbose

The system displays output similar to this:

Node name: test-21.7ocalnet.com

Timestamp Component Event Name Event ID Severity Details

2016-10-28 06:59:34.045980 CEST  gpfs monitor_started 999726  INFO The IBM Spectrum Scale monitoring service has been started
2016-10-28 07:01:21.919943 CEST  filesystem fs_remount_mount 999306  INFO The filesystem objfs was mounted interna

2016-10-28 07:01:32.434703 CEST  disk disk_found 999424  INFO The disk diskl was found

2016-10-28 07:01:32.669125 CEST  disk disk_found 999424 INFO The disk disk8 was found

2016-10-28 07:01:36.975902 CEST  filesystem filesystem_ found 999299  INFO Filesystem objfs was found

2016-10-28 07:01:37.226157 CEST  filesystem  unmounted_fs_check 999298  WARNING The filesystem objfs is probably needed, but not mounted
2016-10-28 07:01:52.113691 CEST  filesystem mounted_fs_check 999301  INFO The filesystem objfs is mounted

2016-10-28 07:01:52.283545 CEST  filesystem  fs_remount_mount 999306  INFO The filesystem objfs was mounted norma

2016-10-28 07:02:07.026093 CEST  filesystem mounted_fs_check 999301  INFO The filesystem objfs is mounted

2016-10-28 07:14:58.498854 CEST  cesnetwork  ces_network_ips_down 999426  WARNING No CES relevant NICs detected

2016-10-28 07:15:07.702351 CEST  gpfs nodestatechange_info 999220  INFO A CES node state change: Node 1 add startup flag
2016-10-28 07:15:37.322997 CEST  gpfs nodestatechange_info 999220  INFO A CES node state change: Node 1 remove startup flag

2016-10-28 07:15:43.741149 CEST  cesnetwork  ces_network_ips_up 999427  INFO CES-relevant IPs are served by found NICs
2016-10-28 07:15:44.028031 CEST  cesnetwork  ces_network_vanished 999434  INFO CES NIC eth® has vanished

9. To view the detailed description of an event, issue mmhealth event show command. This is an
example for quorum_down event:

mmhealth event show quorum_down

The system displays output similar to this:

Event Name: quorum_down
Event ID: 999289
Description: Reasons could be network or hardware issues, or a shutdown of the cluster service.
The event does not necessarily indicate an issue with the cluster quorum state.
Cause: The Tlocal node does not have quorum. The cluster service might not be running.
User Action: Check if the cluster quorum nodes are running and can be reached over the network. Check Tocal firewall settings
Severity: ERROR
State: DEGRADED
8:08:54 PM
2016-09-27 11:31:52.520002 CEST move_cesip_from INFO  Address 192.168.3.27 was moved from this node to node 3
2016-09-27 11:32:40.576867 CEST nfs_dbus_ok INFO  NFS check via DBus successfu
2016-09-27 11:33:36.483188 CEST pmsensors_down ERROR pmsensors service should be started and is stopped
2016-09-27 11:34:06.188747 CEST pmsensors_up INFO  pmsensors service as expected, state is started

2016-09-27 11:31:52.520002 CEST  cesnetwork move_cesip_from 999244  INFO  Address 192.168.3.27 was moved from this node to node 3

2016-09-27 11:32:40.576867 CEST  nfs nfs_dbus_ok 999239  INFO  NFS check via DBus successfu
2016-09-27 11:33:36.483188 CEST  perfmon pmsensors_down 999342  ERROR pmsensors service should be started and is stopped
2016-09-27 11:34:06.188747 CEST  perfmon pmsensors_up 999341 INFO  pmsensors service as expected, state is started

10. To view the detailed description of the cluster, issue mmhealth cluster show command:
mmhealth cluster show

The system displays output similar to this:
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1.

Component Total Failed Degraded Healthy Other

NODE 50 1 1 48 -
GPFS 50 1 - 49 -
NETWORK 50 - - 50 -
FILESYSTEM 3 - - 3 -
DISK 50 - - 50 -
CES 5 - 5 - -
CLOUDGATEWAY 2 - - 2 -
PERFMON 48 - 5 43 -

Note: The cluster must have the minimum release level as 4.2.2.0 or higher to use mmhealth cluster

show command. Also, this command does not support Windows operating system.
To view more information of the cluster health status, issue this command:
mmhealth cluster show --verbose

The system displays output similar to this:
Component Total Failed Degraded Healthy Other

GPFS 50 1 - 49 -
NETWORK 50 - - 50 -
FILESYSTEM

FS1 15 - - 15 -

FS2 5 - - 5 -

FS3 20 - - 20 -
DISK 50 - - 50 -
CES 5

AUTH

AUTH_OBJ

BLOCK

CESNETWORK

NFS

OBJECT

SMB
CLOUDGATEWAY
PERFMON

coOMNO1TOo1TOTO1T OO OOl
1
1

~

Use case 2: Creating a threshold rule and using mmhealth commands for observing the HEALTH status
changes

1.

To Monitor the memory_free utilization on each node create a new thresholds rule with the
following settings:

# mmhealth thresholds add mem_memfree --errorlevel 1000000 --warnlevel 1500000
--name myTest_memfree --groupby node

The system displays output similar to this:

New rule 'myTest memfree' is created. The monitor process is activated

To view the list of all threshold rules defined for the system, issue this command:
mmhealth thresholds Tist

The system displays output similar to this:

### Threshold Rules ###

rule_name metric error warn direction filterBy groupBy sensitivity
myTest_memfree mem_memfree 1000000 1500000 None node 300
InodeCapUtil_Rule Fileset_inode 90.0 80.0 high gpfs_cluster_name,

gpfs_fs_name,gpfs_fset_name 300
DataCapUtil_Rule DataPool_capUtil 90.0 80.0 high gpfs_cluster_name,

gpfs_fs_name,gpfs_diskpool_name 300
MemFree_Rule mem_memfree 50000 100000  Tow node 300
MetaDataCapUtil_Rule MetaDataPool_capUtil 90.0 80.0 high gpfs_cluster_name,

gpfs_fs_name,gpfs_diskpool_name 300

To show the THRESHOLD status of the current node:
# mmhealth node show THRESHOLD
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The system displays output similar to this:

Component Status Status Change Reasons

THRESHOLD HEALTHY 13 hours ago -
MemFree Rule HEALTHY 13 hours ago -
myTest_memfree HEALTHY 10 min  ago -

To view the event log history of the node issue the following command on each node:

# mmhealth node eventlog

2017-03-17 11:52:33.063550 CET thresholds_error ERROR The value of mem memfree for the component(s)
myTest_memfree/gpfsgui-14.novalocal exceeded
threshold error level 1000000 defined in myTest_memfree.

# mmhealth node eventlog
2017-03-17 11:52:32.594932 CET thresholds_warn WARNING The value of mem memfree for the component(s)
myTest_memfree/gpfsgui-11.novalocal exceeded
threshold warning Tevel 1500000 defined in myTest_memfree.
2017-03-17 12:00:31.653163 CET thresholds_normal INFO The value of mem memfree defined in myTest_memfree
for component myTest_memfree/gpfsgui-11.novalocal
reached a normal Tevel.

# mmhealth node eventlog

2017-03-17 11:52:35.389392 CET thresholds_error ERROR The value of mem memfree for the component(s)
myTest_memfree/gpfsgui-13.novalocal exceeded
threshold error level 1000000 defined in myTest_memfree.

You can view the actual metric values and compare with the rule boundaries by issuing the metric
query against pmcollector node. The following example shows the mem_memfree metric query
command and metric values for each node in the output:

# date; echo "get metrics mem memfree -x -r last 10 bucket size 300 " |
/opt/IBM/zimon/zc gpfsgui-11

The system displays output similar to this:
Fri Mar 17 12:09:00 CET 2017

1: gpfsgui-1l.novalocal [Memory |mem_memfree

2: gpfsgui-12.novalocal [Memory |mem_memfree

3: gpfsgui-13.novalocal |Memory |mem_memfree

4: gpfsgui-14.novalocal |Memory|mem_memfree

Row Timestamp mem_memfree mem_memfree mem_memfree mem_memfree
1 2017-03-17 11:20:00 1558888 1598442 717029 768610
2 2017-03-17 11:25:00 1555256 1598596 717328 768207
3 2017-03-17 11:30:00 1554707 1597399 715988 767737
4 2017-03-17 11:35:00 1554945 1598114 715664 768056
5 2017-03-17 11:40:00 1553744 1597234 715559 766245
6 2017-03-17 11:45:00 1552876 1596891 715369 767282
7 2017-03-17 11:50:00 1450204 1596364 714640 766594
8 2017-03-17 11:55:00 1389649 1595493 714228 764839
9 2017-03-17 12:00:00 1549598 1594154 713059 765411
10 2017-03-17 12:05:00 1547029 1590308 706375 766655

To view the THRESHOLD status of all the nodes, issue this command::
# mmhealth cluster show THRESHOLD

The system displays output similar to this:

Component Node Status Reasons
THRESHOLD gpfsgui-11l.novalocal HEALTHY -

THRESHOLD gpfsgui-13.novalocal FAILED thresholds_error
THRESHOLD gpfsgui-12.novalocal HEALTHY -

THRESHOLD gpfsgui-14.novalocal FAILED thresholds_error

To view the details of the raised event, issue this command:
# mmhealth event show thresholds_error

The system displays output similar to this:

Event Name: thresholds_error
Event ID: 999892
Description: The thresholds value reached an error level.
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Cause: The thresholds value reached an error Tlevel.

User Action: N/A
Severity: ERROR
State: FAILED

8. To get an overview about the node reporting unhealthy status you can check the event log for this
node, by issuing the following command:

# mmhealth node eventlog

The system displays output similar to this:

2017-03-17 11:50:23.252419 CET move_cesip_from INFO Address 192.168.0.158 was moved from this node to node 0
2017-03-17 11:50:23.400872 CET thresholds_warn WARNING The value of mem_memfree for the component(s)
myTest_memfree/gpfsgui-13.novalocal exceeded
threshold warning Tevel 1500000 defined in myTest_memfree.

2017-03-17 11:50:26.090570 CET mounted_fs_check INFO The filesystem fs2 is mounted

2017-03-17 11:50:26.304381 CET mounted_fs_check INFO The filesystem gpfsO is mounted

2017-03-17 11:50:26.428079 CET fs_remount_mount INFO The filesystem gpfsO was mounted normal
2017-03-17 11:50:27.449704 CET quorum_up INFO Quorum achieved

2017-03-17 11:50:28.283431 CET mounted_fs_check INFO The filesystem gpfsO is mounted

2017-03-17 11:52:32.591514 CET mounted_fs_check INFO The filesystem objfs is mounted

2017-03-17 11:52:32.685953 CET fs_remount_mount INFO The filesystem objfs was mounted normal
2017-03-17 11:52:32.870778 CET fs_remount_mount INFO The filesystem fsl was mounted normal
2017-03-17 11:52:35.752707 CET mounted_fs_check INFO The filesystem fsl is mounted

2017-03-17 11:52:35.931688 CET mounted_fs_check INFO The filesystem objfs is mounted

2017-03-17 12:00:36.390594 CET service_disabled INFO The service auth is disabled

2017-03-17 12:00:36.673544 CET service_disabled INFO The service block is disabled

2017-03-17 12:00:39.636839 CET postgresql_failed ERROR postgresql-obj process should be started but is stopped
2017-03-16 12:01:21.389392 CET thresholds_error ERROR The value of mem _memfree for the component(s)

myTest_memfree/gpfsgui-13.novalocal exceeded
threshold error Tevel 1000000 defined in myTest_memfree.

9. To check the last THRESHOLD event update for this node, issue the following command:
# mmhealth node show THRESHOLD

The system displays output similar to this:

Node name: gpfsgui-13.novalocal
Component Status Status Change Reasons
THRESHOLD  FAILED 15 minutes ago thresholds_error(myTest_memfree/gpfsgui-13.novalocal)
myTest_memfree  FAILED 15 minutes ago thresholds_error
Event Parameter Severity Active Since Event Message
thresholds_error  myTest memfree  ERROR 15 minutes ago  The value of mem memfree for the component(s)

myTest_memfree/gpfsgui-13.novalocal exceeded
threshold error level 1000000 defined in myTest_memfree.

10. To review the status of all services for this node, issue the following command:
# mmhealth node show

The system displays output similar to this:

Node name: gpfsgui-13.novalocal
Node status: TIPS
Status Change: 15 hours ago

Component Status Status Change Reasons

GPFS TIPS 15 hours ago gpfs_maxfilestocache_small, gpfs_maxstatcache_high, gpfs_pagepool_smal
NETWORK HEALTHY 15 hours ago -

FILESYSTEM HEALTHY 15 hours ago -

DISK HEALTHY 15 hours ago -

CES TIPS 15 hours ago nfs_sensors_inactive

PERFMON HEALTHY 15 hours ago -

THRESHOLD FAILED 15 minutes ago thresholds_error(myTest_memfree/gpfsgui-13.novalocal)

[root@gpfsgui-13 ~]#
| Use case 3: Creating multiple threshold rules for the same metric and using mmhealth commands for

| observing the HEALTH status changes for a particular component based on the rules specified in the
| filter attributes.
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Empty the thresholds rules list for a better overview of the component status change, dependent on
the count and granularity of specified thresholds rules for the same metric, using the following

command:

# mmhealth thres
The rule(s) was(

holds delete all
were) deleted successfully

Create the new rule checking the mem_memfree utilization on each node, using the following

command:

# mmhealth thresholds add mem_memfree --errorlevel 10000000 --warnlevel 15000000 --name all_memfree
New rule 'all_memfree' is created. The monitor process is activated

Review the new rule priority using the following command:

# mmhealth thres
### all_memfre
attribute
rule_name
frequency

tags
user_action_warn
user_action_erro
priority

type

metric

metricOp
sensitivity
computation
duration
filterBy

groupBy

error

warn

direction
hysteresis

Verify the actual metric values for the rule metric using the following query:

holds Tlist -v

e details ###
value
all_memfree
300
thresholds
None

r None
2
metric
mem_memfree
noOperation
300
None
None

None
10000000
15000000
None

0.0

# date; echo "get metrics mem memfree last 5 bucket size 300 " | /opt/IBM/zimon/zc gpfsgui-11

Sat May 27 22:42
: gpfsgqui-
gpfsqui-
gpfsqui-
gpfsqui-
gpfsqui-

2017-05-
2017-05-
2017-05-
2017-05-
2017-05-

OO WNRFL OO WN
O es es ee e
=

Note: In this case,

error.

Verify the status of the THRESHOLD services using the following command:

# mmhealth node
Node name:

Component

:15 CEST 2017

11.novalocal [Memory |mem_memfree
12.novalocal [Memory |mem_memfree
13.novalocal [Memory |mem_memfree
14.novalocal [Memory |mem_memfree
15.novalocal |Memory [mem_memfree

27 22:20:00 1222358 1449223 551504
27 22:25:00 1221110 1448821 551754
27 22:30:00 1206205 1442715 544871
27 22:35:00 1191082 1446694 534915
27 22:40:00 1189409 1434247 520912

show THRESHOLD

gpfsgui-1l.novalocal

Timestamp mem_memfree mem_memfree

629996
631163
625573
624676
624064

mem_memfree
780831
781082
774282
777026
775971

mem_memfree mem_memfree

the current value is lower than the thresholds error limit. The rule might raise an

THRESHOLD
all_memfree

Status Status Change Reasons

FAILED 8 min. ago

FAILED 8 min. ago thresholds_error
Parameter Severity Active Since

Event Message

thresholds_error(all_memfree/gpfsgui-11.novalocal)
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thresholds_error all_memfree ERROR 8 min. ago The value of mem_memfree for the
component(s) all_memfree/gpfsgui-11.novalocal
exceeded threshold error level 10000000
defined in all_memfree.

Note: Status for the local node has changed to FAILED.
Create another rule to check the mem_memfree only for the node gpfsgui-12.

# mmhealth thresholds add mem_memfree --filterby node=gpfsgui-12.novalocal
--errorlevel 10600000 --warnlevel 15500000 --name gpfsguil2_memfree
New rule 'gpfsguil2 memfree' is created. The monitor process is activated

Check the priority for the new rule using the following command:

# mmhealth thresholds list -v
###  gpfsguil2_memfree details ###

attribute value

rule_name gpfsguil2_memfree
frequency 300

tags thresholds

user_action_warn  None
user_action_error None

priority 1

type metric
metric mem_memfree
metricOp noOperation
sensitivity 300
computation None
duration None
filterBy node=gpfsgui-12.novalocal
groupBy None

error 10600000
warn 15500000
direction None
hysteresis 0.0

Note: The priority of the rule gpfsguil2_memfree is higher than the priority of all_memf{ree.
Threfore, once the rule is active, only the gpfsguil2_memfree rule is eligible to evaluate the
thresholds limits for the node gpfsgui-12 and update its status.

Verify the actual mem_memfree values small enough to cause the error event by
gpfsguil2_memfree rule, using the following command:

# date; echo "get metrics mem memfree last 5 bucket size 300 " | /opt/IBM/zimon/zc gpfsgui-11
Sat May 27 22:47:39 CEST 2017

1: gpfsgui-11.novalocal|Memory |mem memfree

2: gpfsgui-12.novalocal |Memory mem_memfree

3: gpfsgui-13.novalocal|Memory |mem_memfree

4: gpfsgui-14.novalocal |Memory mem_memfree

5: gpfsgui-15.novalocal [Memory |mem_memfree

Row Timestamp mem_memfree mem_memfree mem_memfree mem_memfree mem_memfree
1 2017-05-27 22:25:00 1221110 1448821 551754 631163 781082

2 2017-05-27 22:30:00 1206205 1442715 544871 625573 774282

3 2017-05-27 22:35:00 1191082 1446694 534915 624676 777026

4 2017-05-27 22:40:00 1192882 1434523 525189 624599 776626

5 2017-05-27 22:45:00 1200269 1433669 535813 624870 773570

Verify the status of the THRESHOLD services using the following command:
# mmhealth node show THRESHOLD

Node name: gpfsgui-1l.novalocal

Component Status Status Change Reasons

THRESHOLD DEGRADED 5 min. ago thresholds_error(all_memfree/gpfsgui-11.novalocal)
all_memfree FAILED 19 min. ago thresholds_error
gpfsquil2_memfree  HEALTHY 5 min. ago -
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10.

11.

12.
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Event Parameter Severity Active Since Event Message

thresholds_error all_memfree ERROR 19 min. ago The value of mem_memfree for the component(s)
all_memfree/gpfsgui-11.novalocal exceeded threshold
error level 10000000 defined in all_memfree.

Note: There is new rule gpfsguil2_memfree listed, but it shows a HEALTHY status. That is correct,

because at this point the second rule has not evaluated the status of the node gpfsgui-11, to which

the system is connected locally

a. Verify the status of the THRESHOLD services on the node gpfsgui-12 using the following
command:

# mmhealth node show THRESHOLD -N gpfsgqui-12

Node name: gpfsgui-12.novalocal

Component Status Status Change Reasons

THRESHOLD DEGRADED 4 min. ago thresholds_error(gpfsguil2_memfree/gpfsgui-12.novalocal)
all_memfree DISABLED 4 min. ago -
gpfsguil2_memfree  FAILED 5 min. ago thresholds_error

Event Parameter Severity Active Since Event Message

thresholds_error gpfsguil2_memfree ERROR 5 min. ago The value of mem memfree for the component(s)

gpfsguil2_memfree/gpfsgui-12.novalocal
exceeded threshold error level 10600000
defined in gpfsguil2_memfree.

Note: There is an event raised by the gpfsguil2_memfree rule, and the status of the whole
service is DEGRADED.

Create a third rule that checks the mem_memfree rule for the node gpfsgui-15, using the following
command:

# mmhealth thresholds add mem_memfree --filterby node=gpfsgui-15.novalocal
--errorlevel 10600000 --warnlevel 15500000 --name gpfsguil5_memfree
New rule 'gpfsguil5 memfree' is created. The monitor process is activated

Verify the list of active rules sing the following command:

# mmhealth thresholds list
### Threshold Rules ###

rule_name metric error warn direction filterBy groupBy sensitivity
gpfsguil2_memfree mem memfree 10600000 15500000 None node=gpfsgui-12.novalocal None 300
all_memfree mem_memfree 10000000 15000000 None None 300
gpfsguil5_memfree mem_memfree 10600000 15500000 None node=gpfsgui-15.novalocal None 300

Review the status of the THRESHOLD service on each particular node using the following
command:

# mmhealth node show THRESHOLD

Node name: gpfsgui-1l.novalocal

Component Status Status Change Reasons

THRESHOLD DEGRADED 28 min. ago thresholds_error(all_memfree/gpfsgui-11l.novalocal)
all_memfree FAILED 34 min. ago thresholds_error
gpfsguil2_memfree  HEALTHY 18 min. ago -
gpfsquils_memfree  HEALTHY 7 min. ago -

Event Parameter Severity Active Since Event Message

IBM Spectrum Scale 4.2.3: Problem Determination Guide



13.

14.

thresholds_error all_memfree ERROR 16 hours ago The value of mem_memfree for the component(s)
all_memfree/gpfsgui-1l.novalocal exceeded threshold
error Tevel 10000000 defined in all_memfree.

# mmhealth node show THRESHOLD -N gpfsqui-12

Node name: gpfsgui-12.novalocal

Component Status Status Change Reasons

THRESHOLD DEGRADED 28 min. ago thresholds_error(gpfsguil2_memfree/gpfsgui-12.novalocal)
all_memfree DISABLED 18 min. ago -
gpfsguil2_memfree  FAILED 28 min. ago thresholds_error
gpfsquils_memfree  HEALTHY 7 min. ago -

Event Parameter Severity Active Since Event Message

thresholds_error gpfsguil2_memfree  ERROR 16 hours ago The value of mem memfree for the component(s)

gpfsguil2_memfree/gpfsgui-12.novalocal exceeded
threshold error level 10600000 defined in
gpfsguil2_memfree.

# mmhealth node show THRESHOLD -N gpfsgui-15

Node name: gpfsgui-15.novalocal

Component Status Status Change Reasons

THRESHOLD DEGRADED 28 min. ago thresholds_error(gpfsguil5_memfree/gpfsgui-15.novalocal)
all_memfree DISABLED 1 min. ago -
gpfsquil2_memfree  HEALTHY 28 min. ago -
gpfsguil5_memfree  FAILED 7 min. ago thresholds_error

Event Parameter Severity Active Since Event Message

gpfsguils_memfree/gpfsgui-15.novalocal exceeded
threshold error Tevel 10600000 defined in
gpfsguil5_memfree.

Review the node eventlog of the node gpfsgui-15 to see the full event history, using the following
command:

# mmhealth node eventlog -N gpfsgqui-15

2017-05-27 22:33:56.877481 CEST thresholds_error ERROR The value of mem memfree for the component(s)
all_memfree/gpfsgui-15.novalocal exceeded
threshold error Tevel 10000000 defined in
all_memfree.

2017-05-27 23:08:26.358688 CEST thresholds_error ERROR The value of mem memfree for the component(s)
gpfsguils memfree/gpfsgui-15.novalocal exceeded
threshold error level 10600000 defined in
gpfsguil5 memfree.

2017-05-27 23:13:56.392194 CEST thresholds_removed INFO The value of mem_memfree for the component(s)
all_memfree/gpfsgui-15.novalocal defined in
all_memfree was removed.

Verify that a second rule managing exactly the same metric and component entity is not allowed,
using the following command:

# mmhealth thresholds add mem memfree --filterby node=gpfsgui-15.novalocal
--errorlevel 10600000 --warnlevel 15500000 --name second_gpfsguil5_memfree
The rule 'gpfsguil5 _memfree' is already active for the specified filterBy entr(y)ies
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Chapter 4. Monitoring events through callbacks

You can configure the callback feature to provide notifications when node and cluster events occur.
Starting complex or long-running commands, or commands that involve GPFS files, might cause
unexpected and undesired results, including loss of file system availability. Use the mmaddcallback
command to configure the callback feature.

For more information on how to configure and manage callbacks, see the man page of the following
commands in IBM Spectrum Scale: Command and Programming Reference:

* mmaddcallback
* mmdelcallback
* mmlscallback
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Chapter 5. Monitoring capacity through GUI

You can monitor the capacity of the file system, pools, filesets, NSDs, users, and user groups.

The historical capacity data collection for file systems, pools, and file sets depend on the correctly
configured data collection sensors for fileset quota and disk capacity. When the IBM Spectrum Scale
system is installed through the installation toolkit, the capacity data collection is configured by default.
Otherwise, use the mmperfmon command to enable data collection for capacity data.

The following topics describe the capacity monitoring options that are available in the GUI.
Monitoring > Capacity page

The Monitoring > Capacity page provides predefined capacity reports for file systems, pools, file sets,
users, and groups. While capacity information of file systems, pools, and filesets is available in the
respective areas of the GUI, the Monitoring > Capacity page is the only place where information on used
capacity per user or group is available.

For filesets, users, and user groups, you can see the total capacity and whether quotas are set for these
objects. For each fileset, you can see a used capacity trend over a 30-day time period as a sparkline. It
also displays the percentage of soft limit and hard limit usage. When the hard limit is exceeded, no more
files belong to the respective user, user group, or fileset can be written. However, exceeding the hard limit
allows a certain grace period before disallowing more file writes. Soft and hard limits for disk capacity
are measured in units of kilobytes (KiB), megabytes (MiB), or gigabytes (GiB). This information is
automatically collected once an hour by performance monitoring collector. Use Files > Quotas to change
the quota limits. The file system implements quotas to control and monitor file system usage by users
and groups across the system.

If some filesets are not listed in the filesets section, the system displays a note at the bottom of the page
that shows the reason for this issue. The issue is either because the quota is disabled for some filesets or
the list of filesets is outdated.

You can also view capacity values of file systems and filesets on the corresponding panels.

Using information from the Monitoring > Statistics page

The Monitoring > Statistics page allows to create customized capacity reports for file systems, pools and
file sets. You can store these reports as favorites and add them to the dashboard as well.

Capacity information for file systems, pools, NSDs, and filesets

The dedicated GUI pages combine information about configuration, health, performance, and capacity in
one place. The following GUI pages provide the corresponding capacity views:

 Files > File Systems
* Files > Filesets

* Storage > Pools

» Storage > NSDs

Troubleshooting issues with capacity data displayed in the GUI
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Due to the impact that capacity data collection can have on the system, different capacity values are
collected on a different schedule and are provided by different system components. The following list
provides insight on the issues that can arise from the multitude of schedules and subsystems that provide
capacity data:

Capacity in the file system view and the total amount of the capacity for pools and volumes view do

not match.
The capacity data in the file system view is collected every 10 minutes by performance
monitoring collector, but the capacity data for pools and Network Shared Disks (NSD) are not
updated. By default, NSD data is only collected once per day by performance monitoring
collector and it is cached. Clicking the refresh icon gathers the last two records from performance
monitoring tool and it displays the last record values if they are not null. If the last record has
null values, the system displays the previous one. If the values of both records are null, the
system displays N/A and the check box for displaying a time chart is disabled. The last update
date is the record date that is fetched from performance monitoring tool if the values are not null.

Capacity in the file system view and the total amount of used capacity for all filesets in that file
system do not match.
There are differences both in the collection schedule as well as in the collection mechanism that
contributes to the fact that the fileset capacities do not add up to the file system used capacity.

Scheduling differences:
Capacity information that is shown for filesets in the GUI is collected once per hour by
performance monitoring collector and displayed on Filesets page. When you click the
refresh icon you get the information of the last record from performance monitoring. If
the last two records have null values, you get a 'Not collected’ warning for used capacity.
The file system capacity information on the file systems view is collected every 10
minutes by performance monitoring collector and when you click the refresh icon you get
the information of the last record from performance monitoring.

Data collection differences:
Quota values show the sum of the size of all files and are reported asynchronously. The
quota reporting does not consider metadata, snapshots, or capacity that cannot be
allocated within a subblock. Therefore, the sum of the fileset quota values can be lower
than the data shown in the file system view. You can use the CLI command mmlsfileset
with the -d and -i options to view capacity information. The GUI does not provide a
means to display this values because of the performance impact due to data collection.

The sum of all fileset inode values on the view quota window does not match the number of inodes
that are displayed on the file system properties window.
The quota value only accounts for user-created inodes while the properties for the file system
also display inodes that are used internally. Refresh the quota data to update these values.

No capacity data shown on a new system or for a newly created file system
Capacity data may show up with a delay of up to 1 day. The capacity data for file systems,
NSDs, and pools is collected once a day as this is a resource intensive operation. Line charts do
not show a line if only a single data point exists. You can use the hover function in order to see
the first data point in the chart.

The management GUI displays negative fileset capacity or 4000000000 used inodes although no files

are created.
This problem can be seen in the Monitoring > Capacity on the Fileset tab and on the Quota view.
This problem is caused when the quota accounting is out of sync. To fix this error, issue the cli
command mmrepquota. This command recounts inode and capacity usage in a file system by user,
user group, and fileset, and writes the collected data into the database. It also checks quota limits
for users, user groups, and filesets in a file system. Running this command can impact
performance of I/O operations.
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Chapter 6. Monitoring AFM and AFM DR

The following sections inform you how to monitor and troubleshoot AFM and AFM DR filesets.

Monitoring fileset states for AFM

AFM fileset can have different states depending on the mode and queue states.

To view the current cache state, run the

mmafmctl filesystem getstate

command, or the

mmafmctl filesystem getstate -j cache_fileset

command.

See the following table for the explanation of the cache state:

Table 32. AFM states and their description

Healthy or Administrator's
AFM fileset state Condition Description Unhealthy action
Inactive The AFM cache is Operations were not | Healthy None
created initiated on the cache
cluster after the last
daemon restart.
FlushOnly Operations are Operations have not |Healthy This is a temporary
queued started to flush. state and should
move to Active when
a write is initiated.
Active The AFM cache is The cache cluster is | Healthy None
active ready for an
operation.
Dirty The AFM is active The pending changes |Healthy None
in the cache cluster
are not played at the
home cluster. This
state does not hamper
the normal activity.
Recovery The cache is accessed | A new gateway is Healthy None
after primary taking over a fileset
gateway failure as primary gateway
after the old primary
gateway failed.
QueueOnly The cache is running | Operations such as Healthy This is a temporary
some operation. recovery, resync, state.
failover are being
executed, and
operations are being
queued and not
flushed.
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Table 32. AFM states and their description (continued)

is full, space is not
available on the cache
or the primary
cluster, or there is a
policy failure during
recovery.

Healthy or Administrator's

AFM fileset state Condition Description Unhealthy action

Disconnected Primary gateway Occurs only in a Unhealthy Correct the errant
cannot connect to the |cache cluster that is NFS servers on the
NFS server at the created over an NFS home cluster.
home cluster. export. When parallel

data transfer is
configured, this state
shows the
connectivity between
the primary gateway
and the mapped
home server,
irrespective of other
gateway nodes.

Unmounted The cache that is e The home NFS is Unhealthy 1. Fix the NES
using NFS has ) not accessible export issue in the
gttt o b |, T4 e ors Hame

. ) are not exported section and retry
sometimes Flurmg 1 for access.
creation or in the property .
middle of an + The home export 2. Relink ’fhe cache
operation if home does not exist cluster if the cache
exports are meddled cluster does not
with. recover.

After
mountRetryInterval
of the primary
gateway, the cache
cluster retries
connecting with
home.

Unmounted The cache that is There are problems Unhealthy Check remote
using the GPFS accessing the local filesystem mount on
protocol detects a mount of the remote the cache cluster and
change in the home file system. remount if necessary.
cluster, sometimes
during creation or in
the middle of an
operation.

Dropped Recovery failed. The local file system | Unhealthy Fix the issue and

is full, space is not access the fileset to
available on the cache retry recovery.
or the primary
cluster, or case of a
policy failure during
recovery.
Dropped IW Failback failed. The local file system | Unhealthy Fix the issue and

access the fileset to
retry failback.
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Table 32. AFM states and their description (continued)

AFM fileset state

Condition

Description

Healthy or
Unhealthy

Administrator's
action

Dropped

A cache with active
queue operations is
forcibly unlinked.

All queued
operations are being
de-queued, and the
fileset remains in the
Dropped state and
moves to the Inactive
state when the
unlinking is complete.

Healthy

This is a temporary
state.

Dropped

The old GW node
starts functioning
properly after a
failure

AFM internally
performs queue
transfers from one
gateway to another to
handle gateway node
failures.

Healthy

The system resolves
this state on the next
access.

Dropped

Cache creation or in
the middle of an
operation if the home
exports changed.

Export problems at
home such as
following:

* The home path is
not exported on all
NFS server nodes
that are interacting
with the cache
clusters.

¢ The home cluster is
exported after the
operations have
started on the
fileset. Changing
fsid on the home
cluster after the
fileset operations
have begun.

e All home NFS
servers do not have
the same fsid for
the same export
path.

Unhealthy

1. Fix the NFS
export issue in the
Home setup
section and retry
for access.

2. Relink the cache
cluster if the cache
cluster does not
recover.

After
mountRetryInterval
the primary gateway
retries connecting
with home cluster.

Dropped

During recovery or
normal operation

If gateway queue
memory is exceeded,
the queue can get
dropped. The
memory has to be
increased to
accommodate all
requests and bring
the queue back to the
Active state.

Unhealthy

Increase
afmHardMemThreshold.

Expired

The RO cache that is
configured to expire

An event that occurs
automatically after
prolonged
disconnection when
the cached contents
are not accessible.

Unhealthy

Fix the errant NFS
servers on the home
cluster
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Table 32. AFM states and their description (continued)

cache

only under error
conditions during
recovery

Healthy or Administrator's
AFM fileset state Condition Description Unhealthy action
NeedsFailback The IW cache that A failback initiated on | Unhealthy Failback is
needs to complete an IW cache cluster is automatically
failback interrupted and is triggered on the
incomplete. fileset, or the
administrator can run
failback again.
FailbackInProgress Failback initiated on | Failback is in Healthy None
IW cache progress and
automatically moves
to failbackCompleted
FailbackCompleted The IW cache after Failback successfully | Healthy Run mmafmct1
failback completes on the IW failback --stop on
cache cluster. the cache cluster.
NeedsResync The SW cache cluster |Occurs when the Unhealthy Run mmafmctl resync
during home home cluster is on the cache.
corruption accidentally
corrupted
NeedsResync Recovery on the SW | A rare state possible | Unhealthy No administrator

action required. The
system would fix this
in the subsequent
recovery.

Monitoring fileset states for AFM DR

AFM DR fileset can have different states depending on the mode and queue states.

Run the mmafmctl getstate command to view the current cache state.

See the following table:

Table 33. AFM DR states and their description

Healthy or Administrator's
AFM fileset state Condition Description Unhealthy action
Inactive AFM primary is Operations have not |Healthy None
created been initiated on the
primary after last
daemon restart.
FlushOnly Operations are Operations have not |Healthy
queued started to flush. This
is a temporary state
and moves to Active
when a write is
initiated.
Active AFM primary is Primary is ready for |Healthy None
active operation
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Table 33. AFM DR states and their description (continued)

Healthy or Administrator's

AFM fileset state Condition Description Unhealthy action

Dirty AFM primary is Indicates there are Healthy None
active pending changes in

primary not yet
played at secondary.
Does not hamper
normal activity.

Recovery The primary is Can occur when a Healthy None
accessed after MDS | new gateway is
failure taking over a fileset

as MDS after the old
MDS failed.

QueueOnly The primary is Can occur when Healthy This is a temporary
running some operations such as state.
operation recovery are being

executed and
operations are being
queued and are not
yet flushed.

Disconnected It occurs when the Occurs only in a Unhealthy Correct the errant
MDS cannot connect | cache cluster that is NFS servers on the
to the NFS server at | created over NFS secondary cluster.
secondary export. When parallel

I/0 is configured,
this state shows the
connectivity between
the MDS and the
mapped home server,
irrespective of other
gateway nodes.

Unmounted Primary using NFS This can occur if: Unhealthy 1. Rectify the NFS
detects a change in * Secondary NFS is export issue as in
secon(?lary T not accessible secondary setup
sometimes (?lurlng * Secondary exports section and retry
creation or in the

) L are not exported access

middle of operation if . . .

secondary exports are properly 2. Behnk primary if

interfered * Secondary export it does not

does not exist recover.

After
mountRetryInterval
of the MDS, the
primary retries
connecting with
secondary

Unmounted The primary thatis | Occurs when there Unhealthy Check remote

using the GPFS
protocol detects a
change in the
secondary cluster,
sometimes during
creation or in the
middle of an
operation

are problems
accessing the local
mount of the remote
file system.

filesystem mount on
the primary cluster
and remount if
necessary.
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Table 33. AFM DR states and their description (continued)

the middle of an
operation if the home
exports changed.

secondary such as:

* The home path is
not exported on all
NFS server nodes
that are interacting
with the cache
clusters. Even if the
home cluster is
exported after the
operations have
started on the
fileset, problems
might persist.

* Changing fsid on
the home cluster
after the fileset
operations have
begun.

¢ All home nfs
servers do not have
the same fsid for
the same export
path.

Healthy or Administrator's

AFM fileset state Condition Description Unhealthy action

Dropped Recovery failed. Occurs when the Unhealthy Fix the issue and

local file system is access the fileset to
full, space is not retry recovery.
available on the

primary, or a policy

failure during

recovery.

Dropped A primary with active | All queued Healthy This is a temporary
queue operations is operations are being state.
forcibly unlinked de-queued, and the

fileset remains in the
Dropped state and
moves to the Inactive
state when the
unlinking is complete.

Dropped Old GW node starts | AFM internally Healthy The system resolves
functioning properly | performs queue this state on the next
after a failure transfers from one access.

gateway to another to
handle gateway node
failures.
Dropped Primary creation or in | Export problems at Unhealthy 1. Fix the NFS

export issue in the
secondary setup
section and retry
for access.

2. Relink the
primary if the
cache cluster does
not recover.

After
mountRetryInterval
the MDS retries
connecting with the
secondary.
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Table 33. AFM DR states and their description (continued)

Healthy or Administrator's

AFM fileset state Condition Description Unhealthy action

Dropped During recovery or If gateway queue Unhealthy Increase
normal operation memory is exceeded, afmHardMemThreshold.

the queue can get
dropped. The
memory has to be
increased to
accommodate all
requests and bring
the queue back to the
Active state.

NeedsResync Recovery on primary |This is a rare state Unhealthy The problem gets
and is possible only fixed automatically in
under error the subsequent
conditions during recovery.
recovery.

NeedsResync Failback on primary |This is a rare state Unhealthy Rerun failback or

or conversion from and is possible only conversion.
GPFS/SW to primary |under error

conditions during

failback or

conversion.

PrimInitProg Setting up primary This state is used Healthy Review errors on
and secondary while primary and psnap0 failure if
relationship during - |secondary are in the fileset state is not
* creation of a process of active.

primary fileset. establishing a
. relationship while the
* conversion of gpfs, 0 is in Drogress
sw, or iw fileset to fA)Sﬁlap I PrOgress.
. . operations are
primary fileset. disallowed till psnap0
* change secondary |is taken locally. This
of a primary fileset. | should move to active
when psnap0 is
queued and played
on the secondary
side.
PrimInitFail Failed to set up This is a rare failure | Unhealthy « Review errors after

primary and
secondary
relationship during -

* creation of a
primary fileset.
+ conversion of gpfs,

sw, or iw fileset to
primary fileset.

* change secondary
of a primary fileset.

state when the psnap0
has not been created
at the primary. In this
state no data is
moved from the
primary to the
secondary. The
administrator should
check that the
gateway nodes are up
and file system is
mounted on them on
the primary. The
secondary fileset
should also be setup
correctly and
available for use.

psnap0 failure.

* Re-running the
mmafmctl
convertToPrimary
command without
any parameters
ends this state.
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Table 33. AFM DR states and their description (continued)

Healthy or Administrator's
AFM fileset state Condition Description Unhealthy action
FailbackInProgress Primary failback This is the state when | Healthy None

started failback is initiated on
the primary.

Monitoring health and events

You can use mmhealth to monitor health.

To monitor callback events, you can use mmaddcallback and mmdelcallback.

Monitoring with mmhealth
You can use mmhealth to monitor AFM and AFM DR.

Use the following mmhealth command to display the health status of the gateway node:
# mmhealth node show AFM

Node name: p7fbnl0.gpfs.net

Component Status Status Change Reasons

AFM HEALTHY 3 days ago -
fs1/p7fbnlOADR-4  HEALTHY 3 days ago -
fs1/p7fbnl0ADR-5  HEALTHY 3 days ago -

There are no active error events for the component AFM on this node (p7fbnl0@.gpfs.net).

p7fbnl0 Wed Mar 15 04:34:41 1]~# mmhealth node show AFM -Y
mmhealth:State:HEADER:version:reserved:reserved:node:component:entityname:entitytype:status:laststatuschange:
mmhealth:Event:HEADER:version:reserved:reserved:node:component:entityname:entitytype:event:arguments:
activesince:identifier:ishidden:
mmhealth:State:0:1:::p7fbnl0.gpfs.net:NODE:p7fbnl0.gpfs.net:NODE:DEGRADED:2017-03-11 18%3A48%3A20.600167 EDT:
mmhealth:State:0:1:::p7fbnl0.gpfs.net:AFM:p7fbnl0.gpfs.net:NODE:HEALTHY:2017-03-11 19%3A56%3A48.834633 EDT:
mmhealth:State:0:1:::p7fbnl0.gpfs.net:AFM: fs1/p7fbn10ADR-5:FILESET:HEALTHY:2017-03-11 19%3A56%3A48.834753 EDT:
mmhealth:State:0:1:::p7fbnl0.gpfs.net:AFM: fs1/p7fbn10ADR-4:FILESET:HEALTHY:2017-03-11 19%3A56%3A19.086918 EDT:

Use the following mmhealth command to display the health status of all the monitored AFM components
in the cluster:
# mmhealth cluster show AFM

Node name: p7fbnl0.gpfs.net

Component Status Status Change Reasons

AFM HEALTHY 3 days ago -
fs1/p7fbnl0ADR-4  HEALTHY 3 days ago -
fs1/p7fbnlOADR-5  HEALTHY 3 days ago -

There are no active error events for the component AFM on this node (p7fbnl0.gpfs.net).

p7fbnl0 Wed Mar 15 04:34:41 1]™# mmhealth node show AFM -Y
mmhealth:State:HEADER:version:reserved:reserved:node:component:entityname:entitytype:status:laststatuschange:
mmhealth:Event:HEADER:version:reserved:reserved:node:component:entityname:entitytype:event:arguments:
activesince:identifier:ishidden:
mmhealth:State:0:1:::p7fbnl0.gpfs.net:NODE:p7fbnl0.gpfs.net:NODE:DEGRADED:2017-03-11 18%3A48%3A20.600167 EDT:
mmhealth:State:0:1:::p7fbnl0.gpfs.net:AFM:p7fbnl0.gpfs.net:NODE:HEALTHY:2017-03-11 19%3A56%3A48.834633 EDT:
mmhealth:State:0:1:::p7fbnl0.gpfs.net:AFM: fs1/p7fbn10ADR-5: FILESET:HEALTHY:2017-03-11 19%3A56%3A48.834753 EDT:
mmhealth:State:0:1:::p7fbnl0.gpfs.net:AFM:fs1/p7fbn10ADR-4:FILESET:HEALTHY:2017-03-11 19%3A56%3A19.086918 EDT:

Monitoring callback events for AFM and AFM DR

You can use events to monitor AFM and AFM DR fileset.
All events are at the fileset level. To add the events, run the mmaddcallback command.

An example of the command is
#mmdelcallback callback3
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mmaddcallback callback3 --command /tmp/recovery events.sh --event
afmRecoveryStart --parms "%eventName %homeServer %fsName %filesetName

%reason"

Table 34. List of events that can be added using mmaddcallback

Events Applicable to.. Description
afmprepopend All AFM filesets Completion of the prefetch task.
afmRecoveryStart SW, IW, DR filesets Beginning of the recovery process.
afmRecoveryEnd SW, IW, DR filesets End of the recovery process.
afmRPOMiss primary Indicates that RPO is missed due to a
network delay or a failure to create
snapshot on secondary side. Failed
RPOs are queued and tried again on
the secondary.
afmHomeDisconnected All AFM filesets, DR filesets For NFS target: The AFM home/DR
secondary is not reachable.
afmHomeConnected All AFM filesets, DR filesets For NFS target: The AFM home/DR
secondary is reachable.
afmFilesetExpired RO fileset For RO fileset: Fileset has expired
afmFilesetUnexpired RO fileset For RO fileset: Fileset is back to

Active after expiration.

afmManualResyncComplete

SW, IW, DR filesets

The SW resync or failover process is

complete after -

* conversion of gpfs, sw, or iw fileset
to primary fileset.

* change secondary of a primary
fileset.

afmQueueDropped All AFM filesets, DR filesets The queue is dropped.
afmfilesetunmounted All AFM filesets, DR filesets The fileset is in the Unmounted state.
afmFilesetCreate All AFM filesets The fileset is created successfully.
afmFilesetLink All AFM filesets The fileset is linked successfully.
afmFilesetChange All AFM filesets The fileset is changed successfully. If
the fileset was renamed, then the
new name is mentioned in %reason.
afmFilesetUnlink All AFM filesets The fileset is unlinked successfully.

Monitoring performance

You can use mmperfmon and mmpmon commands to monitor AFM and AFM DR.

Monitoring using mmpmon

You can use mmpmon to monitor AFM and AFM DR.

1. To reset some statistics on a gateway node, run the following commands:

echo "afm_s reset" | mmpmon
echo "afm s fset all" | mmpmon

2. To reset all statistics, run the following command:

mmfsadm afm resetall
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3. To view the statistics, run the following command:
echo afm_s | mmpmon -s -r 0 -d 2000

This command shows statistics from the time the Gateway is functioning. Every gateway recycle
resets the statistics.

The following example is from an AFM Gateway node. The example shows how many operations of
each type were executed on the gateway node.

c2m3n10 Tue May 10 09:55:59 0]™# echo afm_s | mmpmon

mmpmon> mmpmon node 192.168.2.20 name c2m3nl0 afm s s OK

Name Queued Inflight  Completed Errors Filtered  ENOENT
Tookup 0 0 1 0 0 0
create 0 0 20 0 10 0
remove 0 0 0 0 10 0
open 0 0 2 0 0 0
read 0 0 0 0 1 0
write 0 0 20 0 650 0
BytesWritten = 53320860 (50.85 MB) (26035.58 KB/s) BytesToWrite = 0 (0.00 KB)
Queue Delay (s) (min:0 max:19 avg:18)
Async Msgs (expire:50 force:0 sync:4 revoke:0)
NumMsgExecuted = 715
NumHomeconn = 292
NumHomedisc = 292
NumRPOMisses =1

The fields are described in the following table.

Table 35. Field description of the example

Field name Description

BytesWritten The amount of data synchronized to home.

BytesTolWrite The amount of data in queue.

QueueDelay The maximum delay experienced by operations before

sync to home.
NumMsgExecuted The number of operations executed at home.
NumHomeconn The number of times home reconnected after
disconnection.
NumHomedisc The number of times home disconnected.
NumRPOMisses Related to RPOs for AFM primary fileset.

Monitoring using mmperfmon
You can use mmperfmon to monitor AFM and AFM DR.

Complete the following steps to enable Performance Monitoring tool and query data.

Note: Ensure that monitoring is initialized, performance monitoring is enabled, and other sensors are
collecting data.

1. Run the following command to configure the gateway nodes as performance monitoring nodes:
mmcrnodeclass afmGateways -N gwl,gw2.

2. Set perfmon designation for the gateway nodes: mmchnode —perfmon -N afmGateways.

3. Enable the monitoring tool on the gateway nodes to set the collection periods to 10 or higher:
mmperfmon config update GPFSAFM.period=10 GPFSAFMFS.period=10 GPFSAFMFSET.period=10

4. Restrict the gateway nodes to collect AFM data: mmperfmon config update
GPFSAFM.restrict=afmGateways GPFSAFMFS.restrict=afmGateways GPFSAFMFSET.restrict=afmGateways

5. Run the query to display time series data: mmperfmon query gpfs_afm_fset_bytes written
--bucket-size 60 --number-buckets 1 -N gwl
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The system displays output similar to - Legend: 1:
gwl|GPFSAFMFSET|gpfs0|independentwriter|gpfs_afm_fset bytes written Row Timestamp
gpfs_afm fset_bytes_written 1 2017-03-10-13:28:00 133546

Note: You can use the GUI or the Grafana bridge to query collected data.

Monitoring prefetch

You can display the status of an AFM prefetch request by running the mmafmct1 prefetch command
without the 1ist-file option.

For example, for file system gpfsl and fileset iw_1, run the following command:
# mmafmct]l gpfsl prefetch -j iw_1

Fileset Name Async Read (Pending) Async Read (Failed) Async Read (Already Cached) Async Read(Total)
Async Read (Data in Bytes)

This output displays that there are 11 inodes that must be prefetched Async Read (Pending). When the
job has completed, the status command displays:

# mmafmctl gpfsl prefetch -j iw_1
Fileset Name Async Read (Pending) Async Read (Failed) Async Read (Already Cached) Async Read(Total)
Async Read (Data in Bytes)

Monitoring status using mmdiag

You can use the mmdiag command to monitor AFM and AFM DR in the following ways:

* Use the following mmdiag --afm command to display all active AFM-relationships on a gateway node:
# mmdiag --afm

The system displays output similar to -

=== mmdiag: afm ===
AFM Gateway: fin23p Active

AFM-Cache: fileset_2 (/cache_fs0/fs2) in Device: cache_fs0
Mode: independent-writer
Home: fin2lp (nfs://fin2lp/test_fsO/cache fs0)
Fileset Status: Linked
Handler-state: Mounted
Cache-state: Active
Q-state: Normal Q-length: O Q-executed: 603
AFM-Cache: filesetl (/cache_fs0/fsl) in Device: cache_fs0
Mode: single-writer
Home: fin2lp (nfs://fin2lp/test_fs0/cache_fsl)
Fileset Status: Linked
Handler-state: Mounted
Cache-state: Active
Q-state: Normal Q-length: 0 Q-executed: 2
AFM-Cache: filesetl (/test_cache/fsl) in Device: test_cache
Mode: read-only
Home: fin2lp (nfs://fin2lp/test_fs0/cache_fs2)
Fileset Status: Linked
Handler-state: Mounted
Cache-state: Active
Q-state: Normal Q-length: 0 Q-executed: 3
[root@fin23p ~]# mmdiag --afm -Y
mmdiag:afm_fset:HEADER:version:reserved:reserved:cacheName:cachePath:deviceName
:cacheMode:HomeNode:HomePath:filesetStatus:handlerState:cacheState:qState:qlLen:gNumExec
mmdiag:afm_gw:HEADER:version:reserved:reserved:gwNode:gwActive:gwDisconn
:Recov:Resync:NodeChg:QLen:QMem:softQMem:hardQMem:pingState
mmdiag:afm_gw:0:1:::fin23p:Active::::i:::
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mmdiag:afm fset:0:1:::fileset 2:/cache_fs0/fs2:cache_fsO:independent-writer
:fin2lp:nfs%3A//fin2lp/test_fs0/cache_fs0:Linked:Mounted:Active:Normal:0:603:
mmdiag:afm fset:0:1:::filesetl:/cache fs0/fsl:cache fsO:single-writer
:fin21p:nfs%3A//fin21p/test_fs0/cache_fsl:Linked:Mounted:Active:Normal:0:2:
mmdiag:afm_fset:0:1:::filesetl:/test_cache/fsl:test_cache:read-only
:fin21p:nfs%3A//fin21lp/test_fsO/cache_fs2:Linked:Mounted:Active:Normal:0:3:

* Use the following mmdiag --afm command to display only the specified fileset's relationship:
# mmdiag --afm fileset=cache_fsO:fileset_2

The system displays output similar to -

=== mmdiag: afm ===
AFM-Cache: fileset 2 (/cache_fs0/fs2) in Device: cache fs0
Mode: independent-writer
Home: fin2lp (nfs://fin2lp/test_fsO/cache_fs0)
Fileset Status: Linked
Handler-state: Mounted
Cache-state: Active
Q-state: Normal Q-length: 0 Q-executed: 603
[root@fin23p ~]# mmdiag --afm fset=cache fsO:fileset 2 -Y
mmdiag:afm_fset:HEADER:version:reserved:reserved:cacheName:cachePath:deviceName
:cacheMode:HomeNode:HomePath:filesetStatus:handlerState:cacheState:qState:qlLen:gNumExec
mmdiag:afm fset:0:1:::fileset 2:/cache_fs0/fs2:cache_fs0:
independent-writer:fin2lp:nfs%3A//fin21p/test_fs0/cache_fs0O
:Linked:Mounted:Active:Normal:0:603:

* Use the following mmdiag --afm command to display detailed gateway-specific attributes:
# mmdiag --afm gw

The system displays output similar to -

=== mmdiag: afm ===
AFM Gateway: fin23p Active

QLen: 0 QMem: 0 SoftQMem: 2147483648 HardQMem 5368709120

Ping thread: Started

[root@fin23p ~]# mmdiag --afm gw -Y
mmdiag:afm_gw:HEADER:version:reserved:reserved:gwNode:gwActive:gwDisconn
:Recov:Resync:NodeChg:QLen:QMem:softQMem:hardQMem:pingState
mmdiag:afm_gw:0:1:::fin23p:Active:::::0:0:2147483648:5368709120:Started
[root@fin23p ~1+#

* Use the mmdiag --afm command to display all active filesets known to the gateway node:
# mmdiag --afm fileset=all

The system displays output similar to -

=== mmdiag: afm ===
AFM-Cache: filesetl (/test_cache/fsl) in Device: test_cache
Mode: read-only
Home: fin2lp (nfs://fin21lp/test_fs@/cache fs2)
Fileset Status: Linked
Handler-state: Mounted
Cache-state: Active
Q-state: Normal Q-length: 0 Q-executed: 3
AFM-Cache: filesetl (/cache_fs0/fsl) in Device: cache_fs0
Mode: single-writer
Home: fin2lp (nfs://fin2lp/test_fsO/cache fs1)
Fileset Status: Linked
Handler-state: Mounted
Cache-state: Active
Q-state: Normal Q-length: 0 Q-executed: 2
AFM-Cache: fileset_2 (/cache_fs0/fs2) in Device: cache_fs@
Mode: independent-writer
Home: fin2lp (nfs://fin2lp/test_fsO/cache fs0)
Fileset Status: Linked
Handler-state: Mounted
Cache-state: Active
Q-state: Normal Q-length: 0 Q-executed: 603
[root@fin23p ~]# mmdiag --afm fileset=all -Y
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mmdiag:afm_fset:HEADER:version:reserved:reserved:cacheName:cachePath:deviceName
:cacheMode:HomeNode:HomePath:filesetStatus:handlerState:cacheState:qState:qlLen:gNumExec
mmdiag:afm fset:0:1:::filesetl:/test cache/fsl:test cache

:read-only:fin2lp:nfs%3A//fin2lp/test_fs0/cache_fs2
:Linked:Mounted:Active:Normal:0:3:

mmdiag:afm fset:0:1:::filesetl:/cache_fs0/fsl:cache fs0
:single-writer:fin2lp:nfs%3A//fin2lp/test_fs0/cache_fsl

:Linked:Mounted:Active:Normal:0:2:

mmdiag:afm_fset:0:1:::fileset_2:/cache_fs0/fs2:cache_fs0
:independent-writer:fin21p:nfs%3A//fin21lp/test_fs0/cache fs0

:Linked:Mounted:Active:Normal:0:603:

Policies used for monitoring AFM and AFM DR

You can monitor AFM and AFM DR using some policies and commands.

Following are the policies used for monitoring:

1. The following file attributes are available through the policy engine:

Table 36. Attributes with their description

Attribute Description

p The file is managed by AFM and AFM DR.

u The file is managed by AFM and AFM DR, and the file is
fully cached. When a file originates at the home, it
indicates that the entire file is copied from the home
cluster.

v A file or a soft link is newly created, but not copied to
the home cluster.

w The file has outstanding data updates.

X A hard link is newly created, but not copied to the home
cluster.

y A file metadata was changed and the change not copied
to the home cluster.

z A file is local to the cache and is not queued at the home
cluster.

j A file is appended, but not copied to the home cluster.
This attribute also indicates complete directories.

k All files and directories that are not orphan and are
repaired.

2. Alist of dirty files in the cache cluster:

This is an example of a LIST policy that generates a list of files in the cache with pending changes

that have not been copied to the home cluster.

RULE 'Tistall' list 'all-files' SHOW( varchar(kb_allocated) || * ' || varchar(file_size) || ' ' ||

varchar(misc_attributes)
REGEX(misc_attributes,'[w|v|x]|y|j]l")

| * ' || fileset_name) WHERE REGEX(misc_attributes,'[P]') AND

If there are no outstanding updates, an output file is not created.

A list of partially cached files:

The following example is that of a LIST policy that generates a list of partially-cached files. If the file
is in progress, partial caching is enabled or the home cluster becomes unavailable before the file is

completely copied.
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RULE 'Tistall' Tist 'all-files'
SHOW(varchar(kb_allocated) || * ' || varchar(file_size) || ' ' ||
varchar(misc_attributes) || ' ' || fileset name )
WHERE REGEX(misc_attributes,'[P]') AND NOT REGEX(misc_attributes,'[u]') AND kb_allocated > 0

This list does not include files that are not cached. If partially-cached files do not exist, an output file
is not created

The custom eviction policy:

The steps to use policies for AFM file eviction are - generate a list of files and run the eviction. This
policy lists all the files that are managed by AFM are not accessed in the last seven days.
RULE 'prefetch-Tist'

LIST 'toevict'

WHERE CURRENT_TIMESTAMP - ACCESS_TIME > INTERVAL '7' DAYS
AND REGEX(misc_attributes,'[P]') /* only 1list AFM managed files =*/

To limit the scope of the policy or to use it on different filesets run mmapplypolicy by using a directory
path instead of a file system name. /usr/1pp/mmfs/bin/mmapplypolicy $path -f $localworkdir -s
$Tocalworkdir -P $sharedworkdir/${policy} -I defer

Use mmafmct1 to evict the files: mmafmctl datafs evict --list-file $1ocalworkdir/list.evict

5. A policy of uncached files:

a. The following example is of a LIST policy that generates a list of uncached files in the cache
directory:
RULE EXTERNAL LIST 'u_list'
RULE 'u_Rule' LIST 'u_list' DIRECTORIES_PLUS FOR FILESET ('swl') WHERE NOT
REGEX(misc_attributes,'[u]"')
b. An example of a LIST policy that generates a list of files with size and attributes belonging to the
cache fileset is as under - (cacheFsetl is the name of the cache fileset in the example.)
RULE 'all' LIST 'allfiles' FOR FILESET ('cacheFsetl') SHOW( '/' || VARCHAR(kb_ allocated)
[| '/ || varchar(file_size) || /' ||
VARCHAR (BLOCKSIZE) || '/' || VARCHAR(MISC_ATTRIBUTES) )

Monitoring AFM and AFM DR using GUI

The Files > Active File Management page in the IBM Spectrum Scale provides an easy way to monitor
the performance, health status, and configuration aspects of the AFM and AFM DR relationships in the
IBM Spectrum Scale cluster. It also provides details of the gateway nodes that are part of the AFM or
AFM DR relationships.

The following options are available to monitor AFM and AFM DR relationships and gateway nodes:

1.

A quick view that gives the details of top relationships between cache and home sites in an AFM or
AFM DR relationship. It also provides performance of gateway nodes by used memory and number
of queued messages. The graphs that are displayed in the quick view are refreshed regularly. The
refresh intervals are depended on the selected time frame. The following list shows the refresh
intervals corresponding to each time frame:

* Every minute for the 5 minutes time frame

* Every 15 minutes for the 1 hour time frame

* Every 6 hours for the 24 hours time frame

* Every two days for the 7 days time frame

* Every seven days for the 30 days time frame

* Every four months for the 365 days time frame

Different performance metrics and configuration details in the tabular format. The following tables are
available:
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Cache Provides information about configuration, health, and performance of the AFM feature that is
configured for data caching and replication.

Disaster Recovery
Provides information about configuration, health, and performance of AFM DR configuration
in the cluster.

Gateway Nodes
Provides details of the nodes that are designated as the gateway node in the AFM or AFM DR
configuration.

To find an AFM or AFM DR relationship or a gateway node with extreme values, you can sort the
values that are displayed on the table by different attributes. Click the performance metric in the table
header to sort the data based on that metric. You can select the time range that determines the
averaging of the values that are displayed in the table and the time range of the charts in the
overview from the time range selector, which is placed in the upper right corner. The metrics in the
table do not update automatically. The refresh button that is placed above the table allows to refresh
the table with more recent data.

. A detailed view of the performance and health aspects of the individual AFM or AFM DR relationship
or gateway node. To see the detailed view, you can either double-click the row that lists the
relationship or gateway node of which you need to view the details or select the item from the table
and click View Details. The following details are available for each item:

Cache

* Overview: Provides number of available cache inodes and displays charts that show the
amount of data that is transferred, data backlog, and memory used for the queue.

* Events: Provides details of the system health events reported for the AFM component.
* Snapshots: Provides details of the snapshots that are available for the AFM fileset.
* Gateway Nodes: Provides details of the nodes that are configured as gateway node in the
AFM configuration.
Disaster Recovery

* Overview: Provides number of available primary inodes and displays charts that show the
amount of data that is transferred, data backlog, and memory used for the queue.

* Events: Provides details of the system health events reported for the AFM component.
* Snapshots: Provides details of the snapshots that are available for the AFM fileset.
* Gateway Nodes: Provides details of the nodes that are configured as gateway node in the
AFM configuration.
Gateway Nodes
The details of gateway nodes are available under the following tabs:
* Overview tab provides performance chart for the following:
— Client IOPS
— Client data rate
— Server data rate
— Server IOPS
- Network
- CPU
- Load
— Memory

* Events tab helps to monitor the events that are reported in the node. Similar to the Events
page, you can also perform the operations like marking events as read and running fix
procedure from this events view. Only current issues are shown in this view. The
Monitoring > Events page displays the entire set of events that are reported in the system.
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File Systems tab provides performance details of the file systems that are mounted on the
node. File system's read or write throughput, average read or write transactions size, and
file system read or write latency are also available.

Use the Mount File System or Unmount File System options to mount or unmount
individual file systems or multiple file systems on the selected node. The nodes on which
the file system need to be mounted or unmounted can be selected individually from the list
of nodes or based on node classes.

NSDs tab gives status of the disks that are attached to the node. The NSD tab appears only
if the node is configured as an NSD server.

SMB and NFS tabs provide the performance details of the SMB and NFS services that are
hosted on the node. These tabs appear in the chart only if the node is configured as a
protocol node.

The AFM tab provides details of the configuration and status of the AFM and AFM DR
relationships for which the node is configured as the gateway node.

Network tab displays the network performance details.

Properties tab displays the basic attributes of the node and you can use the Prevent file
system mounts option to specify whether you can prevent file systems from mounting on
the node.
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Chapter 7. GPFS SNMP support

GPFS supports the use of the SNMP protocol for monitoring the status and configuration of the GPFS
cluster. Using an SNMP application, the system administrator can get a detailed view of the system and
be instantly notified of important events, such as a node or disk failure.

The Simple Network Management Protocol (SNMP) is an application-layer protocol that facilitates the
exchange of management information between network devices. It is part of the Transmission Control
Protocol/Internet Protocol (TCP/IP) protocol suite. SNMP enables network administrators to manage
network performance, find and solve network problems, and plan for network growth.

SNMP consists of commands to enumerate, read, and write managed variables that are defined for a
particular device. It also has a trap command, for communicating events asynchronously.

The variables are organized as instances of objects, known as management information bases (MIBs).
MIBs are organized in a hierarchical tree by organization (for example, IBM). A GPFS MIB is defined for
monitoring many aspects of GPFS.

An SNMP agent software architecture typically consists of a master agent and a set of subagents, which
communicate with the master agent through a specific agent/subagent protocol (the AgentX protocol in
this case). Each subagent handles a particular system or type of device. A GPFS SNMP subagent is
provided, which maps the SNMP objects and their values.

Installing Net-SNMP

The SNMP subagent runs on the collector node of the GPFS cluster. The collector node is designated by
the system administrator.

For more information, see [Collector node administration” on page 143 |

The Net-SNMP master agent (also called the SNMP daemon, or snmpd) must be installed on the collector
node to communicate with the GPFS subagent and with your SNMP management application. Net-SNMP
is included in most Linux distributions and should be supported by your Linux vendor. Source and
binaries for several platforms are available from the download section of the [Net-SNMP website]
(www.net-snmp.org /download.html)|

Note: Currently, the collector node must run on the Linux operating system. For an up-to-date list of
supported operating systems, specific distributions, and other dependencies, refer to the |iBM Spectrual
Scale FAQ in IBM Knowledge Center(www.ibm.com /support/knowledgecenter /STXKQY /|
opfsclustersfaq.html)]

The GPFS subagent expects to find the following shared object libraries:

libnetsnmpagent.so -- from Net-SNMP
libnetsnmphelpers.so -- from Net-SNMP
Tibnetsnmpmibs.so -- from Net-SNMP
libnetsnmp.so -- from Net-SNMP
libwrap.so -- from TCP Wrappers
libcrypto.so -- from OpenSSL

Note: TCP Wrappers and OpenSSL are prerequisites and should have been installed when you installed
Net-SNMP.
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The installed libraries will be found in /lib64 or /usr/lib64 or /usr/local/lib64. They may be installed
under names like libnetsnmp.s0.5.1.2. The GPFS subagent expects to find them without the appended
version information in the name. Library installation should create these symbolic links for you, so you
will rarely need to create them yourself. You can ensure that symbolic links exist to the versioned name
from the plain name. For example,

# cd Jusr/1ib64
# 1n -s libnetsnmpmibs.s0.5.1.2 Tibnetsnmpmibs.so

Repeat this process for all the libraries listed in this topic.
Note: For possible Linux platform and Net-SNMP version compatibility restrictions, see the |iBM|

Spectrum Scale FAQ in IBM Knowledge Center(www.ibm.com /support/knowledgecenter /STXKQY /|
opfsclustersfag.html)]

Configuring Net-SNMP

The GPFS subagent process connects to the Net-SNMP master agent, snmpd.

The following entries are required in the snmpd configuration file on the collector node (usually,
/etc/snmp/snmpd.conf):

master agentx
AgentXSocket tcp:localhost:705
trap2sink managementhost

where:

managementhost
Is the host name or IP address of the host to which you want SNMP traps sent.

If your GPFS cluster has a large number of nodes or a large number of file systems for which information
must be collected, you must increase the timeout and retry parameters for communication between the
SNMP master agent and the GPFS subagent to allow time for the volume of information to be
transmitted. The snmpd configuration file entries for this are:

agentXTimeout 60
agentXRetries 10

where:

agentXTimeout
Is set to 60 seconds for subagent to master agent communication.

agentXRetries
Is set to 10 for the number of communication retries.

Note: Other values may be appropriate depending on the number of nodes and file systems in your
GPFS cluster.

After modifying the configuration file, restart the SNMP daemon.

Configuring management applications

To configure any SNMP-based management applications you might be using (such as Tivoli® NetView®
or Tivoli Netcool®, or others), you must make the GPFS MIB file available on the processor on which the
management application runs.

142 1BM Spectrum Scale 4.2.3: Problem Determination Guide


http://www.ibm.com/support/knowledgecenter/STXKQY/gpfsclustersfaq.html
http://www.ibm.com/support/knowledgecenter/STXKQY/gpfsclustersfaq.html
http://www.ibm.com/support/knowledgecenter/STXKQY/gpfsclustersfaq.html

You must also supply the management application with the host name or IP address of the collector node
to be able to extract GPFS monitoring information through SNMP. To do this, you must be familiar with
your SNMP-based management applications.

For more information about Tivoli NetView or Tivoli Netcool, see [BM Knowledge Center|
(www.ibm.com /support/knowledgecenter)l

Installing MIB files on the collector node and management node

The GPFS management information base (MIB) file is found on the collector node in the
/usr/lpp/mmfs/data directory with the name GPFS-MIB.txt.

To install this file on the collector node, do the following:

1. Copy or link the /ust/lpp/mmfs/data/GPFS-MIB.txt MIB file into the SNMP MIB directory (usually,
lusr/share/snmp/mibs).
Alternatively, you could add the following line to the snmp.conf file (usually found in the directory
/etc/snmp):
mibdirs +/usr/1pp/mmfs/data

2. Add the following entry to the snmp.conf file (usually found in the directory /etc/snmp):
mibs +GPFS-MIB

3. Restart the SNMP daemon.

Different management applications have different locations and ways for installing and loading a new
MIB file. The following steps for installing the GPFS MIB file apply only to Net-SNMP. If you are using
other management applications, such as NetView and NetCool, refer to corresponding product manuals
(listed in [“Configuring management applications” on page 142) for the procedure of MIB file installation
and loading.

1. Remotely copy the /usr/lpp/mmfs/data/GPFS-MIB.txt MIB file from the collector node into the SNMP
MIB directory (usually, /ust/share/snmp/mibs).

2. Add the following entry to the snmp.conf file (usually found in the directory /etc/snmp):
mibs +GPFS-MIB

3. You might need to restart the SNMP management application. Other steps might be necessary to
make the GPFS MIB available to your management application.

Collector node administration

Collector node administration includes: assigning, unassigning, and changing collector nodes. You can
also see if a collector node is defined.

To assign a collector node and start the SNMP agent, enter:
mmchnode --snmp-agent -N NodeName

To unassign a collector node and stop the SNMP agent, enter:
mmchnode --nosnmp-agent -N NodeName

To see if there is a GPFS SNMP subagent collector node defined, enter:
mmiscluster | grep snmp

To change the collector node, issue the following two commands:
mmchnode --nosnmp-agent -N OldNodeName

mmchnode --snmp-agent -N NewNodeName
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Starting and stopping the SNMP subagent

The SNMP subagent is started and stopped automatically.

The SNMP subagent is started automatically when GPFS is started on the collector node. If GPFS is
already running when the collector node is assigned, the mmchnode command will automatically start
the SNMP subagent.

The SNMP subagent is stopped automatically when GPFS is stopped on the node (mmshutdown) or
when the SNMP collector node is unassigned (mmchnode).

The management and monitoring subagent

The GPFS SNMP management and monitoring subagent runs under an SNMP master agent such as
Net-SNMP. It handles a portion of the SNMP OID space.

The management and monitoring subagent connects to the GPFS daemon on the collector node to
retrieve updated information about the status of the GPFS cluster.

SNMP data can be retrieved using an SNMP application such as Tivoli NetView. NetView provides a MIB
browser for retrieving user-requested data, as well as an event viewer for displaying asynchronous
events.

Information that is collected includes status, configuration, and performance data about GPFS clusters,
nodes, disks, file systems, storage pools, and asynchronous events. The following is a sample of the data
that is collected for each of the following categories:

* Cluster status and configuration (see [“Cluster status information” on page 145 and [“Cluster]
fconfiguration information” on page 145)
— Name
— Number of nodes
— Primary and secondary servers

+ Node status and configuration (see ["Node status information” on page 146|and [“Node configuration|
[information” on page 146)
— Name
— Current status
- Type
— Platform

* File system status and performance (see [“File system status information” on page 147 and [“File system|
[performance information” on page 148)
— Name
— Status
— Total space
— Free space
— Accumulated statistics

« Storage pools (see [’Storage pool information” on page 148)
— Name
— File system to which the storage pool belongs
— Total storage pool space
— Free storage pool space
— Number of disks in the storage pool

+ Disk status, configuration, and performance (see |[“Disk status information” on page 149 |[“Disk|
[configuration information” on page 149 |and |[“Disk performance information” on page 150)
— Name
— Status
— Total space
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— Free space

Usage (metadata/data)
Availability

— Statistics

* Asynchronous events (traps) (see [“Net-SNMP traps” on page 150)
File system mounted or unmounted

— Disks added, deleted, or changed

Node failure or recovery

File system creation, deletion, or state change

Storage pool is full or nearly full

Note: If file systems are not mounted on the collector node at the time that an SNMP request is received,
the subagent can still obtain a list of file systems, storage pools, and disks, but some information, such as
performance statistics, will be missing.

SNMP object IDs
This topic defines the SNMP object IDs.

The management and monitoring SNMP subagent serves the OID space defined as
ibm.ibmProd.ibmGPFS, which is the numerical enterprises.2.6.212 OID space.

Underneath this top-level space are the following:
* gpfsTraps at ibmGPFS.0
* gpfsMIBObjects at ibmGPFS.1

MIB objects

gpfsMIBODbjects provides a space of objects that can be retrieved using a MIB browser application.
Net-SNMP provides the snmpget, snmpgetnext, snmptable, and snmpwalk commands, which can be
used to retrieve the contents of these fields.

Cluster status information
The following table lists the values and descriptions for the GPFS cluster:

Table 37. gpfsClusterStatusTable: Cluster status information

Value Description

gpfsClusterName The cluster name.

gpfsClusterld The cluster ID.

gpfsClusterMinReleaseLevel The currently enabled cluster functionality level.
gpfsClusterNumNodes The number of nodes that belong to the cluster.
gpfsClusterNumFileSystems The number of file systems that belong to the cluster.

Cluster configuration information

The following table lists the values and descriptions for the GPFS cluster configuration:

Table 38. gpfsClusterConfigTable: Cluster configuration information

Value Description

gpfsClusterConfigName The cluster name.
gpfsClusterUidDomain The UID domain name for the cluster.
gpfsClusterRemoteShellCommand The remote shell command being used.
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Table 38. gpfsClusterConfigTable: Cluster configuration information (continued)

Value

Description

gpfsClusterRemoteFileCopyCommand

The remote file copy command being used.

gpfsClusterPrimaryServer

The primary GPFS cluster configuration server.

gpfsClusterSecondaryServer

The secondary GPFS cluster configuration server.

gpfsClusterMaxBlockSize

The maximum file system block size.

gpfsClusterDistributedTokenServer

Indicates whether the distributed token server is enabled.

gpfsClusterFailureDetectionTime

The desired time for GPFS to react to a node failure.

gpfsClusterTCPPort

The TCP port number.

gpfsClusterMinMissedPingTimeout

The lower bound on a missed ping timeout (seconds).

gpfsClusterMaxMissedPingTimeout

The upper bound on missed ping timeout (seconds).

Node status information

The following table provides description for each GPFS node:

Table 39. gpfsNodeStatusTable: Node status information

Node Description

gpfsNodeName The node name used by the GPFS daemon.

gpfsNodelp The node IP address.

gpfsNodePlatform The operating system being used.

gpfsNodeStatus The node status (for example, up or down).

gpfsNodeFailureCount The number of node failures.

gpfsNodeThreadWait The longest hung thread's wait time (milliseconds).

gpfsNodeHealthy Indicates whether the node is healthy in terms of hung
threads. If there are hung threads, the value is no.

gpfsNodeDiagnosis Shows the number of hung threads and detail on the
longest hung thread.

gpfsNodeVersion The GPFS product version of the currently running
daemon.

Node configuration information

The following table lists the collected configuration data for each GPFS node:

Table 40. gpfsNodeConfigTable: Node configuration information

Node Description

gpfsNodeConfigName The node name used by the GPFS daemon.

gpfsNodeType The node type (for example, manager/client or
quorum/nonquorum).

gpfsNodeAdmin Indicates whether the node is one of the preferred admin
nodes.

gpfsNodePagePoolL The size of the cache (low 32 bits).

gpfsNodePagePoolH The size of the cache (high 32 bits).

gpfsNodePrefetchThreads The number of prefetch threads.

gpfsNodeMaxMbps An estimate of how many megabytes of data can be
transferred per second.
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Table 40. gpfsNodeConfigTable: Node configuration information (continued)

Node

Description

gpfsNodeMaxFilesToCache

The number of inodes to cache for recently-used files
that have been closed.

gpfsNodeMaxStatCache

The number of inodes to keep in the stat cache.

gpfsNodeWorker1Threads

The maximum number of worker threads that can be
started.

gpfsNodeDmapiEventTimeout

The maximum time the file operation threads will block
while waiting for a DMAPI synchronous event
(milliseconds).

gpfsNodeDmapiMountTimeout

The maximum time that the mount operation will wait
for a disposition for the mount event to be set (seconds).

gpfsNodeDmapiSessFailureTimeout

The maximum time the file operation threads will wait
for the recovery of the failed DMAPI session (seconds).

gpfsNodeNsdServerWaitTimeWindowOnMount

Specifies a window of time during which a mount can
wait for NSD servers to come up (seconds).

gpfsNodeNsdServerWaitTimeForMount

The maximum time that the mount operation will wait
for NSD servers to come up (seconds).

gpfsNodeUnmountOnDiskFail

Indicates how the GPFS daemon will respond when a
disk failure is detected. If it is "true", any disk failure will
cause only the local node to forcibly unmount the file
system that contains the failed disk.

File system status information

The following table shows the collected status information for each GPFS file system:

Table 41. gpfsFileSystemStatusTable: File system status information

Value Description
gpfsFileSystemName The file system name.
gpfsFileSystemStatus The status of the file system.

gpfsFileSystemXstatus

The executable status of the file system.

gpfsFileSystemTotalSpaceL

The total disk space of the file system in kilobytes (low
32 bits).

gpfsFileSystemTotalSpaceH

The total disk space of the file system in kilobytes (high
32 bits).

gpfsFileSystemNumTotalInodesL

The total number of file system inodes (low 32 bits).

gpfsFileSystemNumTotalInodesH

The total number of file system inodes (high 32 bits).

gpfsFileSystemFreeSpacel

The free disk space of the file system in kilobytes (low 32
bits).

gpfsFileSystemFreeSpaceH

The free disk space of the file system in kilobytes (high
32 bits).

gpfsFileSystemNumFreeInodesL

The number of free file system inodes (low 32 bits).

gpfsFileSystemNumFreelnodesH

The number of free file system inodes (high 32 bits).
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File system performance information

The following table shows the GPFS file system performance information:

Table 42. gpfsFileSystemPerfTable: File system performance information

Value

Description

gpfsFileSystemPerfName

The file system name.

gpfsFileSystemBytesReadL

The number of bytes read from disk, not counting those
read from cache (low 32 bits).

gpfsFileSystemBytesReadH

The number of bytes read from disk, not counting those
read from cache (high 32 bits).

gpfsFileSystemBytesCacheL

The number of bytes read from the cache (low 32 bits).

gpfsFileSystemBytesCacheH

The number of bytes read from the cache (high 32 bits).

gpfsFileSystemBytesWrittenL

The number of bytes written, to both disk and cache
(low 32 bits).

gpfsFileSystemBytesWrittenH

The number of bytes written, to both disk and cache
(high 32 bits).

gpfsFileSystemReads The number of read operations supplied from disk.
gpfsFileSystemCaches The number of read operations supplied from cache.
gpfsFileSystemWrites The number of write operations to both disk and cache.

gpfsFileSystemOpenCalls

The number of file system open calls.

gpfsFileSystemCloseCalls

The number of file system close calls.

gpfsFileSystemReadCalls

The number of file system read calls.

gpfsFileSystemWriteCalls

The number of file system write calls.

gpfsFileSystemReaddirCalls

The number of file system readdir calls.

gpfsFileSystemInodesWritten

The number of inode updates to disk.

gpfsFileSystemInodesRead

The number of inode reads.

gpfsFileSystemInodesDeleted

The number of inode deletions.

gpfsFileSystemInodesCreated

The number of inode creations.

gpfsFileSystemStatCacheHit

The number of stat cache hits.

gpfsFileSystemStatCacheMiss

The number of stat cache misses.

Storage pool information

The following table lists the collected information for each GPFS storage pool:

Table 43. gpfsStgPoolTable: Storage pool information

Value

Description

gpfsStgPoolName

The name of the storage pool.

gpfsStgPoolFSName

The name of the file system to which the storage pool
belongs.

gpfsStgPoolTotalSpaceL

The total disk space in the storage pool in kilobytes (low
32 bits).

gpfsStgPoolTotalSpaceH

The total disk space in the storage pool in kilobytes (high
32 bits).

gpfsStgPoolFreeSpacel

The free disk space in the storage pool in kilobytes (low
32 bits).
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Table 43. gpfsStgPoolTable: Storage pool information (continued)

Value

Description

gpfsStgPoolFreeSpaceH

The free disk space in the storage pool in kilobytes (high
32 bits).

gpfsStgPoolNumDisks

The number of disks in the storage pool.

Disk status information

The following table lists the status information collected for each GPFS disk:

Table 44. gpfsDiskStatusTable: Disk status information

Value Description

gpfsDiskName The disk name.

gpfsDiskFSName The name of the file system to which the disk belongs.

gpfsDiskStgPoolName The name of the storage pool to which the disk belongs.

gpfsDiskStatus The status of a disk (values: NotInUse, InUse,
Suspended, BeingFormatted, BeingAdded, To Be
Emptied, Being Emptied, Emptied, BeingDeleted,
BeingDeleted-p, ReferencesBeingRemoved,
BeingReplaced or Replacement).

gpfsDiskAvailability The availability of the disk (Unchanged, OK,
Unavailable, Recovering).

gpfsDiskTotalSpaceL The total disk space in kilobytes (low 32 bits).

gpfsDiskTotalSpaceH The total disk space in kilobytes (high 32 bits).

gpfsDiskFullBlockFreeSpaceL

The full block (unfragmented) free space in kilobytes
(low 32 bits).

gpfsDiskFullBlockFreeSpaceH

The full block (unfragmented) free space in kilobytes
(high 32 bits).

gpfsDiskSubBlockFreeSpaceL

The sub-block (fragmented) free space in kilobytes (low
32 bits).

gpfsDiskSubBlockFreeSpaceH

The sub-block (fragmented) free space in kilobytes (high
32 bits).

Disk configuration information

The following table lists the configuration information collected for each GPFS disk:

Table 45. gpfsDiskConfigTable: Disk configuration information

Value Description
gpfsDiskConfigName The disk name.
gpfsDiskConfigFSName The name of the file system to which the disk belongs.

gpfsDiskConfigStgPoolName

The name of the storage pool to which the disk belongs.

gpfsDiskMetadata

Indicates whether the disk holds metadata.

gpfsDiskData

Indicates whether the disk holds data.
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Disk performance information

The following table lists the performance information collected for each disk:

Table 46. gpfsDiskPerfTable: Disk performance information

Value

Description

gpfsDiskPerfName The disk name.

gpfsDiskPerfFSName The name of the file system to which the disk belongs.

gpfsDiskPerfStgPoolName The name of the storage pool to which the disk belongs.

gpfsDiskReadTimeL The total time spent waiting for disk read operations
(low 32 bits).

gpfsDiskReadTimeH The total time spent waiting for disk read operations
(high 32 bits).

gpfsDiskWriteTimeL The total time spent waiting for disk write operations in
microseconds (low 32 bits).

gpfsDiskWriteTimeH The total time spent waiting for disk write operations in

microseconds (high 32 bits).

gpfsDiskLongestReadTimeL

The longest disk read time in microseconds (low 32 bits).

gpfsDiskLongestReadTimeH

The longest disk read time in microseconds (high 32
bits).

gpfsDiskLongestWriteTimeL

The longest disk write time in microseconds (low 32
bits).

gpfsDiskLongestWriteTimeH

The longest disk write time in microseconds (high 32
bits).

gpfsDiskShortestReadTimeL

The shortest disk read time in microseconds (low 32
bits).

gpfsDiskShortestReadTimeH

The shortest disk read time in microseconds (high 32
bits).

gpfsDiskShortestWriteTimeL

The shortest disk write time in microseconds (low 32
bits).

gpfsDiskShortestWriteTimeH

The shortest disk write time in microseconds (high 32
bits).

gpfsDiskReadBytesL The number of bytes read from the disk (low 32 bits).
gpfsDiskReadBytesH The number of bytes read from the disk (high 32 bits).
gpfsDiskWriteBytesL The number of bytes written to the disk (low 32 bits).
gpfsDiskWriteBytesH The number of bytes written to the disk (high 32 bits).
gpfsDiskReadOps The number of disk read operations.
gpfsDiskWriteOps The number of disk write operations.

Net-SNMP traps

Traps provide asynchronous notification to the SNMP application when a particular event has been
triggered in GPFS. The following table lists the defined trap types:

Table 47. Net-SNMP traps

Net-SNMP trap type

This event is triggered by:

Mount

By the mounting node when the file system is mounted
on a node.

150 1BM Spectrum Scale 4.2.3: Problem Determination Guide




Table 47. Net-SNMP traps (continued)

Net-SNMP trap type

This event is triggered by:

Unmount By the unmounting node when the file system is
unmounted on a node.
Add Disk By the file system manager when a disk is added to a

file system on a node.

Delete Disk

By the file system manager when a disk is deleted from
a file system.

Change Disk

By the file system manager when the status of a disk or
the availability of a disk is changed within the file
system.

SGMGR Takeover

By the cluster manager when a file system manager
takeover is successfully completed for the file system.

Node Failure

By the cluster manager when a node fails.

Node Recovery

By the cluster manager when a node recovers normally.

File System Creation

By the file system manager when a file system is
successfully created.

File System Deletion

By the file system manager when a file system is deleted.

File System State Change

By the file system manager when the state of a file
system changes.

New Connection

When a new connection thread is established between
the events exporter and the management application.

Event Collection Buffer Overflow

By the collector node when the internal event collection
buffer in the GPFS daemon overflows.

Hung Thread

By the affected node when a hung thread is detected.
The GPFS Events Exporter Watchdog thread periodically
checks for threads that have been waiting for longer than
a threshold amount of time.

Storage Pool Utilization

By the file system manager when the utilization of a
storage pool becomes full or almost full.
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Chapter 8. Monitoring the IBM Spectrum Scale system by

using call home

The call home feature collects files, logs, traces, and details of certain system health events from different

nodes and services.

Understanding call home

The mmcalThome command provides options to configure, enable, run, schedule, and monitor call home
related tasks in the GPFS cluster. Information from the node within a call home group is collected,

monitored and uploaded to the FIP server, IBM ECuRep. The cluster nodes that are not a member of a

call home group are invisible to the call home feature.

The data gathering and upload can be configured individually on each group. Use the groups to reflect
logical units in the cluster. For example, it is easier to manage when you create a group for all CES nodes

and another group for all non-CES nodes. Call home groups help to distribute the data-gather and
data-upload workload to prevent bottlenecks. You can create groups of any size between one and the
number of nodes in you cluster. The larger the group is, the higher is the workload on the callhome

node. It is recommended to limit the group size to 32 nodes. Larger groups are also possible but it might

result in performance issues.

The following figure provides basic structure of call home functions.

/" GPFS cluster

/
i

-

/ Call Home Group

Call Home Node

Figure 7. Call home architecture

Call home group

A group of nodes configured by using the mmcallhome group command. A call home group

bl1adv075

consists of at least one child node, which also acts as its call home node. A call home group can
have more than one child node, but has only one call home node. Multiple call home groups can
be configured within a GPFS cluster. You can automate the call home group creation by using the

mmcallhome group auto command.

Call home node

This node performs the data upload. If regular data gathering is enabled this node initiates the
data collection within the call home group and uploads the data package to IBM support center.

A gather-send task process that runs on the call home node collects data from the child nodes
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and uploads the data to a specific IBM server. This server then sends the data to the IBM
backend, ECuRep (Enhanced Customer Data Repository). For more information, see The
gather-send configuration file includes information about the data collected from the child nodes.

Note: The call home node is also a child node of the group.

Important: The call home node needs to have access to the external network via port 443.

Call home child node
A child node is a member of a call home group. All configuration commands for a child node's
call home group can be run from the child node. The call home node can collect data from all the
call home child nodes in a call home group.

To configure the call home feature, see [‘Configuring call home to enable manual and automated datal
upload” on page 155/

mmcallhome commands impact

mmcalThome command options react differently when applied to nodes which belong to a call home group
and to nodes that do not belong to a call home group:

mmcallhome group
The only mmcalThome command that responds the same when applied to nodes that belong to a
call home group as well as nodes that do not belong to a call home group.

mmcallhome capability, mmcallhome info, and mmcallhome proxy
These commands can be executed on nodes that belong to a call home group as well as nodes
that do not belong to a call home group. When applied to nodes within a call home group, these
commands change the call home group configuration. When applied to nodes that do not belong
to a call home group, these commands change the global configuration.

All other mmcallhome command options
All other mmcalThome commands can only be run from a node which is a member of a call home

group.

For more information on mmcallhome command, see the mmcallhome command in the IBM Spectrum Scale:
Command and Programming Reference.

mmcallhome configuration

The call home feature can be configured in two ways:
* Automatic configuration:

The configuration commands mmcallhome capability, mmcallhome info, and mmcallhome proxy are
executed from a node that is not a member of a call home group. In this case, the configuration
information is stored in the global configuration. If a group is created after this configuration, the
information from the global configuration is copied into the newly created group.

Important: The configuration of the existing groups is not effected by any changes in the global
configuration. Only a group that is created after changes made to the global configuration reflect the
new configuration. To make any changes to the group configuration after its creation, the mmcallhome
commands must be executed from a node within the group.

So, in this scenario the mmcallhome group auto command creates the group and copies the global
configuration to each group's local configuration. This approach might be used if you want to
configure all groups homogeneously.

* Manual configuration:
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The configuration commands are executed from a node that is a member of a call home group. This

changes the configuration of the specific group. The global configuration and other groups are not
effected.

Note: Data upload is not performed if no group exists even if you enable call home in the global
configuration.

Automatic configuration is useful to create groups with homogeneous configuration while manual
configuration is used to modify dedicated groups if needed.

Configuring call home to enable manual and automated data upload

While configuring call home the details are collected from individual nodes that are marked as call home

child nodes in the cluster. The details from each child node are collected by the call home node.

You need to create a call home group by grouping call home child nodes. One of the nodes in the group

is configured as the call home node and it performs data collection and upload. Perform the following

steps to configure the call home functions:

1. Configuring the call home groups and proxy information
2. Enable the call home capability.

3. Add the tasks required for periodic data collection.

4.

If a specific file needs to be uploaded, issue the mmcallhome run SendFile command:
mmcallhome run SendFile --file file [--desc DESC | --pmr xxxxx.yyy.zzz]

Important: The call home node needs to have access to the external network via port 443.

The call home groups and proxy information can be set in two ways:

* Manual configuration: This is done by configuring a call home group and then configuring the call
home proxy.

In this type of configuration, you can create the call home group using mmcallhome group auto. The

global configuration is copied to a newly created group. You can change the local configuration of the

group after group creation.

A manual configuration is used if you want to control which members are added to a group. For
example, if one group is for CES nodes and the other one for AIX nodes, you cannot use the

automated group creation and must use the manual configuration process. For more information on

automatic configuration of mmcallhome groups, see [‘Configuring the call home groups manually.”|

* Automatic configuration: This is done by configuring a call home proxy and then creating the call
home group:

1. Configure the global configuration with the information that is common for all groups. You must

configure the customer information using the mmcallhome info command. You can also set the

proxy configuration information using mmcallhome proxy if needed. You can enable or disable the

call home functions by using mmcallhome capability.

2. Create the call home group using the mmcalThome group auto command. In an automatic
configuration, the mmcalThome group auto command creates the group and copies the global
configuration to each group's local configuration.

An automatic configuration is used if you want to configure your cluster with homogeneous groups.

For more information on automatic configuration of mmecallhome groups, see [‘Configuring the call|
[home groups automatically” on page 157,

Configuring the call home groups manually

Configuring the call home groups manually allows the call home configuration to be stored locally and is

helpful to modify dedicated groups if needed.
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The following example shows how to define a call home group, after configuring call home feature:

1.

To verify that no call home group exists, issue:

mmcallhome group Tist

No call home group defined

Configure the cluster using the mmcallhome info change and mmcallhome proxy change commands as
shown in the following example:

mmcallhome info change --customer-name myCustomerName --customer-id myCustomerId --email myEmail@email.com --country-code US
Success

mmcallhome proxy change --proxy-location okapi --proxy-port 80 --proxy-username myProxy --proxy-password myProxyPassword

The system displays the following output:

Success

To enable the proxy and the call home capability, issue the mmcallhome proxy enable and mmcallhome
capability enable command as shown in the following example:

mmcallhome proxy enable

Success

If you enable the proxy and use mmcallhome group auto but not mmcallhome group auto --server
<nodes> , then the automated detection of possible call home nodes uses the proxy to connect to the
call home upload server. If the proxy is not enabled, the automated detection uses direct access to
connect to the call home upload server.

To list the global configuration, issue:

mmcallhome info list

configuration group: global component: info

Parameter Value

country-code US

customer-id myCustomerId

customer-name myCustomerName

email myEmail@email.com

mmcallhome proxy list

configuration group: global component: proxy

Parameter Value

proxy-enabled  true

proxy-location okapi

proxy-password myProxyPassword

proxy-port 80

proxy-username myProxy

To create groups with mmcallhome group auto, issue the following command:

mmcalThome group auto --server callhome-21,3

Note: The above command allows you to specify the call home node by the option --server. This
option provides you the advantage of selecting the specified node as call home server node. With this
command it is also possible to assign nodes automatically to the specified call home nodes even if the
server esupport.ibm.com is temporally not accessible.

The system displays output similar to this:

GpClusterInfo::extractNodes

Analysing cluster: [I] In progress: Collect group information.

mmcallhautoconfig: [I] In progress:
mmcallhautoconfig: [I] In progress:
mmcallhautoconfig: [I] In progress:

The cluster has no connection to esupport.ibm.com
Create 2 new call home groups.
Nodes without call home:
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Analysing cluster: [I] In progress: Collect group information.
group: autoGroup_l successfully added

Analysing cluster: [I] In progress: Collect group information.
group: autoGroup_2 successfully added

mmcallhome: [I] deploy configuration.

Success
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If you configure call home, when no call home group exists, the configuration is stored as global
configuration. The deploy configuration step applies this global configuration to all groups created
by the actual command.

Note: The mmcallhome command accepts all kind of node specifications like long name, short name,
node number, node class or a complete path to a file. By defining nodes in a file that contains a file
within it, you can create an infinite loop when the nodes are resolved which in turn hangs the
command.

You can verify the different groups and their configurations by issuing the following command:
mmcallhome group Tist

Call Home Group Call Home Node Call Home Child Nodes
autoGroup_1 callhome-21 callhome-21,calThome-24
autoGroup_2 callhome-23 callhome-23

Note: You have to change the node to get the configuration of autoGroup_2.
mmcallhome info Tist

configuration group: global component: info
Parameter Value

country-code US

customer-id myCustomerId

customer-name myCustomerName

email myEmail@email.com

mmcallhome proxy list

Status

proxy-enabled YES
proxy-auth-enabled false
Parameter

proxy-location okapi
proxy-port 80
proxy-username myProxy
proxy-password XXXXX

Configuring the call home groups automatically

Automatic configuration is done by configuring the call home proxy settings and then configuring the
call home group. In this type of configuration the mmcallhome group auto command creates the group
and copies the global configuration to each group's local configuration. This approach might be used if
you want to configure all groups homogeneously.

Follow these steps to configure each mmcallhome group automatically:

1. To change customer information such as customer name, customer ID, and the country code, issue the
mmcalThome info change command as shown in the following example:

mmcalThome info change --customer-name "SpectrumScaleTest" --customerid
"1234" --country-code "JP"

Success

To set the parameters of proxy server, issue the mmcallhome proxy change command as shown in the
following example:

mmcallhome proxy change --proxy-location okapi --proxy-port 80 --proxyusername
root --proxy-password <password>

Success

2. To configure a call home group, issue the mmcallhome group add command as shown in the following
example:

mmcalThome group add groupl themisto® -N themistoO,themistol,themisto2
Call home group groupl has been created
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You can automate the call home group creation by using the mmcallhome group auto [options]
command as shown in the following examples:

a. To create a call home group automatically, issue this command:
mmcallhome group auto

mmcallhome group auto: [I] In progress: Create 1 new call home groups.
mmcallhome group auto: [I] In progress: Nodes without call home: 1
See /var/adm/ras/mmfs.log.latest for details.
group: autoGroup_l successfully added
b. To create a call home group automatically and enable the cluster for call home functionality by
displaying options for acceptance, issue the following command:

mmcallhome group auto --enable ACCEPT

Analysing cluster: [I] In progress: Collect group information.
mmcallhautoconfig: [I] In progress: Create 1 new call home groups.
mmcallhautoconfig: [I] In progress: Nodes without call home: 0
See /var/mmfs/tmp/callhome/log/callhomeutils.log for details.
Analysing cluster: [I] In progress: Collect group information.
group: autoGroup_l successfully added

Q0S configuration has been installed and broadcast to all nodes.
Q0S configuration has been installed and broadcast to all nodes.
Q0S configuration has been installed and broadcast to all nodes.
Q0S configuration has been installed and broadcast to all nodes.
mmcallhome: [I] deploy configuration.

Success

Note: If you want to read the license, issue the following command:
mmcallhome group auto --enable LICENSE

c. To create a new group after deleting the existing group, issue the following command:
mmcalThome group auto --force

mmcallhome group auto: [I] In progress: Create 1 new call home groups.

mmcallhome group auto: [I] In progress: Nodes without call home: 1

See /var/adm/ras/mmfs.log.latest for details.

mmcallhome group auto: [I] In progress: Delete existing groups.

Call home group autoGroup_l has been deleted

group: autoGroup_2 successfully added

If the mmcalTlhome group auto --force command detects a problem that prevents the creation of
new groups (such as no connection to the esupport.ibm.com server) the existing groups are not
deleted.

Note: If a proxy is specified by mmcallhome proxy change command and the proxy is enabled by
mmcallhome proxy enable command, then the mmcallhome group auto command must use the
specified proxy for detecting the node that has access to esupport.ibm.com. If the proxy is
disabled, everything related to the proxy is ignored. The --force option creates groups based on
the nodes who can access esupport.ibm.com server through the specified proxy.

The mmcallhome group auto --force --enable accept performs the following functions:

* Detects the node that can access esupport.ibm.com. This node becomes the potential call home node
(the server node in a group). If more than one such node is found, the first node found becomes
the potential call home node.

* Ensures that at least one potential call home node is detected.
* Deletes all existing groups
* Creates new groups with optimized group size for all nodes where call home is installed

* Enable all groups and assume that the user accepts the license. Without specifying the parameter,
accept for the --enable option, the system prompts the user to accept or reject the displayed
license. If the license is rejected, then the groups are created but call home feature is disabled.

3. To view the customer information, issue the mmcallhome info 1ist command as shown in the
following example:
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mmcallhome info Tist

Parameter Value
customer-name SpectrumScaleTest
customer-id 1234
calThome-method ethernet
country-code JP

Note: You can specify a proxy and user information even if no group is defined on the cluster. The
specified proxy and the user information are part of the global configuration. If a new group is
created, the global configuration data is copied and applied to the new group.

4. To enable the call home service, issue the mmcallhome capability enable command as shown in the
following example:

mmcallhome capability enable

Call home node: themisto®

Call home child nodes to collect data: themistoO themistol themisto2 (total 3 nodes)

Excluded nodes:

SSH Access Check: 0K

Data package directory: /tmp/mmfs/callhome

Success

The mmcallhome capability enable command can enable or disable call home only in a single group.
Automatic group generation is possible by using mmcallhome group auto command. This command
can also enable and disable call home on all call home groups on the cluster. For more information on
the automatic option, issue mmcallhome group auto --help.

Monitoring, uploading, and sharing collected data with IBM Support

The send file task, that runs on a call home node, uploads files and packages that are collected at this call
home node. The call home feature can upload any file to the IBM ECuRep backend.

The call home component uses the directory, specified in the IBM Spectrum Scale settings variable
dataStructureDump, for saving the temporary data. By default, this directory is /tmp/mmfs, but it can be
changed by the customer by using the mmchconfig command. The current value may be read by executing
the following command:

mmdiag --config | grep "dataStructureDump"

For uploading daily and weekly packages and files, the amount of space required is three times the size
of the file that is to be uploaded. For example, if you need to upload 1 GB of data, then there needs to be
at least 3 GB of disk space for the file to be properly uploaded.

The uploaded data is stored for at least two weeks on IBM ECuRep and can be identified using your
customer information. If you need to access this data, contact IBM® support. For more information, see

Note: You can also upload data using the following command:
mmcallhome run SendFile --file file

Discuss this procedure with the IBM support before using it.

Use the following steps to monitor and analyze the data, and then share it with IBM support:
1. Register the tasks:

* To register a daily task with cron, issue the mmcallhome schedule add command as shown in the
following example:

mmcallhome schedule add --task daily

/etc/cron.d/gpfscallhome_GatherSend_daily.conf registered
41 command entries are defined for this task
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* To register a weekly task with cron, issue the mmcallhome schedule add command as shown in the

following example:
mmcallhome schedule add --task weekly

/etc/cron.d/gpfscallhome_GatherSend_weekly.conf registered
14 command entries are defined for this task

2. Monitor the tasks.
* To monitor the call home tasks, issue the mmcalThome status 1ist command as shown in the

following example:
mmcallhome status Tist

Task  Start time Status Package file name

daily 20150930132656.582 success ...aultDaily.g_daily.20150930132656582.c10.DC
daily 20150930133134.802 success ...aultDaily.g daily.20150930133134802.c10.DC
daily 20150930133537.509 success ...aultDaily.g_daily.20150930133537509.c10.DC
daily 20150930133923.063 success ...aultDaily.g_daily.20150930133923063.c10.DC

RunSendFile 20150930133422.843 success

...group2.MyTestData.s_file.20150930133422843.c10.DC

To view the status of the currently running and the already completed call home tasks, issue the
mmcalThome status 1ist command as shown in the following example:

mmcallhome status list --verbose

Task Start time Updated time Status RC or Step
Package file name
[ additional info: value ]

31790849425327.4_2_1_0.x.abc.autoGroup_l.gat_weekly.g_weekly.20160412175159390.c10.DC

Note: Sometimes, the output of mmcallhome status Tist --verbose displays a single line without
detailed information about RC indicating successful completion of call home tasks. The failed status
indicates an issue with the call home task and the RC numeral indicates the respective issue. If the
value of RC is zero, it indicates that the upload procedure is successful, but some automatically
resolvable issue occurred while uploading the data. The value, RC != 0, indicates that the upload
procedure is not successful. The detailed information about the upload procedure is available in the
logs at /var/mmfs/callhome/1ogs/.

To list the registered tasks for gather-send, issue the mmcallhome schedule 1ist command as shown
in the following example:

mmcallhome schedule Tist
Registered Tasks for GatherSend:

ConfFile CronParameters
daily.conf 32 % % *
weekly.conf 54 3 * * sun

Note: The CronParameter indicates the date and time settings for the execution of the command. It
displays the values for minutes (0-59), hours (0-23), day of month (1-31), month (1-12 or Jan-Dec),
and day of week (0-6, where sun=0 or sun-sat). For example, CronParameter 54 3 * * sun indicates
that the command runs on every Sunday at 3:54 AM. By default, call home schedules daily task to
be executed at 02:xx AM each day, and the weekly task to be executed at 03:yy AM each Sunday,
where xx and yy are random numbers from 00 to 59. These values may be changed if necessary by
editing the corresponding *.conf files, but it is recommended that you contact the support or
development team before making these changes. For more details, see lcrontab(5) - Linux man page|

3. Upload the collected data. The call home functionality provides the following data upload methods to
collect and upload the data:

a. File upload: Any file can be specified for upload.
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b. Package upload: Collects predefined data package regularly. The call home feature provides
weekly.conf schema to collect the package weekly and daily.conf schema to collect the package daily.
These gather schemas are at: /usr/1pp/mmfs/data/callhome/gather.d. After the upload, the data
packages are stored in the data package directory for backup.

Attention: This upload is done internally by the call home function based on the type of call home
function that is registered in step 1. Every time call home collects data or the call home command is
started to upload a specific file, call home first creates a data package file. The data package file is
stored in the directory /tmp/mmfs/callhome as a tar file. This tar file is deleted once the data is
uploaded successfully to ECuRep. In case the upload was not successful, old data (undeleted tar files)
from a weekly or daily gather task will be uploaded together with the new data. This data will be
available till the upload is successful, or till the data package file is deleted manually.

If the data collection is specified weekly, Cron is started once a week and data from call home child
node is gathered by the call home node as specified in the weekly.conf file. When the gather task is
finished, the data is uploaded from the call home node to the IBM Support. The following commands
are issued internally to generate the data that needs to be shared with IBM Support:

* tail -n 10000 /var/log/messages

* mmhealth node show -v -Y

* mmdiag --version

* mmdiag --config

* mmdiag --rpc

e mmisnsd -L

* mmlsnsd -X

* mmgetstate -a

* For each file system: mmlsdisk <fs> -L

* For each file system: mmdf <fs>

* callhomeutils.pl info Tlist

* mmces service list -a

* curl -i http://localhost:8080/info -X GET
* mmuserauth service list

* /usr/bin/curl -g -i -X GET http://localhost:35357/v3/projects

If the data collection is specified daily, Cron is started once every day and data from call home child
node is gathered by the call home node as specified in the daily.conf file. When the gather task is
finished, the data is uploaded from the call home node to the IBM Support. The following commands
are issued internally to generate the data that needs to be shared with IBM Support:

* uname -a
* mmhealth node show -v -Y

* hostname

* sysctl -a

* uptime

o fdisk -1

o df, df -i, and df -k

* ifconfig -a

* lspci

* 1smod

* dmidecode

* cat /proc/device-tree/system-id

* ppcb64_cpu --smt;ppc64_cpu --cores-present;ppc64_cpu --cores-on
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* cat /proc/cpuinfo

* cat /proc/meminfo

* tail -n 10000 /var/adm/ras/mmfs.log.latest
* tail -n 10000 /var/log/messages

* mmdiag --rpc

* mmlscluster

* mmlsnode -a

* mmlsmgr

* mmlsnsd -L

* mmlscallback

* mmgetstate -a

* mmremotecluster show all

* mmremotefs show all

* mmauth show

e tsstatus

* mmlsfs all

* For each file system: mmlsfs <fs>

* For each file system: mmlsfs <fs> --snc

* For each file system: mmlsdisk <fs> -L

* For each file system: mmlspolicy <fs> -L
* For each file system: mmlsfileset <fs> -L
* For each file system: mmlsfileset <fs> --afm -L
* For each file system: mm1ssnapshot <fs>

* For each file system: mmdf <fs>

* mmlsnode -N waiters -L

* callhomeutils.pl info Tlist

If a call home group is configured to upload data to IBM support, the various components that are
running on a node of this group can upload the files. The mmhealth command collects and uploads
data using the mmcallhome command for the following events:

* nfsd_down
e ctdb_down
* ctdb_state_down
* smbd_down
4. Share the collected information with IBM support.
The call home feature allows data upload in following two ways:

a. Manual upload: The call home feature provides manual upload option to upload the files or
packages manually to the IBM server. To upload any data manually, issue mmcallhome run in one
of the following way:

* To manually initiate the daily data upload:
mmcallhome run gather send --task daily

* To manually upload a specific file you can use one of the following command:mmcallhome run
SendFile --file myfile
or

b. Automatic upload: Use the mmcallhome schedule command to schedule a weekly or daily schema
to upload the predefined data. If system health detects a specific event it will collect the data, and
upload the data using the following command:

mmcallhome run SendFile --file file
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This is only possible if the node where the system health process is running is a member of an
enabled group.

The manual and automatic upload options can upload the data to the IBM ECuRep. This data is not
analyzed automatically, and gets deleted after a specified time period (generally, 2 weeks). Please
contact the IBM Support for more information about the usage of the uploaded data.

Call home configuration examples

The following section gives some examples of the call home configuration.

Each call home group can be configured independently. The following section describe three call home
configurations for three different call home groups:

group_1 has weekly and daily data upload scheduled but the call home feature is
disabled.

The following example shows how to configure this scenario:
mmcallhome group add group_ 1 callhome_ 1 Node --node child 1 Group 1,child 2 Group_1

The call home feature is disabled by default for this group.

Issue the following command on one of the nodes of the call home group (callhome_1_Node,
child_1_Group_1, child_2_Group_1):
mmcallhome schedule add --task DAILY

Issue the following command on one of the nodes of the call home group:
mmcallhome schedule add --task WEEKLY

Although daily and weekly gather task are scheduled, no data is collected and uploaded because the call
home feature is still disabled.

group_2 has weekly data upload scheduled and call home feature is enabled

The following example shows how to configure this scenario:
mmcallhome group add group_2 callhome_2_Node --node child_1_Group_2,child_2_Group_2

The call home feature is disabled by default for this group.

Issue the following command on one of the nodes of the call home group (nodes callhome_2_Node,
child_1_Group_2, child_2_Group_2):

mmcalThome capability enable
Call home feature is enabled on group_2.

Issue the following command on one of the nodes of the call home group (nodes callhome_2_Node,
child_1_Group_2, child_2_Group_2):
mmcallhome schedule add --task WEEKLY

You can issue the mmcallhome schedule command before the mmcallhome capability command. However,
no data upload is possible until the mmcallhome capability enable command is issued.

After performing the above steps, data is gathered and uploaded weekly. Apart from the scheduled data
collection and upload, an admin or a system health event can also do data collection and upload from the

group.
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group_3 has call home enabled but has no upload scheduled

The following example shows how to configure this scenario:
mmcallhome group add group_3 callhome_3 Node --node child_1 Group 3,child_2 Group_3

The call home feature is disabled by default for this group.

Issue the following command on one of the nodes of the call home group (callhome_3_Node,
child_1_Group_3, child_2_Group_3):

mmcallhome capability enable

Call home feature is enabled for group_3. That is, an admin or a system health event can do data
collection and upload from the group. However, no data is uploaded periodically.
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Chapter 9. Monitoring the health of cloud services

Use the mmcloudgateway command to monitor the health of cloud services.

To monitor the health of cloud services, enter a command like the following;:

mmcloudgateway service status [-N { Node [,Node ...]
| NodeFile | NodeClass }]

For example, to check the status of a node from where the cloud service is running, issue this command:

mmcloudgateway service status

The system displays output similar to this:
Node Daemon node name TCT Server Status TCT Filesystem Status TCT Account Status

1 nodel® Started Configured Active
GUI navigation

To work with this function in the GUI,
* Log on to the IBM Spectrum Scale GUI and select Files >Transparent cloud tiering
* Log on to the IBM Spectrum Scale GUI and select Monitoring>Statistics

Additionally, you can check the cloud services status by using the mmhealth node show CLOUDGATEWAY
command.

For more information on all the available statuses and their description, see the Transparent Cloud Tiering
status description topic in IBM Spectrum Scale: Command and Programming Reference.

Note: You must run this command on a cloud service node.
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Chapter 10. Best practices for troubleshooting

Following certain best practices make the troubleshooting process easier.

How to get started with troubleshooting

Troubleshooting the issues reported in the system is easier when you follow the process step-by-step.

When you experience some issues with the system, go through the following steps to get started with the
troubleshooting:

1. Check the events that are reported in various nodes of the cluster by using the mmhealth node
eventlog command.

2. Check the user action corresponding to the active events and take the appropriate action. For more
information on the events and corresponding user action, see [“Events” on page 427/

3. If you are facing a deadlock issue, see [Chapter 13, “Managing deadlocks,” on page 251|to know how
to resolve the issue.

4. Check for events which happened before the event you are trying to investigate. They might give you
an idea about the root cause of problems. For example, if you see an event nfs_in_grace and
node_resumed a minute before you get an idea about the root cause why NFS entered the grace
period, it means that the node has been resumed after a suspend.

5. Collect the details of the issues through logs, dumps, and traces. You can use various CLI commands
and Settings > Diagnostic Data GUI page to collect the details of the issues reported in the system.
For more information, see [Chapter 12, “Collecting details of the issues,” on page 177/

6. Based on the type of issue, browse through the various topics that are listed in the troubleshooting
section and try to resolve the issue.

7. If you cannot resolve the issue by yourself, contact IBM Support. For more information on how to
contact IBM Support, see [Chapter 28, “Support for troubleshooting,” on page 423,

Back up your data

You need to back up data regularly to avoid data loss. It is also recommended to take backups before you
start troubleshooting. The IBM Spectrum Scale provides various options to create data backups.

Follow the guidelines in the following sections to avoid any issues while creating backup:

* GPFS(tm) backup data in IBM Spectrum Scale: Concepts, Planning, and Installation Guide

* Backup considerations for using IBM Spectrum Protect in IBM Spectrum Scale: Concepts, Planning, and
Installation Guide

* Configuration reference for using IBM Spectrum Protect with IBM Spectrum Scale(tm) in IBM Spectrum Scale:
Administration Guide
* Protecting data in a file system using backup in IBM Spectrum Scale: Administration Guide

* Backup procedure with SOBAR in IBM Spectrum Scale: Administration Guide

The following best practices help you to troubleshoot the issues that might arise in the data backup

process:

1. Enable the most useful messages in mmbackup command by setting the MMBACKUP_PROGRESS_CONTENT
and MMBACKUP_PROGRESS_INTERVAL environment variables in the command environment prior to issuing
the mmbackup command. Setting MMBACKUP_PROGRESS_CONTENT=7 provides the most useful messages. For
more information on these variables, see mmbackup command in IBM Spectrum Scale: Command and
Programming Reference.
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2. If the mmbackup process is failing regularly, enable debug options in the backup process:

Use the DEBUGmmbackup environment variable or the -d option that is available in the mmbackup
command to enable debugging features. This variable controls what debugging features are enabled. It
is interpreted as a bitmask with the following bit meanings:

0x001 Specifies that basic debug messages are printed to STDOUT. There are multiple components
that comprise mmbackup, so the debug message prefixes can vary. Some examples include:

mmbackup :mbackup.sh
DEBUGtsbackup33:

0x002 Specifies that temporary files are to be preserved for later analysis.

0x004 Specifies that all dsmc command output is to be mirrored to STDOUT.
The -d option in the mmbackup command line is equivalent to DEBUGmmbackup =1 .

3. To troubleshoot problems with backup subtask execution, enable debugging in the tsbuhelper
program.

Use the DEBUGtsbuhelper environment variable to enable debugging features in the mmbackup helper
program tsbuhelper.

Resolve events in a timely manner

Resolving the issues in a timely manner helps to get attention on the new and most critical events. If
there are a number of unfixed alerts, fixing any one event might become more difficult because of the
effects of the other events. You can use either CLI or GUI to view the list of issues that are reported in
the system.

You can use the mmhealth node eventlog to list the events that are reported in the system.

The Monitoring > Events GUI page lists all events reported in the system. You can also mark certain
events as read to change the status of the event in the events view. The status icons become gray in case
an error or warning is fixed or if it is marked as read. Some issues can be resolved by running a fix
procedure. Use the action Run Fix Procedure to do so. The Events page provides a recommendation for
which fix procedure to run next.

Keep your software up to date

Check for new code releases and update your code on a regular basis.

This can be done by checking the IBM support website to see if new code releases are available:
Bpectrum Scale support website|. The release notes provide information about new function in a release
plus any issues that are resolved with the new release. Update your code regularly if the release notes
indicate a potential issue.

Note: If a critical problem is detected on the field, IBM may send a flash, advising the user to contact
IBM for an efix. The efix when applied might resolve the issue.

Subscribe to the support notification

Subscribe to support notifications so that you are aware of best practices and issues that might affect your
system.

Subscribe to support notifications by visiting the IBM support page on the following IBM website:
http:/ /www.ibm.com /support/mynotifications]

By subscribing, you are informed of new and updated support site information, such as publications,
hints and tips, technical notes, product flashes (alerts), and downloads.
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Know your IBM warranty and maintenance agreement details

If you have a warranty or maintenance agreement with IBM, know the details that must be supplied
when you call for support.

For more information on the IBM Warranty and maintenance details, see I\Narranties, licenses and|

aintenance|

Know how to report a problem

If you need help, service, technical assistance, or want more information about IBM products, you find a
wide variety of sources available from IBM to assist you.

IBM maintains pages on the web where you can get information about IBM products and fee services,
product implementation and usage assistance, break and fix service support, and the latest technical
information. The following table provides the URLs of the IBM websites where you can find the support
information.

Table 48. IBM websites for help, services, and information

Website Address

IBM home page |http:/ /www.ibm.com|

Directory of worldwide contacts |http: / / www.ibm.com /planetwide]

Support for IBM Spectrum Scale [IBM Spectrum Scale support website]

Support for IBM System Storage® and IBM Total Storage ||http://www.ibm.com/support/entry/portal/product/|
products system_storage/ |

Note: Available services, telephone numbers, and web links are subject to change without notice.

Before you call

Make sure that you have taken steps to try to solve the problem yourself before you call. Some
suggestions for resolving the problem before calling IBM Support include:

e Check all hardware for issues beforehand.

* Use the troubleshooting information in your system documentation. The troubleshooting section of the
IBM Knowledge Center contains procedures to help you diagnose problems.

To check for technical information, hints, tips, and new device drivers or to submit a request for
information, go to the [BM Spectrum Scale support website| .

Using the documentation

Information about your IBM storage system is available in the documentation that comes with the
product. That documentation includes printed documents, online documents, readme files, and help files
in addition to the IBM Knowledge Center. See the troubleshooting information for diagnostic instructions.
To access this information, go to [http:/ /www.ibm.com /support/entry /portal /product/system_storage /|
Istorage_software/ software_defined_storage /ibm_spectrum_scale] and follow the instructions. The entire

roduct documentation is available at: Jhttps: / /www.ibm.com/support/knowledgecenter /STXKQY /|
ibmspectrumscale_welcome. html?lang=en|
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Other problem determination hints and tips

These hints and tips might be helpful when investigating problems related to logical volumes, quorum
nodes, or system performance that can be encountered while using GPFS.

See these topics for more information:

+ [“Which physical disk is associated with a logical volume in AIX systems?”|

* [“Which nodes in my cluster are quorum nodes?”|

* “What is stored in the /tmp/mmfs directory and why does it sometimes disappear?” on page 171|

* [“Why does my system load increase significantly during the night?” on page 171
[“What do I do if I receive message 6027-648?” on page 171
[“Why can't I see my newly mounted Windows file system?” on page 172|

* [“Why is the file system mounted on the wrong drive letter?” on page 172|

[“Why does the offline mmfsck command fail with "Error creating internal storage"?” on page 172|

* [“Questions related to active file management” on page 172|

Which physical disk is associated with a logical volume in AIX
systems?

Earlier releases of GPFS allowed AIX logical volumes to be used in GPFS file systems. Their use is now
discouraged because they are limited with regard to their clustering ability and cross platform support.

Existing file systems using AIX logical volumes are, however, still supported. This information might be
of use when working with those configurations.

If an error report contains a reference to a logical volume pertaining to GPFS, you can use the Islv -1
command to list the physical volume name. For example, if you want to find the physical disk associated
with logical volume gpfs7lv, issue:

1sTv -1 gpfsddlv

Output is similar to this, with the physical volume name in column one.
gpfs44lv:N/A

PV COPIES IN BAND DISTRIBUTION
hdisk8 537:000:000  100% 108:107:107:107:108

Which nodes in my cluster are quorum nodes?

Use the mmlscluster command to determine which nodes in your cluster are quorum nodes.

Output is similar to this:
GPFS cluster information

GPFS cluster name: clusterl.kgn.ibm.com
GPFS cluster id: 680681562214606028
GPFS UID domain: clusterl.kgn.ibm.com
Remote shell command: Jusr/bin/rsh

Remote file copy command: /usr/bin/rcp
Repository type: server-based

GPFS cluster configuration servers:

Primary server: k164n06.kgn.ibm.com
Secondary server: k164n05.kgn.ibm.com

Node Daemon node name IP address Admin node name Designation
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1 kl164n04.kgn.ibm.com 198.117.68.68  k164n04.kgn.ibm.com  quorum
2 k164n05.kgn.ibm.com 198.117.68.71  k164n05.kgn.ibm.com  quorum
3 k164n06.kgn.ibm.com 198.117.68.70  k164n06.kgn.ibm.com

In this example, k164n04 and k164n05 are quorum nodes and k164n06 is a nonquorum node.

To change the quorum status of a node, use the mmchnode command. To change one quorum node to
nonquorum, GPFS does not have to be stopped. If you are changing more than one node at the same
time, GPFS needs to be down on all the affected nodes. GPFS does not have to be stopped when
changing nonquorum nodes to quorum nodes, nor does it need to be stopped on nodes that are not
affected.

For example, to make k164n05 a nonquorum node, and k164n06 a quorum node, issue these commands:

mmchnode --nonquorum -N k164n05
mmchnode --quorum -N k164n06

To set a node's quorum designation at the time that it is added to the cluster, see mmcrcluster or
mmaddnode command in IBM Spectrum Scale: Command and Programming Reference.

What is stored in the /timp/mmfs directory and why does it sometimes
disappear?

When GPFS encounters an internal problem, certain state information is saved in the GPFS dump
directory for later analysis by the IBM Support Center.

The default dump directory for GPFS is /tmp/mmfs. This directory might disappear on Linux if cron is
set to run the /etc/cron.daily/tmpwatch script. The tmpwatch script removes files and directories in /tmp
that have not been accessed recently. Administrators who want to use a different directory for GPFS
dumps can change the directory by issuing this command:

mmchconfig dataStructureDump=/name_of some_other big file system

Note: This state information (possibly large amounts of data in the form of GPFS dumps and traces) can
be dumped automatically as part the first failure data capture mechanisms of GPFS, and can accumulate
in the (default /tmp/mmfs) directory that is defined by the dataStructureDump configuration parameter. It
is recommended that a cron job (such as /etc/cron.daily/tmpwatch) be used to remove
dataStructureDump directory data that is older than two weeks, and that such data is collected (for
example, via gpfs.snap) within two weeks of encountering any problem that requires investigation.

Why does my system load increase significantly during the night?

On some Linux distributions, cron runs the /etc/cron.daily/slocate.cron job every night. This will try to
index all the files in GPFS. This will put a very large load on the GPFS token manager.

You can exclude all GPFS file systems by adding gpfs to the excludeFileSytemType list in this script, or
exclude specific GPFS file systems in the excludeFileSytemType list.

/usr/bin/updatedb -f "excludeFileSystemType" -e "excludeFileSystem"
If indexing GPFS file systems is desired, only one node should run the updatedb command and build the

database in a GPFS file system. If the database is built within a GPFS file system it will be visible on all
nodes after one node finishes building it.

What do | do if | receive message 6027-6487

The mmedquota or mmdefedquota commands can fail with message 6027-648: EDITOR environment
variable must be full path name.

To resolve this error, do the following;:
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1. Change the value of the EDITOR environment variable to an absolute path name.

2. Check to see if the EDITOR variable is set in the $SHOME/.kshrc file. If it is set, check to see if it is an
absolute path name because the mmedquota or mmdefedquota command could retrieve the EDITOR
environment variable from that file.

Why can't | see my newly mounted Windows file system?

On Windows, a newly mounted file system might not be visible to you if you are currently logged on to
a system. This can happen if you have mapped a network share to the same drive letter as GPFS.

Once you start a new session (by logging out and logging back in), the use of the GPFS drive letter will
supersede any of your settings for the same drive letter. This is standard behavior for all local file
systems on Windows.

Why is the file system mounted on the wrong drive letter?

Before mounting a GPFS file system, you must be certain that the drive letter required for GPFS is freely
available and is not being used by a local disk or a network-mounted file system on all computation
nodes where the GPFS file system will be mounted.

Why does the offline mmfsck command fail with "Error creating
internal storage"?

Use mmfsck command on the file system manager for storing internal data during a file system scan.
The command fails if the GPFS fails to provide a temporary file of the required size.

The mmfsck command requires some temporary space on the file system manager for storing internal
data during a file system scan. The internal data will be placed in the directory specified by the mmfsck
-t command line parameter (/tmp by default). The amount of temporary space that is needed is
proportional to the number of inodes (used and unused) in the file system that is being scanned. If GPFS
is unable to create a temporary file of the required size, the mmfsck command will fail with the
following error message:

Error creating internal storage

This failure could be caused by:
* The lack of sufficient disk space in the temporary directory on the file system manager

* The lack of sufficient page pool space on the file system manager as shown in mmlsconfig pagepool
output

¢ Insufficiently high filesize limit set for the root user by the operating system

* The lack of support for large files in the file system that is being used for temporary storage. Some file
systems limit the maximum file size because of architectural constraints. For example, JFS on AIX does
not support files larger than 2 GB, unless the Large file support option has been specified when the
file system was created. Check local operating system documentation for maximum file size limitations.

Why do | get timeout executing function error message?

If any of the commands fails due to timeout while executing mmccr, rerun the command to fix the issue.
This timeout issue is likely related to an increased workload of the system.

Questions related to active file management

Issues and explanations pertaining to active file management.

The following questions are related to active file management (AFM).
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How can | change the mode of a fileset?

The mode of an AFM client cache fileset cannot be changed from local-update mode to any other mode;
however, it can be changed from read-only to single-writer (and vice versa), and from either read-only or
single-writer to local-update.

To change the mode, do the following:

Ensure that fileset status is active and that the gateway is available.
Unmount the file system.

Unlink the fileset.

Run the mmchfileset command to change the mode.

Mount the file system again.

o o~ 0N~

Link the fileset again.

Why are setuid/setgid bits in a single-writer cache reset at home after data is
appended?

The setuid /setgid bits in a single-writer cache are reset at home after data is appended to files on which
those bits were previously set and synced. This is because over NFS, a write operation to a setuid file
resets the setuid bit.

How can | traverse a directory that has not been cached?

On a fileset whose metadata in all subdirectories is not cached, any application that optimizes by
assuming that directories contain two fewer subdirectories than their hard link count will not traverse the
last subdirectory. One such example is find; on Linux, a workaround for this is to use find -noleaf to
correctly traverse a directory that has not been cached.

What extended attribute size is supported?

For an operating system in the gateway whose Linux kernel version is below 2.6.32, the NFS max rsize is
32K, so AFM would not support an extended attribute size of more than 32K on that gateway.

What should | do when my file system or fileset is getting full?
The .ptrash directory is present in cache and home. In some cases, where there is a conflict that AFM
cannot resolve automatically, the file is moved to .ptrash at cache or home. In cache the .ptrash gets

cleaned up when eviction is triggered. At home, it is not cleared automatically. When the administrator is
looking to clear some space, the .ptrash should be cleaned up first.
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Chapter 11. Understanding the system limitations

It is important to understand the system limitations to analyze whether you are facing a real issue in the
IBM Spectrum Scale system.

The following topics list the IBM Spectrum Scale system limitations:

AFM limitations
See AFM limitations in IBM Spectrum Scale: Concepts, Planning, and Installation Guide.

AFM-based DR limitations
See AFM-based DR limitations in IBM Spectrum Scale: Concepts, Planning, and Installation Guide.

Authentication limitations
See Authentication limitations in IBM Spectrum Scale: Administration Guide.

File authorization limitations
See Authorization limitations in IBM Spectrum Scale: Administration Guide.

File compression limitations
See File compression in IBM Spectrum Scale: Administration Guide.

FPO limitations
See Restrictions in IBM Spectrum Scale: Administration Guide.

General NFS V4 Linux Exceptions and Limitations
See General NFS V4 Linux exceptions and limitations in IBM Spectrum Scale: Administration Guide.

GPFS exceptions and limitations to NFSv4 ACLs
See GPFS exceptions and limitations to NFS V4 ACLs in IBM Spectrum Scale: Administration Guide.

GUI limitations
See GUI limitations. in IBM Spectrum Scale: Administration Guide.

HDFS transparency limitations
See Configuration that differs from native HDFS in IBM Spectrum Scale in IBM Spectrum Scale: Big
Data and Analytics Guide.

HDEFS transparency federation limitations
See Known limitations in IBM Spectrum Scale: Big Data and Analytics Guide.

Installation toolkit limitations
See Limitations of the spectrumscale installation toolkit in IBM Spectrum Scale: Concepts, Planning, and
Installation Guide.

mmuserauth service create command limitations
See Limitations of the mmuserauth service create command while configuring AD with RFC2307 in IBM
Spectrum Scale: Administration Guide.

Multiprotocol export limitations
See Multiprotocol export considerations in IBM Spectrum Scale: Administration Guide.

Performance monitoring limitations
See Performance monitoring limitations in IBM Spectrum Scale: Administration Guide.

Protocol cluster disaster recovery limitations
See Protocols cluster disaster recovery limitations in IBM Spectrum Scale: Administration Guide.

Protocol data security limitations
See Data security limitations in IBM Spectrum Scale: Administration Guide.
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S3 API support limitations
See Managing OpenStack access control lists using S3 API in IBM Spectrum Scale: Administration
Guide.

| SMB limitations
[ See SMB limitations topic in IBM Spectrum Scale: Administration Guide.

Transparent cloud tiering limitations
See Known limitations of Transparent cloud tiering in IBM Spectrum Scale: Administration Guide.

Unified file and object access limitations
See Limitations of unified file and object access in IBM Spectrum Scale: Administration Guide.
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Chapter 12. Collecting details of the issues

You need to collect the details of the issues that are reported in the system to start the troubleshooting
process.

The IBM Spectrum Scale system provides the following options to collect the details of the issues
reported in the system:

* Logs

* Dumps

* Traces

* Diagnostic data collection through CLI
+ Diagnostic data collection through GUI

Collecting details of issues by using logs, dumps, and traces

The problem determination tools that are provided with IBM Spectrum Scale are intended to be used by
experienced system administrators who know how to collect data and run debugging routines.

You can collect various types of logs such as GPFS logs, protocol service logs, operating system logs, and
transparent cloud tiering logs. The GPFS™" log is a repository of error conditions that are detected on each
node, as well as operational events such as file system mounts. The operating system error log is also
useful because it contains information about hardware failures and operating system or other software
failures that can affect the IBM Spectrum Scale system.

Note: The GPFS error logs and messages contain the MMFS prefix to distinguish it from the components
of the IBM Multi-Media LAN Server, a related licensed program.

The IBM Spectrum Scale system also provides a system snapshot dump, trace, and other utilities that can
be used to obtain detailed information about specific problems.

The information is organized as follows:
+ [“GPFS logs” on page 178|

+ [“Operating system error logs” on page 195|

* [“Using the gpfs.snap command” on page 216|

* "mmdumpperfdata command” on page 227

* “mmfsadm command” on page 229

* [“Trace facility” on page 201

Time stamp in GPFS log entries

The time stamp in a GPFS log entry indicates the time of an event.

In IBM Spectrum Scale v4.2.2 and later, you can select either the earlier time stamp format for log entries
or the ISO 8601 time stamp format. To select a format, use the mmfsLogTimeStampISO8601 attribute of
the mmchconfig command. The default setting is the ISO 8601 log time stamp format.

When you migrate to IBM Spectrum Scale v4.2.2, the time stamp format for the GPFS log is automatically
set to the ISO 8601 format. You can prevent this action by including the mmfsLogTimeStampISO8601
attribute when you complete the migration. For more information, see Completing the migration to a new
level of IBM Spectrum Scale in the IBM Spectrum Scale: Concepts, Planning, and Installation Guide.

© Copyright IBM Corp. 2014, 2018 177



Earlier time stamp format

In IBM Spectrum Scale v4.2.1 and earlier, the time stamp in the GPFS log has the following format:
Www Mmm DD hh:mm:ss.sss YYYY

where

Wuw
Is a three-character abbreviation for the day of the week.

Mmm
Is a three-character abbreviation for the month.

DD Is the day of the month.

hh:mm: sec
Is the hours (24-hour clock), minutes, seconds, and milliseconds.

YYYY
Is the year.

The following examples show the earlier time stamp format:

Mon May 09 15:12:20.603 2016
Sun Aug 15 07:04:33.078 2016

ISO 8601 time stamp format

In IBM Spectrum Scale v4.2.2 and later, by default, the time stamp in logs and traces follows a format
similar to the ISO 8601 standard:

YYYY-MM-DD_hh:mm:ss.sssthhmm

where

YYYY-MM-DD
Is the year, month, and day.

Is a separator character.

hh:mm:ss.sss
Is the hours (24-hour clock), minutes, seconds, and milliseconds.

thhmm
Is the time zone designator, in hours and minutes offset from UTC.

The following examples show the ISO 8601 format:

2016-05-09_15:12:20.603-0500
2016-08-15_07:04:33.078+0200

Logs

This topic describes various logs that are generated in the IBM Spectrum Scale.

GPFS logs

The GPFS log is a repository of error conditions that are detected on each node, as well as operational
events such as file system mounts. The GPFS log is the first place to look when you start debugging the
abnormal events. As GPFS is a cluster file system, events that occur on one node might affect system
behavior on other nodes, and all GPFS logs can have relevant data.
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The GPFS log can be found in the /var/adm/ras directory on each node. The GPFS log file is named
mmfs.log.date.nodeName, where date is the time stamp when the instance of GPFS started on the node and
nodeName is the name of the node. The latest GPFS log file can be found by using the symbolic file name
/var/adm/ras/mmfs.log.latest.

The GPFS log from the prior startup of GPFS can be found by using the symbolic file name
/var/adm/ras/mmfs.log.previous. All other files have a time stamp and node name appended to the file
name.

At GPFS startup, log files that are not accessed during the last 10 days are deleted. If you want to save
old log files, copy them elsewhere.

Many GPFS log messages can be sent to syslog on Linux. The systemLogLevel attribute of the
mmchconfig command determines the GPFS log messages to be sent to the syslog. For more information,
see the mmchconfig command in the IBM Spectrum Scale: Command and Programming Reference.

This example shows normal operational messages that appear in the GPFS log file on Linux node:

Removing old /var/adm/ras/mmfs.log.* files:

Unloading modules from /1ib/modules/3.0.13-0.27-default/extra
Unloading module tracedev

Loading modules from /Tib/modules/3.0.13-0.27-default/extra

Module Size Used by

mmfs26 2155186 0

mmfs1inux 379348 1 mmfs26

tracedev 48513 2 mmfs26,mmfs1inux

Tue Oct 27 11:45:47.149 2015: [I] mmfsd initializing. {Version: 4.2.0.0 Built: Oct 26 2015 15:19:01}...
Tue Oct 27 11:45:47.150 2015: [I] Tracing in blocking mode

Tue Oct 27 11:45:47.151 2015: [I] Cleaning old shared memory ...

Tue Oct 27 11:45:47.152 2015: [I] First pass parsing mmfs.cfg ...

Tue Oct 27 11:45:47.153 2015: [I] Enabled automated deadlock detection.

Tue Oct 27 11:45:47.154 2015: [I] Enabled automated deadlock debug data collection.

Tue Oct 27 11:45:47.155 2015: [I] Enabled automated expel debug data collection.

Tue Oct 27 11:45:47.156 2015: [I] Initializing the main process ...

Tue Oct 27 11:45:47.169 2015: [I] Second pass parsing mmfs.cfg ...

Tue Oct 27 11:45:47.170 2015: [I] Initializing the page pool ...

Tue Oct 27 11:45:47.500 2015: [I] Initializing the mailbox message system ...

Tue Oct 27 11:45:47.521 2015: [I] Initializing encryption ...

Tue Oct 27 11:45:47.522 2015: [I] Encryption: loaded crypto library: IBM CryptoLite for C v4.10.1.5600
(c4T3/GPFSLNXPPC64) .

Tue Oct 27 11:45:47.523 2015: [I] Initializing the thread system ...

Tue Oct 27 11:45:47.524 2015: [I] Creating threads ...

Tue Oct 27 11:45:47.529 2015: [I] Initializing inter-node communication ...

Tue Oct 27 11:45:47.530 2015: [I] Creating the main SDR server object ...

Tue Oct 27 11:45:47.531 2015: [I]Initializing the sdrServ library...

Tue Oct 27 11:45:47.532 2015: [I] Initializing the ccrServ library ...

Tue Oct 27 11:45:47.538 2015: [I]Initializing the cluster manager...

Tue Oct 27 11:45:48.813 2015: [I] Initializing the token manager ...

Tue Oct 27 11:45:48.819 2015: [I] Initializing network shared disks ...

Tue Oct 27 11:45:51.126 2015: [I] Start the ccrServ ...

Tue Oct 27 11:45:51.879 2015: [N]Connecting to 192.168.115.171 js21n07 <cOpl>

Tue Oct 27 11:45:51.880 2015: [I] Connected to 192.168.115.171 js21n07 <cOpl>

Tue Oct 27 11:45:51.897 2015: [I] Node 192.168.115.171 (js21n07) is now the Group Leader.
Tue Oct 27 11:45:51.911 2015: [N] mmfsd ready Tue Oct 27 11:45:52 EDT 2015:

mmcommon mmfsup invoked. Parameters: 192.168.115.220 192.168.115.171 all

The mmcommon logRotate command can be used to rotate the GPFS log without shutting down and
restarting the daemon. After the mmcommon logRotate command is issued, /var/adm/ras/
mmfs.log.previous will contain the messages that occurred since the previous startup of GPFES or the last
run of mmcommon logRotate. The /var/adm/ras/mmfs.log.latest file starts over at the point in time that
mmcommon logRotate was run.

Depending on the size and complexity of your system configuration, the amount of time to start GPFS
varies. If you cannot access a file system that is mounted, examine the log file for error messages.
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Creating a master GPFS log file:
The GPFS log frequently shows problems on one node that actually originated on another node.

GPFS is a file system that runs on multiple nodes of a cluster. This means that problems originating on
one node of a cluster often have effects that are visible on other nodes. It is often valuable to merge the
GPFS logs in pursuit of a problem. Having accurate time stamps aids the analysis of the sequence of
events.

Before following any of the debug steps, IBM suggests that you:

1. Synchronize all clocks of all nodes in the GPFS cluster. If this is not done, and clocks on different
nodes are out of sync, there is no way to establish the real time line of events occurring on multiple
nodes. Therefore, a merged error log is less useful for determining the origin of a problem and
tracking its effects.

2. Merge and chronologically sort all of the GPFS log entries from each node in the cluster. The
--gather-logs option of the gpfs.snap command can be used to achieve this:

gpfs.snap --gather-logs -d /tmp/Togs -N all
The system displays information similar to:

gpfs.snap: Gathering mmfs logs ...
gpfs.snap: The sorted and unsorted mmfs.log files are in /tmp/logs

If the --gather-logs option is not available on your system, you can create your own script to achieve
the same task; use /usr/lpp/mmfs/samples/gatherlogs.samples.sh as an example.

Audit messages for cluster configuration changes
As an aid to troubleshooting and to improve cluster security, IBM Spectrum Scale can send an audit
message to syslog and the GPFS log whenever a GPFS command changes the configuration of the cluster.

You can use the features of syslog to mine, process, or redirect the audit messages.
Restriction: Audit messages are not available on Windows operating systems.
Configuring syslog

On Linux operating systems, syslog typically is enabled by default. On AIX, syslog must be set up and
configured. See the corresponding operating system documentation for details.

Configuring audit messages

By default, audit messages are enabled and messages are sent to syslog but not to the GPFS log. You can
control audit messages with the commandAudit attribute of the mmchconfig command. For more
information, see the topic mmchconfig command in the IBM Spectrum Scale: Command and Programming
Reference guide.

Audit messages are not affected by the systemLogLevel attribute of the mmchconfig command.

If audit logs are enabled, the GUI receives the updates on configuration changes that you made through
CLI and updates its configuration cache to reflect the changes in the GUIL You can also disable audit
logging with the mmchconfig command. If the audit logs are disabled, the GUI does not show the
configuration changes immediately. It might be as much as an hour late in reflecting configuration
changes that are made through the CLIL

Message format

For security, sensitive information such as a password is replaced with asterisks (*) in the audit message.
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Audit messages are sent to syslog with an identity of mmfs, a facility code of user, and a severity level of
informational. For more information about the meaning of these terms, see the syslog documentation.

The format of the message depends on the source of the GPFS command:
* Messages about GPFS commands that are entered at the command line have the following format:
CLI user_name user_name [AUDIT_TYPEI,AUDIT_TYPE2] 'command' RC=return_code

where:
CLI The source of the command. Indicates that the command was entered from the command line.

user_name user_name
The name of the user who entered the command, such as root. The same name appears twice.

AUDIT_TYPEI
The point in the command when the message was sent to syslog. Always EXIT.

AUDIT_TYPEZ
The action taken by the command. Always CHANGE.

command
The text of the command.

return_code
The return code of the GPFS command.
* Messages about GPFS commands that are issued by GUI commands have a similar format:
GUI-CLI user_name GUI_user_name [AUDIT_TYPEI,AUDIT TYPE2] 'command' RC=return_code
where:

GUI-CLI
The source of the command. Indicates that the command was called by a GUI command.

user_name
The name of the user, such as root.

GUI_user_name
The name of the user who logged on to the GUL

The remaining fields are the same as in the CLI message.

The following lines are examples from a syslog:

Apr 24 13:56:26 cl2c3apv12 mmfs[63655]: CLI root root [EXIT, CHANGE] 'mmchconfig
autoload=yes' RC=0

Apr 24 13:58:42 cl2c3apv12 mmfs[65315]: CLI root root [EXIT, CHANGE] 'mmchconfig
deadlockBreakupDelay=300' RC=0

Apr 24 14:04:47 cl2c3apv12 mmfs[67384]: CLI root root [EXIT, CHANGE] 'mmchconfig
FIPS1402mode=no"' RC=0

The following lines are examples from a syslog where GUI is the originator:
Apr 24 13:56:26 cl2c3apv12 mmfs[63655]: GUI-CLI root admin [EXIT, CHANGE] 'mmchconfig autoload=yes' RC=0

Commands

IBM Spectrum Scale sends audit messages to syslog for the following commands and options:
mmaddcallback
mmadddisk
mmaddnode
mmafmconfig add
mmafmconfig delete
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mmafmconfig disable
mmafmconfig enable
mmafmconfig update
mmafmctl
mmapplypolicy
mmauth add

mmauth delete
mmauth deny

mmauth gencert
mmauth genkey
mmauth grant
mmauth update
mmbackup
mmbackupconfig
mmces address add
mmces address change
mmces address move
mmces address remove
mmces log

mmces node resume
mmces node suspend
mmces service disable
mmces service enable
mmces service start
mmces service stop
mmcesdr
mmcesmonitor
mmchcluster
mmchconfig
mmchdisk
mmchfileset

mmchfs

mmchlicense
mmchmgr

mmchnode
mmchnodeclass
mmchnsd

mmchpolicy
mmchpool

mmchqos
mmcloudgateway account create
mmcloudgateway account delete
mmcloudgateway account update
mmcloudgateway config set

mmcloudgateway config unset
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mmcloudgateway files delete
mmcloudgateway files migrate
mmcloudgateway files recall
mmcloudgateway files reconcile
mmcloudgateway files restore
mmcloudgateway filesystem create
mmcloudgateway filesystem delete
mmcloudgateway service start
mmcloudgateway service stop
mmcrcluster

mmcrfileset

mmocrfs

mmcrnodeclass

mmcrnsd

mmcrsnapshot
mmdefedquota
mmdefquotaoff
mmdefquotaon

mmdefragfs

mmdelcallback

mmdeldisk

mmdelfileset

mmdelfs

mmdelnode

mmdelnodeclass

mmdelnsd

mmdelsnapshot

mmedquota

mmexpelnode

mmexportfs

mmfsctl

mmimgbackup

mmimgrestore

mmimportfs

mmbKkeyserv

mmlinkfileset

mmmigratefs

mmnfs config change

mmnfs export add

mmnfs export change

mmnfs export load

mmnfs export remove
mmnsddiscover

mmobj config change

mmobj file access
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mmobj multiregion enable
mmobj multiregion export
mmobj multiregion import
mmobj multiregion remove
mmobj policy change
mmobj policy create
mmobj policy deprecate
mmobj swift base
mmperfmon config add
mmperfmon config delete
mmperfmon config generate
mmperfmon config update
mmpsnap create
mmpsnap delete
mmgquotaoff

mmgquotaon
mmremotecluster add
mmremotecluster delete
mmremotecluster update
mmremotefs add
mmremotefs delete
mmremotefs update
mmrestoreconfig
mmrestorefs
mmrestripefile
mmrestripefs

mmrpldisk

mmsdrrestore

mmsetquota

mmshutdown

mmsmb config change
mmsmb export add
mmsmb export change
mmsmb export remove
mmsmb exportacl add
mmsmb exportacl change
mmsmb exportacl delete
mmsmb exportacl remove
mmsmb exportacl replace
mmsnapdir

mmstartup

mmumount

mmumount
mmunlinkfileset

mmuserauth service create
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mmuserauth service remove

mmwinservctl

Protocol services logs

The protocol service logs contains the information that helps you to troubleshoot the issues related to the
NEFS, SMB, and Object services.

By default, the NFS, SMB, and Object protocol logs are stored at: /var/log/messages.

For more information on logs of the installation toolkit, see Logging and debugging for installation toolkit in
IBM Spectrum Scale: Concepts, Planning, and Installation Guide.

SMB logs:
The SMB services write the most important messages to syslog.

With the standard syslog configuration, you can search for the terms such as ctdbd or smbd in the
/var/log/messages file to see the relevant logs. For example:

grep ctdbd /var/log/messages

The system displays output similar to the following example:

May 31 09:11:23 prt002st001 ctdbd: Updated hot key database=locking.tdb key=0x2795c3bl id=0 hop_count=1
May 31 09:27:33 prt002st001 ctdbd: Updated hot key database=smbXsrv_open_global.tdb key=0x0d0d4abe id=0 hop_count=1
May 31 09:37:17 prt002st001 ctdbd: Updated hot key database=brlock.tdb key=0xc37fe57c id=0 hop_count=1

grep smbhd /var/log/messages

The system displays output similar to the following example:

May 31 09:40:58 prt002st001 smbd[19614]: [2015/05/31 09:40:58.357418, 0] ../source3
/1ib/dbwrap/dbwrap_ctdb.c:962(db_ctdb_record_destr)

May 31 09:40:58 prt002st001 smbd[19614]: tdb_chainunlock on db /var/Tib/ctdb/locking.tdb.2,
key FF5B87B2A3FF862E96EFB400000000000000000000000000 took 5.261000 milliseconds

May 31 09:55:26 prt002st001 smbd[1431]: [2015/05/31 09:55:26.703422, 0] ../source3
/1ib/dbwrap/dbwrap_ctdb.c:962(db_ctdb_record_destr)

May 31 09:55:26 prt002st001 smbd[1431]: tdb_chainunlock on db /var/lib/ctdb/locking.tdb.2,
key FF5B87B2A3FF862EE5073801000000000000000000000000 took 17.844000 milliseconds

Additional SMB service logs are available in following folders:
+ /var/adm/ras/1og.smbhd
» /var/adm/ras/log.smbd.old

When the size of the 1og.smbd file becomes 100 MB, the system changes the file as 1og.smbd.o1d. To
capture more detailed traces for problem determination, use the mmprotocoltrace command.

Some of the issues with SMB services are related to winbind service also. For more information about
winbind tracing, see |“Winbind logs” on page 190,

Related concepts:

[‘Determining the health of integrated SMB server” on page 356|
There are some IBM Spectrum Scale commands to determine the health of the SMB server.

NFS logs:

The clustered export services (CES) NFS server writes log messages in the /var/log/ganesha.log file at
runtime.

Operating system's log rotation facility is used to manage NFS logs. The NFS logs are configured and
enabled during the NFS server packages installation.
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The following example shows a sample log file:

# tail -f /var/log/ganesha.log

2018-04-09 11:28:18 : epoch 000100a2 : rh424a : gpfs.ganesha.nfsd-20924[main]

nfs_Init_admin_thread :NFS CB

:EVENT :Admin thread initialized

2018-04-09 11:28:18 : epoch 000100a2 : rh424a : gpfs.ganesha.nfsd-20924[main]

nfs4 start grace

:STATE :EVENT :NFS Server Now IN GRACE,

duration 59

2018-04-09 11:28:18 : epoch 000100a2 : rh424a : gpfs.ganesha.nfsd-20924[main]
nfs_rpc_cb_init_ccache :NFS STARTUP :EVENT
:Callback creds directory (/var/run/ganesha) already exists

2018-04-09 11:28:18 : epoch 000100a2 : rh424a : gpfs.ganesha.nfsd-20924[main]

nfs_rpc_cb_init_ccache

:NFS STARTUP :WARN :gssd_refresh_krb5_machine_credential failed (-1765328378:0)

2018-04-09 11:28:18 : epoch 000100a2 : rh424a : gpfs.ganesha.nfsd-20924[main]

nfs_Start_threads :THREAD :EVENT :Starting delayed executor.

2018-04-09 11:28:18 : epoch 000100a2 : rh424a : gpfs.ganesha.nfsd-20924[main]

nfs_Start_threads :THREAD :EVENT :gsh_dbusthread was started successfully

2018-04-09 11:28:18 : epoch 000100a2 : rh424a : gpfs.ganesha.nfsd-20924[main]
nfs_Start_threads :THREAD :EVENT :admin thread was started successfully

2018-04-09 11:28:18 : epoch 000100a2 : rh424a : gpfs.ganesha.nfsd-20924[main]
nfs_Start_threads :THREAD :EVENT :reaper thread was started successfully

2018-04-09 11:28:18 : epoch 000100a2 : rh424a : gpfs.ganesha.nfsd-20924[main]
nfs_Start_threads :THREAD :EVENT :General fridge was started successfully

2018-04-09 11:28:18 : epoch 000100a2 : rh424a : gpfs.ganesha.nfsd-20924[reaper]
nfs_in_grace :STATE :EVENT :NFS Server Now IN GRACE

2018-04-09 11:28:18 : epoch 000100a2 : rh424a : gpfs.ganesha.nfsd-20924[main]
nfs_start :NFS STARTUP :EVENT :t---mmmmmmm oo

2018-04-09 11:28:18 : epoch 000100a2 : rh424a : gpfs.ganesha.nfsd-20924[main]
nfs_start :NFS STARTUP :EVENT : NFS SERVER INITIALIZED

2018-04-09 11:28:18 : epoch 000100a2 : rh424a : gpfs.ganesha.nfsd-20924[main]

nfs_start :NFS STARTUP :EVENT :t-----mmmmmm e e

Log levels can be displayed by using the mmnfs config 1ist | grep LOG_LEVEL command. For example:
mmnfs config list | grep LOG_LEVEL

The system displays output similar to the following example:
LOG_LEVEL: EVENT

By default, the log level is EVENT. Additionally, the following NFS log levels can also be used; starting
from lowest to highest verbosity:

* FATAL
.« MAJ

* CRIT

* WARN

« INFO

- DEBUG

« MID_DEBUG
* FULL_DEBUG

Note: The FULL_DEBUG level increases the size of the log file. Use it in the production mode only if
instructed by the IBM Support.

Increasing the verbosity of the NFS server log impacts the overall NFS I/O performance.
To change the logging to the verbose log level INFO, use the following command:

mmnfs config change LOG_LEVEL=INFO
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The system displays output similar to the following example:

NFS Configuration successfully changed. NFS server restarted on all NFS nodes on which NFS
server is running.

This change is cluster-wide and restarts all NFS instances to activate this setting. The log file now
displays more informational messages, for example:

2015-06-03 12:49:31 : epoch 556edbad : clusterl.ibm.com : ganesha.nfsd-21582[main] nfs_rpc_dispatch_threads
:THREAD :INFO :5 rpc dispatcher threads were started successfully

2015-06-03 12:49:31 : epoch 556edba9 : clusterl.ibm.com : ganesha.nfsd-21582[disp] rpc_dispatcher_thread
:DISP :INFO :Entering nfs/rpc dispatcher

2015-06-03 12:49:31 : epoch 556edba9 : clusterl.ibm.com : ganesha.nfsd-21582[disp] rpc_dispatcher_thread
:DISP :INFO :Entering nfs/rpc dispatcher

2015-06-03 12:49:31 : epoch 556edba9d : clusterl.ibm.com : ganesha.nfsd-21582[disp] rpc_dispatcher_thread
:DISP :INFO :Entering nfs/rpc dispatcher

2015-06-03 12:49:31 : epoch 556edba9d : clusterl.ibm.com : ganesha.nfsd-21582[disp] rpc_dispatcher_thread
:DISP :INFO :Entering nfs/rpc dispatcher

2015-06-03 12:49:31 : epoch 556edba9 : clusterl.ibm.com : ganesha.nfsd-21582[main] nfs_Start_threads
:THREAD :EVENT :gsh_dbusthread was started successfully

2015-06-03 12:49:31 : epoch 556edba9 : clusterl.ibm.com : ganesha.nfsd-21582[main] nfs_Start_threads
:THREAD :EVENT :admin thread was started successfully

2015-06-03 12:49:31 : epoch 556edba9 : clusterl.ibm.com : ganesha.nfsd-21582[main] nfs_Start_threads
:THREAD :EVENT :reaper thread was started successfully

2015-06-03 12:49:31 : epoch 556edba9d : clusterl.ibm.com : ganesha.nfsd-21582[main] nfs_Start_threads
:THREAD :EVENT :General fridge was started successfully

2015-06-03 12:49:31 : epoch 556edba9d : clusterl.ibm.com : ganesha.nfsd-21582[reaper] nfs_in_grace

:STATE :EVENT :NFS Server Now IN GRACE

2015-06-03 12:49:32 : epoch 556edba9 : clusterl.ibm.com : ganesha.nfsd-21582[main] nfs_start

:NFS STARTUP :EVENT ommmmmmmmmm e e e

2015-06-03 12:49:32 : epoch 556edba9 : clusterl.ibm.com : ganesha.nfsd-21582[main] nfs_start

:NFS STARTUP :EVENT : NFS SERVER INITIALIZED

2015-06-03 12:49:32 : epoch 556edba9 : clusterl.ibm.com : ganesha.nfsd-21582[main] nfs_start

:NFS STARTUP :EVENT mmmmmmmmmm e oo e e e e e e e e

2015-06-03 12:50:32 : epoch 556edba9d : clusterl.ibm.com : ganesha.nfsd-21582[reaper] nfs_in_grace

:STATE :EVENT :NFS Server Now NOT IN GRACE

To display the currently configured CES log level, use the following command:
mmces log level

The system displays output similar to the following example:
CES Tog level is currently set to 0

The log file is /var/adm/ras/mmfs.log.latest. By default, the log level is 0 and other possible values are
1, 2, and 3. To increase the log level, use the following command:

mmces log level 1

NFS-related log information is written to the standard GPFS log files as part of the overall CES
infrastructure. This information relates to the NFS service management and recovery orchestration within
CES.

Object logs:

There are a number of locations where messages are logged with the object protocol.

The core object services, proxy, account, container, and object server have their own logging level sets in
their respective configuration files. By default, unified file and object access logging is set to show
messages at or above the ERROR level, but can be changed to INFO or DEBUG levels if more detailed logging

information is required.

By default, the messages logged by these services are saved in the /var/lTog/swift directory.
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You can also configure these services to use separate syslog facilities by the Tog_facility parameter in
one or all of the object service configuration files and by updating the rsyslog configuration. These
arameters are described in the [Swift Deployment Guide(docs.openstack.org/developer/swift /|
deployment_guide.html)| that is available in the OpenStack documentation.

An example of how to set up this configuration can be found in the [SAIO - Swift All In One]
documentation(docs.openstack.org /developer/swift/development_saio.html#optional-setting-up-rsyslog-|
for-individual-logging)| that is available in the OpenStack documentation.

Note: To configure rsyslog for unique log facilities in the protocol nodes, the administrator needs to
ensure that the manual steps mentioned in the preceding link are carried out on each of those protocol
nodes.

The Keystone authentication service writes its logging messages to /var/log/keystone/keystone.log file.
By default, Keystone logging is set to show messages at or above the WARNING level.

For information on how to view or change log levels on any of the object related services, see CES tracing
and debug data collection in IBM Spectrum Scale: Problem Determination Guide.

The following commands can be used to determine the health of object services:

* To see whether there are any nodes in an active (failed) state, run the following command:
mmces state cluster OBJ
The system displays output similar to this:

NODE COMPONENT ~ STATE EVENTS
prt001st001 OBJECT HEALTHY
prt002st001 OBJECT HEALTHY
prt003st001 OBJECT HEALTHY
prt004st001 OBJECT HEALTHY
prt005st001 OBJECT HEALTHY
prt006st001 OBJECT HEALTHY
prt007st001 OBJECT HEALTHY

In this example, all nodes are healthy so no active events are shown.

* To display the history of events generated by the monitoring framework, run the following command:
mmces events list OBJ
The system displays output similar to this:

Node Timestamp Event Name Severity Details

nodel 2015-06-03 13:30:27.478725+08:08PDT  proxy-server_ok INFO proxy process as expected

nodel 2015-06-03 14:26:30.567245+08:08PDT  object-server_ok INFO object process as expected

nodel 2015-06-03 14:26:30.720534+08:08PDT  proxy-server_ok INFO proxy process as expected

nodel 2015-06-03 14:28:30.689257+08:08PDT  account-server_ok INFO account process as expected

nodel 2015-06-03 14:28:30.853518+08:08PDT  container-server_ok INFO container process as expected

nodel 2015-06-03 14:28:31.015307+08:08PDT  object-server_ok INFO object process as expected

nodel 2015-06-03 14:28:31.177589+08:08PDT  proxy-server_ok INFO proxy process as expected

nodel 2015-06-03 14:28:49.025021+08:08PDT  postIpChange_info INFO IP addresses modified 192.167.12.21_0-_1.
nodel 2015-06-03 14:28:49.194499+08:08PDT  enable_Address_database_node INFO Enable Address Database Node

nodel 2015-06-03 14:29:16.483623+08:08PDT  postIpChange_info INFO IP addresses modified 192.167.12.22_0-_2
nodel 2015-06-03 14:29:25.274924+08:08PDT  postIpChange_info INFO IP addresses modified 192.167.12.23_0-_3.
nodel 2015-06-03 14:29:30.844626+08:08PDT  postIpChange_info INFO IP addresses modified 192.167.12.24_0-_4

* To retrieve the OBJ related log entries, query the monitor client and grep for the name of the
component you want to filter on, either object, proxy, account, container, keystone or postgres. For
example, to see proxy-server related events, run the following command:

mmces events list | grep proxy
The system displays output similar to this:

nodel 2015-06-01 14:39:49.120912+08:08PDT  proxy-server_failed ERROR proxy process should be started but is stopped
nodel 2015-06-01 14:44:49.277940+08:08PDT  proxy-server_ok INFO proxy process as expected
nodel 2015-06-01 16:27:37.923696+08:08PDT  proxy-server_failed ERROR proxy process should be started but is stopped
nodel 2015-06-01 16:40:39.789920+08:08PDT  proxy-server_ok INFO proxy process as expected
nodel 2015-06-03 13:28:18.875566+08:08PDT  proxy-server_failed ERROR proxy process should be started but is stopped
nodel 2015-06-03 13:30:27.478725+08:08PDT  proxy-server_ok INFO proxy process as expected
nodel 2015-06-03 13:30:57.482977+08:08PDT  proxy-server_failed ERROR proxy process should be started but is stopped
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nodel 2015-06-03 14:26:30.720534+08:08PDT
nodel 2015-06-03 14:27:00.759696+08:08PDT
nodel 2015-06-03 14:28:31.177589+08:08PDT

proxy-server_ok
proxy-server_failed
proxy-server_ok

INFO
ERROR
INFO

proxy process as expected
proxy process should be started but is stopped
proxy process as expected

* To check the monitor log, grep for the component you want to filter on, either object, proxy, account,
container, keystone or postgres. For example, to see object-server related log messages:

grep object /var/adm/ras/mmsysmonitor.log | head -n 10

The system displays output similar to this:
2015-06-03T713:59:28.805-08:00 util5.sonasad.almaden.ibm.com

'systemct]l status openstack-swift-proxy'

2015-06-03T713:59:28.916-08:00 util5.sonasad.almaden.ibm.com
ret:3 sout:openstack-swift-proxy.service - OpenStack Object

2015-06-03T13:59:28.916-08:00
2015-06-03T13:59:28.916-08:00
2015-06-03T13:59:28.916-08:00
2015-06-03T13:59:28.917-08:00
'systemct] status memcached'
2015-06-03T13:59:29.018-08:00 util5.sonasad.
ret:0 sout:memcached.service - Memcached
2015-06-03T13:59:29.018-08:00 util5.sonasad.
2015-06-03T13:59:29.018-08:00 util5.sonasad.
2015-06-03T13:59:29.018-08:00 util5.sonasad.
after monitor loop, event count:6

util5.sonasad.
util5.sonasad.
util5.sonasad.
util5.sonasad.

almaden.
almaden.
almaden.
almaden.

almaden.i
almaden.

almaden.
almaden.

ibm.
ibm.
ibm.
ibm.

ibm.
ibm.
ibm.

ibm.

com
com
com
com

com

com

com
com

D:522632:Thread-9:

D:522632:Thread-9:

Storage (swift) -

I

1522632
D:522632
D:

D:522632

522632

1522632

1522632
1522632
1522632

:Thread-9:
:Thread-9:
:Thread-9:
:Thread-9:

:Thread-9:
:Thread-9:

:Thread-9:
:Thread-9:

object:

object:

0BJ running command

0BJ command result

Proxy Server

object
object
object
object

object
object

object
object

:0BJ openstack-swift-proxy is not started, ret3
:0BJProcessMonitor openstack-swift-proxy failed:
:0BJProcessMonitor memcached started

:0BJ running command

:0BJ command result
:0BJ memcached is started and active running

:0BJProcessMonitor memcached succeeded
:0BJ service started checks

The following tables list the IBM Spectrum Scale for object storage log files.

Table 49. Core object log files in /var/log/swift. Core object log files in /var/log/swift

Log file

Component

Configuration file

account-auditor.log

account-auditor.error

Account auditor Swift service

account-server.conf

account-reaper.log

account-reaper.error

Account reaper Swift service

account-server.conf

account-replicator.log

account-replicator.error

Account replicator Swift service

account-server.conf

account-server.log

account-server.error

Account server Swift service

account-server.conf

container-auditor.log

container-auditor.error

Container auditor Swift service

container-server.conf

container-replicator.log

container-replicator.error

Container replicator Swift service

container-server.conf

container-server.log

container-server.error

Container server Swift service

container-server.conf

container-updater.log

container-updater.error

Container updater Swift service

container-server.conf

object-auditor.log

object-auditor.error

Object auditor Swift service

object-server.conf

object-expirer.log

object-expirer.error

Object expirer Swift service

object-expirer.conf

object-replicator.log

object-replicator.error

Object replicator Swift service

object-server.conf
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Table 49. Core object log files in /var/log/swift (continued). Core object log files in /var/log/swift

Log file Component Configuration file
object-server.log Object server Swift service object-server.conf
object-server.error object-server-sof.conf
object-updater.log Object updater Swift service object-server.conf

object-updater.error

proxy-server.log Proxy server Swift service proxy-server.conf

proxy-server.error

Table 50. Additional object log files in /var/log/swift. Additional object log files in /var/log/swift

Log file Component Configuration file

ibmobjectizer.log Unified file and object access spectrum-scale-objectizer.conf
objectizer service

ibmobjectizer.error spectrum-scale-object.conf

policyscheduler.log Object storage policies spectrum-scale-object-

policies.conf
policyscheduler.error

swift.log Performance metric collector

(pmswift)
swift.error

Table 51. General system log files in /var/adm/ras. General system log files in /var/adm/ras

Log file Component

mmsysmonitor.Tlog Includes everything that is monitored in the monitoring
framework

mmfs.log Various IBM Spectrum Scale command logging

Winbind logs:
The winbind services write the most important messages to syslog.

When using Active Directory, the most important messages are written to syslog, similar to the logs in
SMB protocol. For example:

grep winbindd /var/log/messages

The system displays output similar to the following example:

Jun 3 12:04:34 prt001st001 winbindd[14656]: [2015/06/03 12:04:34.271459, 0] ../1ib/util/become_daemon.c:124(daemon_ready)
Jun 3 12:04:34 prt001st001 winbindd[14656]: STATUS=daemon 'winbindd' finished starting up and ready to serve connections

Additional logs are available in /var/adm/ras/log.winbindd* and /var/adm/ras/1og.wb*. There are
multiple files that get rotated with the “old” suffix, when the size becomes 100 MB.

To capture debug traces for Active Directory authentication, use mmprotocoltrace command for the
winbind component. To start the tracing of winbind component, issue this command:

mmprotocoltrace start winbind

After performing all steps, relevant for the trace, issue this command to stop tracing winbind component
and collect tracing data from all participating nodes:
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mmprotocoltrace stop winbind
Related concepts:

[‘Determining the health of integrated SMB server” on page 356|
There are some IBM Spectrum Scale commands to determine the health of the SMB server.

The IBM Spectrum Scale HDEFS transparency log:

In IBM Spectrum Scale HDFS transparency, all logs are recorded using 1og4j. The 1og4j.properties file
is under the /usr/1pp/mmfs/hadoop/etc/hadoop directory.

By default, the logs are written under the /usr/1pp/mmfs/hadoop/1ogs directory.

The following entries can be added into the Tog4j.properties file to turn on the debugging information:

log4j.logger.org.apache.hadoop.yarn=DEBUG
log4j.logger.org.apache.hadoop.hdfs=DEBUG
log4j.logger.org.apache.hadoop.gpfs=DEBUG
log4j.logger.org.apache.hadoop.security=DEBUG

Protocol authentication log files:

The log files pertaining to protocol authentication are described here.

Table 52. Authentication log files

Log configuration

Service name file Log files Logging levels
Keystone /etc/keystone/ /var/log/keystone/keystone.log |In keystone.conf change
keystone.conf 1. debug = true- f tti
/var/log/keystone/httpd- ' dibl;g inruiifofr;agteio;ni o
/etc/keystone/ error.log file 8&g &
logging.conf ’ )
/var/log/keystone/httpd- 2. verbose = true - for getting
access.log Info messages in log file .

By default, these values are false
and only warning messages are
logged.

Finer grained control of keystone
logging levels can be specified by
updating the keystones
logging.conf file. For information
on the logging levels in the
logging.conf file, seelESpenStacEI
logging.conf documentation|
(docs.openstack.org /kilo/ config-|
reference/content /|
section_keystone-|
logging.conf.html)]
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Table 52. Authentication log files (continued)

Log configuration

Service name file Log files Logging levels
SSSD /etc/sssd/ /var/log/sssd/sssd.Tog 0x0010: Fatal failures. Issue with
sssd.conf invoking or running SSSD.

/var/log/sssd/sssd_nss.Tog
0x0020: Critical failures. SSSD does

/var/log/sssd/ not stop functioning. However, this
sssd_LDAPDOMAIN.Tog (depends error indicates that at least one
upon configuration) major feature of SSSD is not to
Jvar/Tog/sssd/ work properly.

sssd_NISDOMAIN.Tog (depends 0x0040: Serious failures. A

upon configuration) particular request or operation has
Note: For more information on failed.

SSSD log files, see

documentation. 0x0080: Minor failures. These are

the errors that would percolate
down to cause the operation failure
of 2.

0x0100: Configuration settings.
0x0200: Function data.

0x0400: Trace messages for
operation functions.

0x1000: Trace messages for internal
control functions.

0x2000: Contents of
function-internal variables that
might be interesting.

0x4000: Extremely low-level tracing
information.

Note: For more information on
SSSD log levels, see
[Troubleshooting SSSD|in Red Hat
Enterprise Linux documentation.

Winbind /var/mmfs /var/adm/ras/1og.wb-<DOMAIN> Log level is an integer. The value
/ces/smb.conf can be from 0-10.
[Depends upon available
domains] The default value for log level is 1.

/var/adm/ras/Tog.winbindd-dc-
connect

/var/adm/ras/1og.winbindd-1idmap

/var/adm/ras/log.winbindd

Note: Some of the authentication modules like keystone services log information also in
/var/log/messages.

If you change the log levels, the respective authentication service must be restarted manually on each
protocol node. Restarting authentication services might result in disruption of protocol 1/0O.
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CES monitoring and troubleshooting:

You can monitor system health, query events, and perform maintenance and troubleshooting tasks in
Cluster Export Services (CES).

System health monitoring

Each CES node runs a separate GPFS process that monitors the network address configuration of the
node. If a conflict between the network interface configuration of the node and the current assignments of
the CES address pool is found, corrective action is taken. If the node is unable to detect an address that is
assigned to it, the address is reassigned to another node.

Additional monitors check the state of the services that are implementing the enabled protocols on the
node. These monitors cover NFS, SMB, Object, and Authentication services that monitor, for example,
daemon liveliness and port responsiveness. If it is determined that any enabled service is not functioning
correctly, the node is marked as failed and its CES addresses are reassigned. When the node returns to
normal operation, it returns to the normal (healthy) state and is available to host addresses in the CES
address pool.

An additional monitor runs on each protocol node if Microsoft Active Directory (AD), Lightweight
Directory Access Protocol (LDAP), or Network Information Service (NIS) user authentication is
configured. If a configured authentication server does not respond to test requests, GPFS marks the
affected node as failed.

Querying state and events

Aside from the automatic failover and recovery of CES addresses, two additional outputs are provided by
the monitoring that can be queried: events and state.

State can be queried by entering the mmces state show command, which shows you the state of each of
the CES components. The possible states for a component follow:

HEALTHY
The component is working as expected.

DISABLED
The component has not been enabled.

SUSPENDED
When a CES node is in the suspended state, most components also report suspended.

STARTING
The component (or monitor) recently started. This state is a transient state that is updated after
the startup is complete.

UNKNOWN
Something is preventing the monitoring from determining the state of the component.

STOPPED
The component was intentionally stopped. This situation might happen briefly if a service is
being restarted due to a configuration change. It might also happen because a user ran the mmces
service stop protocol command for a node.

DEGRADED
There is a problem with the component but not a complete failure. This state does not cause the
CES addresses to be reassigned.

FAILED
The monitoring detected a significant problem with the component that means it is unable to
function correctly. This state causes the CES addresses of the node to be reassigned.
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DEPENDENCY_FAILED
This state implies that a component has a dependency that is in a failed state. An example would
be NFS or SMB reporting DEPENDENCY_FAILED because the authentication failed.

Looking at the states themselves can be useful to find out which component is causing a node to fail and
have its CES addresses reassigned. To find out why the component is being reported as failed, you can
look at events.

The mmces events command can be used to show you either events that are currently causing a
component to be unhealthy or a list of historical events for the node. If you want to know why a
component on a node is in a failed state, use the mmces events active invocation. This command gives
you a list of any currently active events that are affecting the state of a component, along with a message
that describes the problem. This information should provide a place to start when you are trying to find
and fix the problem that is causing the failure.

If you want to get a complete idea of what is happening with a node over a longer time period, use the
mmces events 1ist invocation. By default, this command prints a list of all events that occurred on this
node, with a time stamp. This information can be narrowed down by component, time period, and
severity. As well as being viewable with the command, all events are also pushed to the syslog.

Maintenance and troubleshooting

A CES node can be marked as unavailable by the monitoring process. The command mmces node Tist
can be used to show the nodes and the current state flags that are associated with it. When unavailable
(one of the following node flags are set), the node does not accept CES address assignments. The
following possible node states can be displayed:

Suspended
Indicates that the node is suspended with the mmces node suspend command. When suspended,
health monitoring on the node is discontinued. The node remains in the suspended state until it
is resumed with the mmces node resume command.

Network-down
Indicates that monitoring found a problem that prevents the node from bringing up the CES
addresses in the address pool. The state reverts to normal when the problem is corrected. Possible
causes for this state are missing or non-functioning network interfaces and network interfaces
that are reconfigured so that the node can no longer host the addresses in the CES address pool.

No-shared-root
Indicates that the CES shared root directory cannot be accessed by the node. The state reverts to
normal when the shared root directory becomes available. Possible cause for this state is that the
file system that contains the CES shared root directory is not mounted.

Failed Indicates that monitoring found a problem with one of the enabled protocol servers. The state
reverts to normal when the server returns to normal operation or when the service is disabled.

Starting up
Indicates that the node is starting the processes that are required to implement the CES services
that are enabled in the cluster. The state reverts to normal when the protocol servers are
functioning.

Additionally, events that affect the availability and configuration of CES nodes are logged in the GPFS
log file /var/adm/ras/mmfs.log.latest. The verbosity of the CES logging can be changed with the mmces
Tog Tevel n command, where 7 is a number from 0 (less logging) to 4 (more logging). The current log
level can be viewed with the mm1scluster --ces command.

For more information about CES troubleshooting, see the [BM Spectrum Scale Wiki (www.ibm.com /|
Heveloperworks /community /wikis/home/wiki/General Parallel File System (GPFS))|
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Operating system error logs
GPFS records file system or disk failures using the error logging facility provided by the operating
system: syslog facility on Linux, errpt facility on AIX, and Event Viewer on Windows.

The error logging facility is referred to as the error log regardless of operating-system specific error log
facility naming conventions.

Note: Most logs use the UNIX command logrotate to tidy up older logs. Not all options of the command
are supported on some older operating systems. This could lead to unnecessary log entries. However, it
does not interfere with the script. While using logrotate you might come across the following errors:

* error opening /var/adm/ras/mmsysmonitor.log:Too many levels of symbolic links.
* unknown option 'maxsize' -- ignoring line.

This is the expected behavior and the error can be ignored.

Failures in the error log can be viewed by issuing this command on an AIX node:
errpt -a

and this command on a Linux node:

grep "mmfs:" /var/log/messages

You can also grep the appropriate filename where syslog messages are redirected to. For example, in
Ubuntu, after the Natty release, this file will be at /var/Tog/syslog

On Windows, use the Event Viewer and look for events with a source label of GPFS in the Application
event category.

On Linux, syslog may include GPFS log messages and the error logs described in this section. The
systemLogLevel attribute of the mmchconfig command controls which GPFS log messages are sent to
syslog. It is recommended that some kind of monitoring for GPFS log messages be implemented,
particularly MMFS_ESSTRUCT errors. For more information, see the mmchconfig command in the IBM
Spectrum Scale: Command and Programming Reference.

The error log contains information about several classes of events or errors. These classes are:
+ ['MMFS_ABNORMAL_SHUTDOWN”|

+ ["MMFS_DISKFAIL”|

[“MMFS_ENVIRON” on page 196|

[“MMFES_FSSTRUCT” on page 196|

["MMFS_GENERIC” on page 196

[“MMFS_LONGDISKIO” on page 197]

[“MMES_QUOTA” on page 197

[“MMFS_SYSTEM_UNMOUNT” on page 198|

[“MMFS_SYSTEM_WARNING” on page 198|

MMFS_ABNORMAL_SHUTDOWN: The MMFS_ABNORMAL_SHUTDOWN error log entry means
that GPFS has determined that it must shutdown all operations on this node because of a problem.
Insufficient memory on the node to handle critical recovery situations can cause this error. In general
there will be other entries from GPFS or some other component associated with this error log
entry.

MMFS_DISKFAIL:

This topic describes the MMFS_DISKFAIL error log available in IBM Spectrum Scale.
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The MMFS_DISKFAIL error log entry indicates that GPFS has detected the failure of a disk and forced
the disk to the stopped state. This is ordinarily not a GPFS error but a failure in the disk subsystem or
the path to the disk subsystem.

MMFS_ENVIRON:
This topic describes the MMFS_ENVIRON error log available in IBM Spectrum Scale.

MMEFS_ENVIRON error log entry records are associated with other records of the MMFS_GENERIC or
MMFS_SYSTEM_UNMOUNT types. They indicate that the root cause of the error is external to GPFS
and usually in the network that supports GPFS. Check the network and its physical connections. The
data portion of this record supplies the return code provided by the communications code.

MMFS_FSSTRUCT:
This topic describes the MMFS_FSSTRUCT error log available in IBM Spectrum Scale.

The MMFS_FSSTRUCT error log entry indicates that GPFS has detected a problem with the on-disk
structure of the file system. The severity of these errors depends on the exact nature of the inconsistent
data structure. If it is limited to a single file, EIO errors will be reported to the application and operation
will continue. If the inconsistency affects vital metadata structures, operation will cease on this file
system. These errors are often associated with an [MMFS_SYSTEM_UNMOUNT] error log entry and will
probably occur on all nodes. If the error occurs on all nodes, some critical piece of the file system is
inconsistent. This can occur as a result of a GPFS error or an error in the disk system.

Note: When an fsstruct error is show in mmhealth, you are asked to run 