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This Research Brief is part of an ongoing series of reports published by 
the IBM Institute for Business Value (IBM IBV) about generative AI and 
the opportunities and challenges it presents to organizations worldwide.

As business leaders adopt generative AI to boost competitiveness and increase productivity, 
leaders need information on the ever-shifting landscape. Other reports include: 5 trends for 
2024: Deep tech requires deep trust, The CEO’s guide to generative AI: Risk management, and 
The CEO’s guide to generative AI: Responsible AI & Ethics.

Foreword

Putting generative AI 
governance in context
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In less than two years, generative AI, the latest evolution of artificial 
intelligence, has moved from novelty to business necessity. With gen 
AI strategies shifting rapidly from exploring to focusing to expanding, 
77% of business leaders in a recent IBM IBV study say they are 
convinced that gen AI is not only market ready, but that quick adoption 
is necessary to maintain competitiveness.1

Introduction

Why AI governance 
matters more than ever

Gen AI is cutting coding time from days to minutes, boosting content creation, personalizing 
customer and employee interactions, automating cybersecurity operations, and optimizing 
processes. But at the same time, AI-related risks are also on the rise: compliance and 
regulation, data bias and reliability, and a loss of trust when users don’t understand AI model 
operation and governance.

Governance refers to the principles, policies, and responsible development practices that 
align AI tools and systems with ethical and human values. It establishes the frameworks, 
rules, and standards that direct AI research, development, and application according to the 
principles that organizations deem worthy. Governance mitigates the potential risks 
associated with AI—bias, discrimination, and harm to individuals—through sound AI policy, 
data governance, and well-trained and maintained datasets.2
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Effective governance is key to building a foundation of trust. Monitoring how AI models are 
trained and managed helps organizations not only build better models but reassures 
employees, customers, partners, and other stakeholders that the information and services 
they use are reliable.

Governance can also be a catalyst for growth— for instance, by facilitating more meaningful 
connections with customers. It’s part of a management mindset that goes beyond risk 
management and compliance to unlock opportunity. What’s troubling is that only 21% of 
executives in our research say their organization’s maturity around governance is systemic 
or innovative (see Figure 1).

From training and tuning to inference and outputs, risks can crop up at every phase of AI 
development. In fact, MIT researchers recently compiled a list of over 750 AI risks to help 
identify gaps and uncertainties in how organizations perceive the AI risk landscape.3

Figure 1

Governance can also be a catalyst for growth—for instance, 
by facilitating more meaningful connections with customers.

However, only 

believe that their 
organization’s maturity 
around governance is leading.

21% 
of respondents believe 
governance will have high 
impact in next 3 years as gen AI 
adoption barriers are removed. 

74% 

Governance can also be a catalyst for growth— for instance, 
by facilitating more meaningful connections with customers. 

Figure 2
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Over 65% of data leaders at a recent Gartner conference highlighted data governance as 
their top focus in 2024.4 Executives across the C-suite admit that their organizations need to 
do better: 60% of CEOs say they’re looking into mandating additional AI policies to mitigate 
risk. While 63% of CROs and CFOs say they are focused on regulatory and compliance risks, 
only 29% say these risks have been sufficiently addressed5 (see Figure 2). Roughly 27% of 
public companies cited AI regulation as a risk in recent filings with the Security and 
Exchange Commission.6

So how do organizations move gen AI initiatives forward as fast as possible to capture 
business value—while also constructing governance guardrails to keep gen AI on track? 
In this report, we will explore this central leadership challenge, and provide specific 
recommendations for action, through the lens of three major trust factors.

Figure 2

Why AI governance matters more than ever.Why AI governance matters more than ever.
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Trust factor 1

Accountability: Who is in 
charge of AI governance?
Effective AI governance must be a funded 
mandate from senior leadership. 
Organization-wide adoption requires 
flexible governance frameworks to mitigate 
risks and achieve business goals.

Trust factor 2

Transparency: How do you 
assess sources of data and 
what is shared about them?  
Diverse and multidisciplinary teams 
should be deployed to assess data used to 
build models, matching the broad range of 
needs and expectations of AI users. This 
will answer questions about how models 
are audited and how they perform 
compared to humans.

Trust factor 3

Explainability: How do you 
explain the output 
of AI systems and models?  
Deep collaboration between people and 
AI systems is built on transparency and 
explainability, adding the human touch to 
AI-informed decision-making. Sharing 
the provenance of models is fundamental 
to trust.

Clear AI governance practices and policies 
are at the core of addressing these trust 
factors. Without governance, the adoption 
of trustworthy and ethical AI systems can 
be inhibited. At the same time, gen AI itself 
can help improve governance—all across 
the enterprise.

Trustworthy AI depends 
on effective governance. 
Incorporating these three trust 
factors is the starting point for 
building governance frameworks.
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Three key AI governance-
related terms 
Transparency, explainability, and provenance

Effective governance—delivered through corporate instructions, staff, 
processes, and systems—helps assure that AI systems operate as 
an organization intends, while meeting stakeholder expectations 
and regulatory requirements. To enable AI users to direct, evaluate, 
monitor, and take corrective action at all stages of the AI lifecycle, 
governance relies on transparency, explainability, and provenance.

Transparency is the ability to perceive how 
an AI system is designed and developed, 
typically supported by the sharing of 
appropriate details about the AI system.7 
To build a trustworthy AI model, algorithms 
cannot be perceived as black boxes. AI 
developers, users, and stakeholders must 
understand the inner workings of AI to trust 
its results.

Explainability, in the context of AI, is a 
set of practices, tools and design 
principles that that makes AI decisions 
more comprehensible to humans.8 
The more explainable an AI system is, the 
greater its ability to provide insights  that 

people can use and trust. Within its own 
governance  framework, each organization 
adopts an explainability approach to meet 
its objectives.

Provenance refers to the ability to explain 
and verify the origins of the data that trains 
AI models throughout their lifecycles.9 It is 
vital for ensuring authentic data inputs and 
for enhancing trust in AI-generated insights 
and decisions. By recording metadata from 
the data’s source, provenance provides 
historical context and supports data 
validation and auditing, leading to more 
accurate and trustworthy AI outputs.
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The first step is clear accountability. In our research, 60% of C-suite 
executives say they have placed clearly defined gen AI champions 
throughout their organization. And almost as many—59%—say they 
have a direct report responsible for organization-wide AI integration. 
What’s more, 80% of C-suite executives say they have a separate 
risk function dedicated to using AI or gen AI. They want to be sure 
that in developing and deploying AI, they are mitigating the risks of 
unintended harm and unwanted biases. 

Trust factor 1  |  Accountability

Who is in charge of 
AI governance?
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Another IBM IBV survey of C-suite leaders, 
creative executives, creative managers, and 
designers revealed that 47% of 
respondents have established a generative 
AI ethics council to create and manage 
ethics policies and mitigate generative AI 
risks.10 The goal of these councils is to 
address the risk of “lawful but awful” AI.11 
The establishment of enterprise-wide 
governance frameworks helps streamline 
the process of detecting and managing 
technology ethics concerns in AI projects.12 

Supporting governance requires a 
commitment of resources. Spending on AI 
ethics has steadily increased from 2.9% of AI 
spending in 2022 to 4.6% in 2024. This share 
is expected to increase to 5.4% in 2025.

Our research indicates that more 
technologically mature organizations tend 
to prioritize AI governance. For instance, 
68% of CEOs in an IBM IBV survey say 
governance for gen AI must be integrated 
upfront in the design phase, rather than 

retrofitted after deployment.13 Yet less 
sophisticated players and newer entrants 
to AI struggle with the complex choices that 
governance can raise. The solution is often 
flexible AI governance frameworks, which 
can help adapt to changing markets, 
mitigate risks, and encourage greater 
adoption to realize potential.14

Spending on AI ethics has 
steadily increased from

This share is expected 
to increase to

2.9% in 2022

to

4.6% in 2024

5.4% in 2025

Trust factor 1  |  Accountability
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Build robust 
AI governance 
frameworks 
under an 
executive 
mandate.

1.	 Empower a senior-level executive to 
lead AI and data governance initiatives. 
 
Send the message that governance 
is a senior management priority. 
Championing AI and data governance 
from an enterprise’s highest levels 
minimizes the risk of failure due 
to fragmented ownership and 
fuzzy accountability.

2.	 Prioritize and build on responsible AI 
development and deployment. 
 
Give leaders who will be accountable for 
AI governance the authority to do the 
work and provide their teams with the 
necessary resources to support this 
mandate. Teams can also build on and 
evolve governance frameworks already 
in place.

3.	 Ensure that senior leadership aligns 
principles with practices. 
 
Align values related to the development 
and procurement of AI. Organizations 
achieve the outcomes they measure, 
and aligning principles with practices 
supports measurement of progress 
towards responsible AI adoption.

4.	 Develop a cultural foundation for 
governance structures. 
 
Without a strong cultural foundation, AI 
governance structures cannot gain 
traction. Healthy cultures have success 
measurements, incentives, messaging 
and communications, diversity and 
inclusiveness, psychological safety, 
proactive employee training, and a 
holistic approach to AI literacy.

5.	 Foster collaboration with stakeholders 
and ecosystem partners. 
 
Include stakeholders across the entire 
organization—all working toward the 
same goals. Collaboration with 
governments, trade and industry 
associations, and other groups helps 
establish AI governance guidelines, 
best practices, and regulations for 
responsible AI use. Ensure third-party 
software vendors and partners with 
embedded AI are subject to audits and 
other governance processes.

Action guide  |  Accountability
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The Data & Trust Alliance (D&TA) was 
established in 2020 by CEOs from leading 
companies, based on a shared conviction 
that the future of business will be powered 
by the responsible use of data and AI. The 
27 members of the Alliance–including 
Deloitte, GM, IBM, Johnson & Johnson, 
Mastercard, Meta, Nike and UPS–
represent 18 industries, employ over 
four million people and earn $2 trillion in 
annual revenue. 

The Data & 
Trust Alliance
Enhancing AI business 
value and trust with data 
provenance standards15

Case study  |  Data provenance standards

“The value of AI depends on the quality of data. To 
realize and trust that value, we need to understand 
where our data comes from and if it can be used, 
legally. That’s why the members of the Data & Trust 
Alliance created a new business practice through 
cross-industry data provenance standards.”
Saira Jesani  
Executive Director, Data & Trust Alliance
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Case study  |  Data provenance standards

The Alliance creates tools and practices to 
enhance trust in data, models, and the 
processes around them. In 2023, the 
Alliance developed the first set of cross-
industry data provenance standards, 
including 22 metadata fields that provide 
essential information about the origin of 
data and associated rights.

These standards were created with two 
objectives in mind: business value and 
implementation feasibility. By adopting 
D&TA data provenance standards, 
businesses can better understand datasets 
before purchase or use—and have a basis to 
decline data or request changes from third 
parties. To encourage adoption, only the 

most essential metadata—required to 
understand more about a dataset’s origin, 
its method of creation and whether it can 
be legally used—were selected.

In early 2024, IBM tested the D&TA data 
provenance standards as part of a clearance 
process for datasets used to train 
foundational models. IBM’s data governance 
program already included a data clearance 
process that applied relevant controls, 
documented lineage, and defined guidelines 
for use and re-use. The challenge was a need 
to respond to an increasing volume of data 
clearance requests. The organization tested 
the standards to optimize the process for 
greater efficiency and accuracy.

IBM saw increases in both efficiency—time 
for clearance—and overall data quality, 
with a 58% reduction in data clearance 
processing time for third-party data and  
a 62% reduction in data clearance 
processing time for IBM owned or 
generated data. The D&TA standards were 
a meaningful contributing factor to these 
improvements. IBM is now adopting the 
D&TA data provenance standards into  
its business data standards, where 
appropriate, to further optimize enterprise 
data governance.

12



90% of the data available in the world was generated in the last two 
years—just as gen AI went from curiosity to ubiquity. Approximately 400 
million terabytes of data are created every day, with 150 zettabytes 
estimated to be generated in 2024.16 But managing such huge amounts of 
data presents huge challenges. Almost half of surveyed CEOs say they are 
concerned about accuracy and bias—an issue that could create as many 
problems as generative AI promises to solve. 

How do you assess AI data 
sources and what is shared 
about them? 

Before people can use AI, trust must be 
earned, and the most effective way to earn 
user trust is through transparency. With 
respect to personal data, transparency 
is a key privacy principle. It requires 
organizations to be open and forthcoming 
about their data processing practices. This 
enables people to determine how they 
want their data used and shared.

For transparency to be effective, 
organizations must provide explainability—
the ability of an AI system to provide 
insights that people can use to understand 
the causes of the system’s predictions. 
Clear explanations must be provided about 
accountability, data, models, algorithms, 
performance, audits, and related factors 
(see Figure 3). Otherwise, organizations 
take on a tremendous exposure to risk.

Trust factor 2  |  Transparency
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Transparency eliminates black box opacity 
and supports accurate and fair decision-
making. As artifacts of the human experience, 
virtually all data is biased. AI mirrors our 
biases. The question is: which biases do not 
reflect our values? If bias aligns with an 
organization’s values, there must be 
transparency about why that dataset and 
approach were chosen over others. If they 
don’t align, a different approach is needed.

Who is accountable 
for models?

Does it represent all the 
communities served?

How much better does 
the model perform 
compared to a human?

31 How often is the 
model audited?

Was the data gathered 
with consent?

Do domain and 
experiential experts 
agree that correct 
data was used?

What goes
into algorithm 
recommendations?

How is the model 
audited and what 
is it audited for?

Here are important questions for which organizations must provide clear explanations.
Figure 3

To help ensure assumptions are not 
overlooked, AI governance should 
include diverse, multidisciplinary teams 
to both build and govern these models. 
Outside experts in psychology, 
anthropology, law, philosophy, 
linguistics, and other disciplines can also 
help ensure that AI is used to augment 
human intelligence in ways that align 
with human values. Governance teams 
also need a psychological safety net 
when having challenging conversations 
about potential disparate impacts of an 
AI model.

Figure 3

Here are important questions for which 
organizations must provide clear explanations.

Trust factor 2  |  Transparency
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1.	 Establish a multidisciplinary AI 
governance team. 
 
To avoid blind spots, include a broad 
range of expertise from technical, ethical, 
and social domains. This diversity can 
help identify gaps faster, help leverage 
existing governance mechanisms and 
enable an organization to proactively 
head off unintended impacts.

2.	 Train everyone in transparency. 
 
Give employees at all levels opportunities 
to receive the training they need to build 
or procure AI models responsibly in their 
own domain, as well as awareness of 
when to seek help when working outside 
their domain, such as audits. Engage the 
workforce by creating a culture that 
celebrates openness and inclusion.

Assemble a 
Dream Team 
to build 
effective AI 
governance.

3.	 Ask questions and think beyond 
regulatory compliance. 
 
Best practices for governance go 
deeper than rules and regulations 
and can open doors to innovation. 
Compliance starts with policies, 
procedures, and industry standards for 
AI. Building a framework for compliance 
enables efficient incorporation of new 
rules and regulations.

4.	 Embrace ideas from outside 
the organization. 
 
Learn, follow, and look for opportunities 
to participate in the development of 
intergovernmental and international 
standards. AI principles promulgated by 
the OECD provide a useful starting-off 
point.17  Additional national and global 
standards are expected as gen AI 
adoption grows.

Action Guide  |  Transparency
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Australia Post
Delivering a more 
efficient future18  

With annual revenues over $5.8 billion, 
Australia Post provides postal services 
from 4,310 locations. As a government-
owned corporation, the Post must use 
transparency and rules to maintain 
customer trust. Much of the data handled 
is personal and sensitive. 

Generative AI is a key part of the Post’s 
mission to boost customer service and 
efficiency. After testing and reviewing 
thousands of customer calls and employee 
keystrokes, generative AI is now routing 
customer queries and answering business-
as-usual questions. The Post is working 
toward a goal where gen AI could handle 
between 40% and 60% of calls, delivering 
a better customer experience while 
significantly reducing costs.

Australia Post is working toward a goal where gen AI 
could handle between 40% and 60% of calls to improve 
customer experience and reduce costs.

But mindful that while the public has 
concerns about AI, the Post is embracing 
transparency, because gen AI is well 
underway. The Post has already conducted 
a review of all its data and is now creating 
strict procedures around data governance. 
It is committed to not just aligning with 
regulatory frameworks but hardening its 
privacy and security protocols.

Case study  |  Transparency
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As more organizations adopt AI, AI acceptance is at a crossroads.  
While 35% of respondents to the 2024 Edelman Trust Barometer survey 
say they accept this innovation, almost as many—30%—reject it.19 
Demonstrating the trustworthiness of AI will be key to optimizing AI’s 
impact. Trustworthy AI can also contribute to new ideas that separate 
innovators from those doing the bare minimum.

How do you explain the output  
of AI systems and models?

Trust factor 3  |  Explainability
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Figure 4 

Most executives in our research say they recognize the 
importance of explainability.Most executives in our research say they recognize the importance of explainability.
Figure 4

Assessing and mitigating risks. We 
conduct user testing for risk assessment 
and mitigation.

Assessing ethical impact. We conduct ethical 
impact assessments to evaluate the potential of 
these initiatives on different stakeholders.

Maintaining explainability. We 
maintain robust documentation 
with explainability.

78% 

74% 

70% 

A key element of trustworthy AI is 
provenance—the ability to explain and 
verify the origins and history of data 
throughout its lifecycle. When training AI 
models, provenance is essential for 
ensuring that the data is authentic and 
trustworthy. Authentic data inputs into AI 
models enhances the trustworthiness of 
AI-generated insights and decisions.

For people to trust what goes into and what 
comes out of AI models, explainability—the 
ability to understand and trust AI outputs—
is informed by provenance. Explainability is 

not just limited to explaining how a gen AI 
model renders outputs. In higher risk use 
cases, it is appropriate to have every 
output provide an explanation of its data 
lineage informed by provenance, along 
with evidence.

Most executives in our research say they 
recognize the importance of explainability; 
78% maintain robust documentation; 74% 
conduct ethical impact assessments; 
and 70% conduct user testing for risk 
assessment and mitigation (see Figure 4). 

Trust factor 3  |  Explainability
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1.	 Design AI systems that facilitate 
human-AI collaboration and oversight. 
 
Create and scale repeatable patterns to 
ensure AI systems and their transparent 
metadata are accessible to the people 
using them, no matter what their level of 
technical understanding.

Keep humans 
in the loop.

2.	 Prioritize AI output that is explainable 
and auditable. 
 
Invest in applied training that improves 
AI literacy and provides clear guidance 
on designing and developing human-
centric systems.

3.	 Incentivize employees to speak up and 
speak out if AI output is confusing. 
 
Make sure those who build, design, and 
procure AI adopt a human-centric 
instead of a data-centric approach and 
consider how outputs can be evaluated 
after the fact. Provide appropriate 
communication so employees feel 
empowered and competent to ask about 
potential disparate impacts related to 
the AI models they work with.

Action Guide  |  Explainability

The enterprise guide to AI governance: Three trust factors that can’t be ignored 19



Governance and 
building trust

Understanding the data used to train, 
tune, and make inferences from AI 
models is essential. What a company 
does with AI is defined, in large part,  
by how it selects, governs, analyzes,  
and applies data across the enterprise. 
Communicating that process 
transparently is how trust is built and 
maintained over time.

Governance needs to be embedded  
at every phase of the generative AI 
lifecycle— not in functional silos but 
across the enterprise. It must be 
championed by top leadership that 
provides strategic guidance, 
recognition, and feedback. According  
to the 2024 Edelman Trust Barometer, 

79% of global respondents say it is 
important for their CEOs to speak out 
about the ethical use of technology.20

Ultimately, AI governance is about much 
more than rules, restrictions, regulations, 
and requirements. It’s about a shared 
understanding of practices for effective 
collaboration that can reduce uncertainty 
and increase predictability—practices which 
may actually accelerate development. When 
sponsored and promoted at the leadership 
level, AI governance will no longer be seen 
as just another IT issue, but as a core 
strategy for value creation, growth, 
innovation, and developing the potential  
of human-AI collaboration.

Can generative AI be trusted? 
Can trust guardrails balance  
the power of gen AI?

The answer is yes—but only  
if organizations approach AI 
governance with commitment 
and enthusiasm.
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