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Abstract

This paper preentgheperformance clracteristics ofBM®z 1 4 E  (the tatdsinember of the

Z® platform launched in September 2017. TH& Performance Evaluatioheam at IBM Silicon
Valley Laboratoryevaluatedz14usingl MS E Ve r ($MS d4) and. cdbmpared witthe prior
Zpl at f or m, | BrMesezetaBidion$ usdifferent IMS workload type under similar
software configurations.

The z14 is designed for trusted digital experience that adds pervasive encryption capability with
no application changes andpportsbusiness growth in the cloud elddS applications may
benefit frommany new features including high performance processors, increased cache density
improved microarchitecture pauseless garbage collection and second genefitimntaneous
Multithreading (SMT)

Thezl1l4and IMS14 offer a great combination of perimance and securifgatures for IT systems
to keep up with their growg business needsriginaing from traditional orAPI economy
workloadswhile keepingmission critical data safe from internal as well as external threats.



Note: Before you use this information and the product it supports, read the information
"Notices" on page 129.
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Note: Performance is based on measurements and projections using IMS benchmaststioli@d environment.

The results that any user will experience will vary depending upon many factors, including considerations such as the
amount of multiprogramming in the user's job stream, the I/O configuration, the storage configuration, the@amount

zIIP capacity available during procesgimnd the workload processetherefore, results may vary significantly and

no assurance can be given that an individual user will achieve results similar to those stated here. Results should be
used for referece purposes only.

The test scenarios (hardware configuration and workloads) used in this document to generate performance data are
not const dpeeflonimas c ePerfoananeedmayg e detter oriworse.depending on the hardware
configuration data set types and sizes, and the overall workload on the system.

The information contained in this document has not been submitted to any formal IBM test and is distributed on an
AAS | SO0 basis weitherexpressedammgplieiiha use fathis information or the implementation of

any of these techniques is a customer responsibility a
them into their operati@ environmentWhile each item may have been reviewed by IBM for eaxyin a specific

situation, there is no guarantee that the same or similatgesgilllbe obtained elsewher€ustomers attempting to

adapt these techniques to their own environments do so at their own risk.

The information in this paper provides oglgneral descriptions of the types and portions of workloads that are eligible

for execution on Specialty Engines (e.gPa] zAAPs, and IFLs) ("SEs'IBM authorizes customers to use IBM SE

only to execute the processing of Eligible Workloads of speifigrams expressly thorized by IBM as specified

in the AAuthorized Use Table for I BM Machineso provide
http://www-01.ibm.com/support/docview.wss?uid=isg3T1025388 other workload processing is aatized for

execution on an SHBM offers SE at alower price than General Purpose Engines/Central Processors because
customers are authorized to use SEs only to process certain types and/or amounts of workloads as specified by IBM

in the AUT.

The information provided in this paper was obtained at the IBM Silicon Valley Laboratory and is intended for
migration and capacity planning purposes.

Page3 of 132



R [ 011 o o 18 ox (o o [ PSSP 7
2 EXECULIVE OVEIVIEW .. uuuiiiiiieeee ettt eme et e e bbbt bbb 8
3 Performance Environment INfOrmation ...............oiiiiiiiiiiiiicice e 11
3.1 Hardware ENVIFONMENL. .....cooiieiiiiie e et e e e e et e e e e e eeeeeeeeeeeeseseannne 11
.11 Z1A PrOCESSOL....cceiiuiieeeeeeeettta e e e e et ee et e e e e e e e e e ta e e e e e e e e eenn e e e e e eeeerrn e e eeas 11
.12 ZL3 PrOCESSOL . .ceeiuui e eeeeeeetie e e e e e ettt e e e e e et e ebb e e e e e e eesbba e e e e aeeeernnn e aeaas 12
T R T (o] =T [P P PP P PP PPPUPPPPPRPPPPRRN 13
3.1.4  CoUPliNG FACHILY......uuuiiiiiiiiiiiiii s e e e e e e e e e e e e e e e e e e e e e e e e e aaaeeees 13
3.2 Software ENVIFONMENT........cooiiiiiiiiiii ettt 13
VLo 24 o - Vo TSR 15
4.1  Full Function with High Availability Large Database Workload......................c.ccc. 16
4.1.1 Database DeSCHPUIQN. ......coiiiiiiiiiiiei et e e e et e e e e e e e e e e 16
4.1.2 Application- Transaction DescriptiQn..............ccoovvvviiiieeeiieeeieieeeeeeeeeaens 25
4.1.3 Application- Workload Distribution..............cccceeiiiiiiiiieiiie e, 27
4.2 Data Sharing Full Function with High Availability Large Database and Shared Message
QUEUES WOTKIOAM.........eeeeieeeieeeeeeeeeeeit s e e s e e e e e e e e e e e e e e e e aaaaaeaaaaaaaeeaeaeeeees 28
4.2.1 Database DesCriptiQn...........cccooiiiiiiiiii e 28
42.2 Application- Transaction DescCriptiQn.............ccoeeeieiiiiiiiiiiiie e eeeeanns 28
4.2.3 Application- Workload DiStribUtioN.............cccooeiiiiiiiiiiiiiiieeeeeeee e 28
4.3 Fast Path Banking WOrKIOad...............uueuuiiiiiiiiiiiiieeeees e a e e e e e e 29
4.3.1 Database DeSCriPtiQn.......ccouvuuuiiiiiiie et e e e 29
43.2 Application- Transaction DeSCrPtiQN..........c.uuvuviiiiiieieiiiiiiiiieeee e 31
4.3.3 Application- Workload Distribution..............cccceeiiiiiiiiiieniee e, 32
4.4 Batch Message Processing Banking Workload..................ooo v 32
4.5 Customer Information Control System IMS DBCTL Workload..............cccceeeeennnns 33
4.6 z/OS Connect Enterprise Edition IMS Service Provider Workload........................ 34
4.6.1 Application- Transactio DeSCriplion.............uuiiieiiiiiiiiiiii e eeaens 34
4.6.2 Applicationi Message SIIUCTUIES...........uuiiiiiiiieeeiieiriiii e 35
4.6.3 ApplicationT Workload..............coooeeeiiii i 35
4.7 Java Message Processing Workload...............oueiiiiiiiiiiiiiiiiiecccee e 36
4.7.1 Database DeSCHPUIQN. ......cciiiiiitiiie et e e e e e 36
4.7.2 Application- Transaction DescriptiQn..............ccoevvviiiiieieieeeiiiieeeeeeaens 39
4.7.3 Application- Workload Distribution..............ccceeeiiiiiiiiieiiiie e, 39

Page4 of 132



5 Measurement Methodology.........cooveuuiiiiiiiiiiiiiin e e A0

5.1 PreMeasurement PrOCEAULE. .........couuiiiiiiiiiiteieee ettt e e e e e 41
5.2 MeasuremMent PrOCEUUIE.........uu ittt e e e e e e e e e e e e e e e e e e e e e e e eeeeeees 41
5.3 P0St MeasuremMent PrOCEAUIE.............uuuurriiiiiiiisssssss s s e as e e e s s e e e e e aaaaeaeaeaaaaaaaaaaaaaeees 42
5.4 Measurement Metrics and ANAIYSIS.......ccooiiiiiiiiiiiiiie e 42
G 41 T (0] 0 = 1 g o S a7
G20 A o1 oo B ox 1 o] o AR PEPPPPRRROPRRPPPPRY” ¥ 4
6.2 Full Function with High Availability Large Database Performance Evaluatian......48
6.2.1 System Configuration Full Function with High Availability Large Database.48
6.2.2 Evaluation Results Full Function with High Availability Large Database......49
6.3 Data Sharing Full Function with Highvailability Large Database and Shared Message
Queue Performance EVAlUAtION...........ccoiiiiiiiiiiiiiiie e e e e e e e e e e e e eeenns 53
6.3.1 System Configuratioin Data Sharing Full Fustion with High Availability Large
Database and Shared MesSsage QUELIE. ..........uuuiiiiiiiiieeeeieiaiiee e e e e e e 53
6.3.2 Evaluation Results Data Sharing Full Function witHigh Availability Large
Database and Shared MesSSage QUEULE...........uuuuuruuiiiiiiiiiiiiieeee e e e e e e e e e e e e e e aaaeeaaeaaaeeaes 54
6.4 Fast Path Banking Performance Evaluatian..............ccccccoiviiiiiiiiiiiii e, 59
6.4.1 System ConfigurationFast Path Banking.........cccccoeevieiiiiiiieeeeeeeeeeeeee 59
6.4.2 Evaluation ResultsFast Path Banking.............cccccoooiiii 60
6.5 Batch Message Processing Banking Performance Evaluation.............................. 64
6.5.1 System Configuratioih Batch Message Proc&sg Banking.............ccccceeeeeeenn 64
6.5.2 Evaluation Results Batch Message Processing Banking..............cccccceee.ee. 64

6.6 Customer Information Control System IMS Database Control Performance Eval#ation
6.6.1 System Configuration Customer Information Control System IMS Database

(@] a1 1o ] I 0|1 8 U] o (o P 67
6.6.2 Evaluation Results Customer Information Control System IMS Database Control
U L 0 {1 o o PSPPSR 68
6.6.3 System Configuratioih Customer Information Control System IMS Database
CONrOl FASE PAth.......cciiiiiiiiiiiiieee e 72
6.6.4 Evaluation Results Customer Information Control System IMS Database Control
= 1S B = L1 R SPURUPRPPPRRRRN 12

6.7 z/OS Connect Enterprise Eidih IMS Service Provider Performance Evaluation.....76

6.7.1 System Configuratioih z/OS Connect Enterprise Edition IMS Service Pdevi76

6.7.2 Evaluation Resulté z/OS Connect Enterprise Edition IMS Service Provider with
General PUrpoSe ENGINES ONIY.....uuueiiiiiiiiceie s e e e e e e e e 77

Pageb of 132



6.8

6.9

7.1

7.2

(o]

10

6.7.3 Evaluation Results z/OS Connect Enterprise Edition IMS Service Provider with
ZIIPs in Single Thread MOGE..........euiiiiiie e 81
6.7.4 Evaluation Results z/OS Connect Enterprise Edition IMS Service Provider with
ZIIPS IN SMT MOGE.......coiiiiiiiiiiiiiiiiiii s e e e e e e e e e e e e e e e e e e e e e aaeaaaeeaeeeeeeeeeeeeees 84
Java Message Processing Performance Evaluation...................euuvvvveviviveniiinnnnnnnn. 89
6.8.1 System ConfigurationJava Message ProCesSing.......cccoevevevrriiiieeeeeeeeeeeeeenns 89
6.8.2 Evaluation Results Java Message Processing with General Purpose Engines only
90
6.8.3 Evaluation Resultsi Java Message Processing with zIIP in Single Thread Nddde
6.8.4 Evaluation Results Java Message Processing with ZHFESMT Mode............. 97
Z14 PerformanCe SUMMAIY.........cooiiiiiiiiiiiiieeeieeieieeteeeeee e as 102
Z14 ENCryption PerfOrManCe..........covvviiiiiiii it emrn e e e e enaanaes 103
Full Function with HALDB VSAM Only Performancdgvaluation using Encryption 106
7.1.1 System Configuration Full Function VSAM using Encryptian.................... 106
7.1.2 Evaluation Results Full Function VSAM using Encryptian................c........ 108
Data Sharing Full Function VSAM with SMQ Performance Evaluation using Encryption
114
7.2.1 System Configuration Data Sharing Full Function VSAM with SMQ using
[ o Y/ o)1 0] o USRI 114
7.2.2 Evaluation Results Data Sharig Full Function VSAM with SMQ using
[ Tl o] 1o o DR PP T P PP PPOPPPPPP 116
z14 Encryption Performance SUMMarY.............ccoooiiiiiieeiiieeeeeeeeeeeeeeeeeeeeeeaeaaans 125
[©'0] T4 11153 o o PP 126
RESOUICES. ...ttt ettt e et e et et e e e et e e e e s b e e e e e e 127
N[0 (0SSP 129

Page6 of 132



1 Introduction

The z14is ahigh performance, reliable, and secynlatform. It delivers advanced capabilitiés
help integrate data and transactions more securbé/Zl4 has the same proven reliability that all
IBM Z platforms are known for.

Thez14 provideghe following enhancemenbver its predecessor, the3
Improvedpervasive encryption capability

Additional compute power for increased throughput
Largescale memory to process data faster

Industryunique cache design to optimize performance
Accelerated 1/0O bandwidth to process massive amounts of data
Data compression to economically store and procdéssmation
z/OS HperDispatch optimizations

COBOL, PL/land z/O2.3 XL C/C++ Compiler enhancements
SMT enhancements

Pausdess garbage collectidor Java

=4 =4 =4 -8_9_9_49_°5_2_2

The z14 is designed as a strategic asset to support digital transformation, create a strong cloud
infrastructure and expose baehkd services through secure Application Programming Interfaces
(APIs) to open private, public and hybrid clouds. The IMS applinatean be exposed sscure
RESTful APIs withthe z14 providing tle infrastructure to suppogrowth of missiorcritical
workloads orthecloud.

Enterprisecustomers may beonstantly challenged with data breachEsabling encryption
through applicatiorcode is not a simple tasdnd requires a huge investmentCustomers are
required to encryptlient data througldata security and regatory compliance such dke new
General Data Protection Regulations (GDRRIicy in Europe.The z14, along with opetiag
system software support in z/OS 2.2 and above, proadsple approacho enablepervasive
encryption ¢ data inflight and atrest while substantially reducingaintenanceand hardware
costs associated with protecting data and achieving compliance mandates.

Overall, the z14 provides the following value propositianZ clients for encryption:
1 Ability to encrypt data by policy without any application change
1 Grandar encrypton withoutsignificantly affectingsystem performance
1 Simplifies ability for clients to pass audits

IMS 14 along withthe z14 is a state of the art data and tractoonsystem thabffers a fast and

scalable enterprise system, designed with securitging, with a tried-andtrue architecture to
supportworkloadgrowth
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2 Executive Overview

Thez14 performance evaluations using IMS 14 dertratethe latest releas# the IBM Z family

has the potentiadf improving CPU efficiencyand performancédepending on thenvironment

and configuratiop Thez14 may reduce the hardware cost of encryption due to faster cores and
improved speed dfentral Proessor Assist for Cryptographieunctiors (CPACF) instructions

while maintaining core workload strategies of data serving and transaction processing

While performance in specific production environments will vaegults of IBM internal testing
in acontrolled laboratory environment reveatedtthez14is capable of performing as described

below:

IMS Full Function Workload Performance:

T

T

T

The IBM z14, when running the IMS Full Function workloéldway IMS, nondata
sharing) oriMS 14, demonstrateds much aé% increase ithroughput at equivalent CPU
ascompared to the IBM z13.

The IBM z14 when running the IMS Full Function Shared Queues workloaa@IMS,
data sharing) oriMS 14, demonstratecas much asl0% increase in throughput at
equivalentCPUascompared to théBM z13.

The IBM z14, when running theustomer Information Control System (CIA$)S Full
Function DBCTL workload (Avay IMS, nondata sharing) otMS 14, demonstrateds
much as % increase in throughput at equivalent C&d¢ompared to the IBM z13.

IMS Fast Path Workload Performance:

T

T

The IBM z14 when running the IMS Fast Path workloaew@y IMS, nondata sharing)
on IMS 14, demonstrateds much a21% increase irthroughput at equivalent CPas
compared tahe IBM z13.

The IBM z14 when running th€ustaner Informaion Control SystemGICS) IMS Fast
Path DBCTL workload (Way IMS, nondata sharingonIMS 14, demonstrateds much
as3% increase irthroughput at equivalent CPascompared tahe IBM z13.

z/OS ConnectEnterprise Edition IMS Service ProviderWorkload Performance:

Page8 of 132



1 The IBM z14, when running the z/OS Connect Enterprise Editi@EE) with IMS

Service Provider (SRyorkload onIMS 14, demonstrateds much a§6% increase in
throughput at equivalent CPascompared tahe IBM z13.

The IBM z14 when running the z/OS Connect Enterprise Editi@Hg) with IMS
Service Provideworkload on IMS 14ising zlIPsdemonstrateds much a&5%
increase irthroughput at equivalent CPascompared tahe IBM z13 using zlIPs.

The IBM z14 when running the z/OS Connect Enterprise Editi@EE) with IMS
Service Provideworkload on IMS 14ising zIIPs with multthreading (SMT) enabled,
demonstrateds muchas18% increase irthroughput at equivalent CPascompared to
the IBM z13 using zlIPs witlsMT enabled.

IMS Java Message Processing/orkload Performance:

1 The IBM z14 when running the IMS Java Message Processing (JMP) worklo&dSon

T

14, demonstrateds much ag 2% increase in throughput at equivalent CPU as compared
to the IBM z13.

The IBM z14 when running the IMS Java Message Bssing (JMP) workload on IMS
14 using zIIPs, demonstratad much a&0% increasen throughput at equivalent CPU
as compared ttheBM z13 using zlIPs.

The IBM z14 when running the IMS Java Message Processing (JMP) workladuiSon
14 using zIIPs with multthreading (SMT) enabled, demonstratesdmuch a&2%
increase in throughput at equivalent CPU as compartn tiiBM z13 using zIIPs with
SMT enabled.

IMS Banking Batch Message ProcssingWorkload Performance:

T

The IBM z14, when running the IMBanking Batch Message Processing (BMP)
workload on IMS 14, demonstrated as much as 11% reduction in elapsed time and up t
21% reduction in task CPU time at equivalent CPU as compared to the IBM z13.

IMS Full Function VSAM Encryption Performance:

T

l

The IBM z14 when running IMS-ull FunctionVSAM only workload(1-way IMS, non
data sharinglising encryptedatasets Y SAM databaseOnline Log Dataset9 on IMS
14, demonstrateds muchas21% increase in throughpats compared tthe IBM z13
using similar encryption.

Thecost @dditionalCPU per trasactior) to encrypt oriBM z13 wasapproximatelyl 7%
compared withthe cost to encrypt on IBM zlat approximately 3x.

Pageo of 132



IMS Data Sharing Full Function VSAM with Shared Message Queuedsncryption
Performance:

1 The IBM z14 when runninghe IMSData Sharind-ull FunctionVSAM only with
Shared Queues workload-2ay IMS, data sharing)sing encrypted datets YSAM
databaseOnline Log Datasets CQSStructure RecoverRataset, z/OS loggeoffload
datasets for the CQS log streasnd CQSystemcheckpoint datae) on IMS 14
demonstrateds muchas15% increase in throughpas compared tthe IBM z13using
similar encryption.

1 The costédditionalCPU per tragactior) to encryp on IBM z13 was approximately 40
compared with the cost to enptyon IBM z14 at approximatel\22.

Figurel shows a summary of the RTimprovements iz14 overz13for all IMS workloads

IMS IBM z14 ITR Improvements over IBM z13

—g

JMP with zlIPs
JMP with zIIPs SMT=2

zCEE IMS SP

Figure 1: IMS Performance Improvements in IBM z14 over IBM z13
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3 Performance Environment Information

This section explains theedormance evaluatioenvironment at Silicon Valley Lab including
hardware and software specifications

3.1 Hardware Environment

All measurementsiere conductednthez14Model 3906(M05) andz13Model 2964 (NE1lps
shown in Figure 2andFigure3 respectively.

3.1.1 z14 Processor

Thez14 processor is theewest member @he IBM Z family that provideshigher capacity,
processing powekfficient pervasiveencryption capability and micro architecture improvements
compared tahez13 processor.

The main features ahez14technology include:

14nm 17 metal layers technology node

5.2 GHz system frequency

10-core processor chip

6-processor chips +3C chips per drawer

32 TB max memory capacity

4-drawer 170 coresystem max configuration

192 GB Hardware System Area (HSA)

Levels of cache:

9 Firstlevel cache (LLprivate: 128 KB for instructions, 128 KB for data
1 Secondlevel cache (L2): 2 MB for instructions, 4 MB for data
1 Third-level cache (L3): 128 MB

1 Fourthlevel cache (L4): 672 MB

=4 =4 =4 -8 _8_9_9_-9
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10% more capacity than z13
32 TB max memory capacity
5.2 GHz core processing speed

Figure 2: IBM z14Model 3906 (MO5)

3.1.2 z13 Processor

Thez13 processor is the pritBM Z family processor witlimproved processing power, fast I/0O
infrastructwe and cache on the chip design comparetdgdBM zEC12 processor.

The main features ahez13 technology include:

20nm 17 metal layers technology node

5.0GHz system frequency

8-core processor chip

6-processor chips +3C chips per drawer

10 TB max memory capacity

4-drawerl41 coressystem max configuration

96 GB Hardware System Area (HSA)

Levels of cache:
1 Firstlevel cache (L1)96 KB for instructions, 128 KB for data
1 Secondlevel cache (L2): 2 MBor instructions, 2VIB for data
1 Third-level cache (L3)64 MB
1 Fourthlevel cache (L4)480 MB + 224 MB NIC

=4 =2 =8 -8 _-48_9_95_2
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10% more capacity than zEC12
10 TB max memory capacity
5.0 GHz core processing speed

Figure 3: IBM z13Model 2961 (NE1)

3.1.3 Storage

IBM System Storage®S8)00® serieslatestmodelDS8886(16 FICON® channel pathsjere
used with64 real volumes and 128 alias volumes per LCU using dynidgper ParallelAccess
Volumes HypePAVs). The DASD volumes and paths for each measuremehiatian
remained consistent for comparison purpasiis thez13andz14

3.1.4 Coupling Facility

All measurements were performed with mmi&l Coupling Fcilities (ICFs) withCoupling
Facility Control Code@QFCC)level 21 for z13 andevel 22 forz14.

3.2 Software Environment

Tablel lists the software components aretsion level informatiobelow.

Component Details

IBM 2/OS z/O§FD Version 2 Release (5650Z0S)
IMS IMSE Version 14

IRLM IRLM Version 2.3 (5638A04)
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CICS CICS® Transaction Server for z/OS®, Versbn
Release connecting tdMS 14 Database Manager
(DB)

Workload Driver Teleprocessing Networks Simulator (TPNS), Versio
Release 5, Service Level 9711

Java Java 8 Service Release 5

Table 1: Software Componentsand Version Levels
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4 \Workloads

This section describes the IMS workloadsed to evaluate thEl4 performance by exercising
various IMS code paths including:

Fast Patl{FP)

Full Function (FF)
SharedViessagegQueue{SMQ)

Open Transaction ManagArccess OQTMA)
CICSIMS Database Control (DBCTL)
BatchMessage ProcessiigMP)

Java Message ProcessiidiyIP)

IMS Service Provider (SP)

N~ WNE

Theseworkloadswereused to simulate typal banking, warehouse, hotahd irventory
customeslike workloads doing read, repladelet and insert calls
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4.1 Full Function with High Availability Large Database Workload

IMS supports multiple forms of enfarise databases, so that variapglication requirements
can be met by exploiting the database technol

FF datbases are accessed throbgitia Languagenkerface(DL/I) calls, and can be processed
by application programs running in IMS dependent regions, CICS, z/OS WebSphere Application
Server (WAS), DB2 Stored Procedures, and through the IMS Open Database Access (ODBA)
interface. IMS dependent regitypes include:

1 IMS FastPath PrograniiFP)

1 Message Processing ProgrévtPP)

1 BatchMessage Processing Regi@MP)

1 JavaMessage Processing Regi@MP)

1 Java Bath Processing Regn (JBP)

FF databases can store data usfirgual Storage Access Metho$AM), a native z/OS access
method, or Overflow SequentiAccess MethodOSAM), an IMSspecific access method that
optimizes the 1/0 channel program for IMS access patterns.

A High Availability LargeDatabase (HALDB)s a partitioned-F database thatllows the
grouping ofFF database records into sets of partitions or replicates that are treated as a single
database.

This section detailthe databaseescription application transactions and the workload
transactiordistributionfor the FF with HALDB workload

4.1.1 DatabaseDescription

TheFFwith HALDB workload containg mix of databases that &B&AM and VSAM with
Hierarchical Direct Access Method (HDAM), Hierarchical Indexed Direct Access Method
(HIDAM), Partitioned HDAM (PHDAM), and Partitioned Indexed HDAM (PHIDAM)
datalases.

The workload contain32 replicatesEach replicateorsistsof eightFF databases, 16f which
are OSAMreplicatesand the res¥ SAM replicates Table 2shows arexample of OSANbnly
databases belaw

Database Name | Database Overview
CUSTDA CUSTDA is a HALDB customer database containimfgrmation for customersA CUSTDA
record is composed tfefollowing segments:

1 AMFROOT (root segment) Contains informatiorfor customer

1 Sixteendirect dependent segmermtntaiing dummy data
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Thefollowing is a graphical view of the database layout:

| DBD name: CUSTDA | Database access method:(PHIDAM,0SAM) |

AMFROOT
Length: 6078 bytes

T AMFKEY

AMFLOC AMFSEGA AMFSEGS AMFSEGE 50001278 AMFSEG? AMFSEGS AMFSEGY AMFSEGA AMFSEGE
Length: 1165 oytes Length: 92 bytes Length: 119 bytes Length: 36 bytes Length: (68.4) oytes Length: (53,9) bytes Length: 27 bytes Length: 37 oytes Length: (1706) bytes Length: 41 by

 Se—— [ seGaxey SEGSKEY {1 SEGEKEY  pem—p— 1 seamey SEGEKEY SEGIKEY  secaxey £ SEGBKEY
— AMFROOT
Length: 6078 bytes
[ AMPKEY
i
AMFSEGA AMFSEGE TAMFSEGC AMFSEGD AMFTRNF 50052029 50052031 55640325
Length: 7 bytes Length: (170,6) bytes Length: 41 bytes Length: 13 dytes Length: 27 dytes Length: 300 bytes Length: 1656 bytes Length: 947 bytes Lengtn: (212,10) by|
51 SEGIKEY 21 SEGAKEY 1 SEGBKEY — ) £ SEGDKEY ! X ' S X I 1 koos2031 T ksoa0325
2 = 2 < = =

CUSTOMRA

CUSTOMRA is acustomer dtabaseontaining information fothe customer directory
CUSTOMRA record is coposed of the following segments:

CUSTOO01 (root segment keyContains information for customer

ADDROO02 (direct dependent segment keyJontains information for address
ORCONDOO03 direct dependent segment keyJontains information for order
conditions

ORDEROO04(direct dependent segment key}ontains information for order numbe
BORDO0005(dependent segment keyContains information for back orders
INV 00006 (dependent segment keg)ontains information for invoice parts
OFLWO0007 (dependent segment keyJontains information for overflow s
The following is a gaphical view of the database layout:

E ]

E I

— CUSTO001
Length: 34 bytes
1 CUSTOKEY
l l I |
— ADDROO0D2 — ORCONOO3 —/ ORDERDD4
Length: 30 bytes Length: 30 bytes ‘=1 Target of a secondary index
£ ADDROKEY F-1 ORCONKEY ey
- ZS £-1 ORDERKEY
&G SRSFIELD

l |
' BORDO0O5 — INVO0006
Length: 30 bytes Length: 30 bytes
£-1 BORDOKEY £1 INV00006

s s

— OFLW0007
Length: 30 bytes

£l OFLWOKEY

-~

INVENTRA

INVENTRA is an nventory database containing information for all the orders and parts fi
Stock Control applicatiarA INVENTRA record is composed of the following segments:
1 INO10OPAR (root segmentdy) - Contains information for parts
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1 INO20REO (direct dependent segment ke ontains information for reorders

1 INO30ENG direct dependent segment keyContains information for engineering

1 INO40SLQ direct dependent segment keyontains information for secondary
location quantity

f
f

INOS0EOI direct dependent segment keyontains information foEOI
INO70BO (irect dependent segment keyontains information foback orders

1 INO6OSUP (dependentgment key- Contains informatin for suppliers

The following is a graphical view of the database layout:

— IND10PAR
o Logical parent
Length: 104 bytes
&1 INO10KEY
| | [ l | |
— INO20REQ — INO30ENG — IND40SLQ = INOS0EO! - INO70BO
L Virtual logical child Length: 100 bytes Length: 50 bytes Length: 30 bytes Length: 30 bytes
& &L INO30KEY &2 INO40KEY &L INOSOKEY &2 INO70KEY
A A A A
— IND6OSUP
Length: 30 bytes
£ INOGOKEY
A

HOTELDBA

HOTELDBA is hotelreservatiordatabase pertaining information for the hotel reservation {
specific requests like accommodation type, dates and locAtiB@ TELDBA record is
composed of the following segments:

f
f

= —a —a 2

HOTELOO1 (root segment key)Contains information for hotel

ACCOMO002(direct dependent segment keyjontains information for
accommodation type

AHOTLOO6 (direct dependent segment keyJontainsinformation for alternate hote
RESRV003 (dpendent segment keyontains information for reservations
DATEO004 (dependent segment kegontains information for date

ATYPEOQO5 (dependent segment key)ontains information for alternate type

Thefollowing is a graphical view of the database layout:
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- HOTELDO1
Length: 34 bytes

£ HOTOTKEY
A
I
| |
— ACCOM002 — AHOTLO06
Length: 30 bytes Length: 24 bytes
£1 ACCOMKEY £ AHOTLKEY
I
I I I
~ RESRVO003 — DATE0004 — ATYPEDOS
(&) Target of a secondary index Length: 30 bytes Length: 30 bytes
ik il &1 DATEOKEY L ATYPEKEY
& RESRVKEY A A
=3 SRSFIELD

ITEMACTA

ITEMACTA is an tem activity chitabase containing information on receiving purchase ord
items, storage control and tracking mate@al it moves through production operation urs.
ITEMACTA record is composed of the following segments:
1 1AO010ITM (root segment key)Contains information for activity item number
1 1A020DTE (direct dependergegment key) Contains information for activity date
1 1AO60LOC (direct dependergegment key) Contains information for location detail
1 1AO80LNK (direct dependent segment keyontains information for purchase
orders
IAO70MOV (direct dependent segment keygontains information for move orders
IAO40TRK (direct dependent segment keygontains mformation for track
operatiors
1 IAO30LOG (dependent segmekay) - Contains information for activity log
1 1A050DIS (dependent segment keyjontains information for disc material
The following is a graphical view of the database layout:

f
f
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— IA010ITM
o Logical parent
Length: 38 bytes

=1 IAD10KEY
E5 ITMNO
55l FUNID
=
[
I | I [ |
— IA020DTE — IAD40TRK — IAD60LOC — IAO70MOV — IAOSOLNK
Length: 8 bytes Length: 300 bytes Length: 64 bytes Length: 22 bytes Ly Logical child
I IAD20KEY =1 IND4OKEY 2 IADGOKEY 5 MOVNO kb
2, 5 OPRNO &5 PTLKY S 55 IAOBOKEY
55 ALTOP &Gl PTLDT —
7S 55l PTLDP
55 PTLTY
55 PTLB
5 OPRDT
5 PTRON
55 PTINT
&5 PTLAC
=
— IAD30L0G — IAD50DIS
Length: 13 bytes Length: 200 bytes
EG DAYTR -1 TADSOKEY
G ACDAT 58 MDTAG
55 TRNCD 55 MTAGN
T 55 MLDQT
55 DPENG
55l SPENG
&5 SLPIG
55 RPNDQ
S

EMPACTDA

EMPACTDA is anemployee activity database confamlabor operations information for the

employeesas the item is moved from one work station to anoth&MPACTDA record is

composed of the following segments:

1 EMPO00001 (root segment keyContains informatiorior employee number
1 LABO0O0002 (direct dependent segment ke@ontains information for labor status
The following is a graphical view of the database layout:
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— EMP00001
Length: 84 bytes

=

=

=)

=1 EMPOW
E5 EMPNO
E5 EMPNA
EMPLN
E5l HMDPT
E5l SHIPT
E5 LOHCD
E3 IBCLS

-~

— LAB0O0002
Length: 110 bytes

E5 TROOD
&5 OPONO
&5 TRDTM
6 OPOSC
ED TSTAT

-~

PRODMSTR

PRODMSTRIs a product item master database contaiimifigrmation for theproduct
specifics A PRODMSTR record is composed of the following segments:

f
f
f
f
f
1
f
1

1

PRODMSTR(root segment key) Contains information foproduct master
PRODSTRdirect dependent segment keyjontains information foproduction
structure

PRODSTWC(directdependensegment keyj Contains information foproduction
schedule

PRODLDTL (directdependent segment keyontains information foproduct unit
detail

LABOROPS(directdependent segment keyontains information folabor
operations

MATSPECS(direct dependdrsegment key) Contains information for material
specifications

GENNOTES(direct dependent segment keyjontains information for general note
IPYKOAL (direct dependent segment keyjontains information for control
HISTORY (direct dependent segmerey - Contains information for history

The following is a graphical view of the database laytiviled into two graphics shown

below
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|
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~ PRODHSTR
. Logical parent
Length: 212 bytes
% PRODMAST
3 PARTHUNB
FAND
FPMiAC
M
T ONHAC
FrRoTY
F50

A

[
l | | | |

 LABOROPS ~ MATSPECS ~ GENNOTES ~ IPYPKOAL — HISTORY
Length: 100 bytes Length: 70 bytes Length: 70 bytes Length: 70 bytes Length: 70 bytes
F.0rRD G MACTL & GECTL Sl S0
20°RN0 Ty & cemy Fmm 0BTy
Bawmo AR 2 GeR PR 0B
RO A 4 4 A
ot
LR
& sa0
Fsmom
& opoer
T AoMc
& opD
0P
Eg)

A

View:

=]

| | I |
~ OPERDESC  MACHTOOL ~ PHDPRVOP  RRYORNPL = RRXOPWTE
Length: 40 bytes Length: 38 bytes Length: 40 bytes Length: 34 bytes Length: 55 bytes
g oner E i GRACTOT G newsT &2 OPNTE
A B TR e il &
& TEFED & PEIOM & FUND
4 D S

[ -

COMPOSDA COMPOSDA is component psitiondatabase contiaing information for the part numbers an
their positiondata.A COMPOSDA record is composed of the following segments:

1 PARO00001 (root segment keyContains information for part number

1 POS00004direct dependent segment keyJontains information for position data
The following is a graphical view of the datse layout:
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— PAR00001
Length: 30 bytes

£ PAROOKEY

A

— POS00002
Length: 52 bytes

£ POSOOKEY

A

DEPSUMDA DEPSUMDA is adepartmensummary dtabase containing information for theme
department and work centéx DEPSUMDA record is composed of the following segmentg
1 DEPTO0001 (root segment keyContains information for home department

1 LINKOOO2(direct dependent segment key}ontains informatiorior work center
The following is a graphical view of the database layout:

— DEPTOO01
Length: 33 bytes

. DEPTOKEY

A

— LINK0DD2
=1 Logical child
Length: 33 bytes

& WRKCNTER

A

VENDORDA VENDORDA is a vendor databasentaining information for all theendors. VENDORDA
record is composed of the following segments:
1 VNO10VDR (root segment key) Contains information fovendor key
1 VNO20REO(logical parensegment key) Contains information foreorder segment
of vendor database via secondary index

1 VNO3O0PAR irtual logical child segment key)Contains information for replacing
reorder segment
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The following is a graphical view of the database layout:

DBD name: VENDORDA | Database access method:(HIDAM,0SAM) |

— VNO10VDR
Length: 104 bytes

FL VNOLOKEY
v

— VNO20REO
)B’ Targe.t of 2 secondary index
¢ Logical parent

Length: 44 bytes

E.1 VNO20KEY
B VN020SIX

— VNO30PAR
Ly Virtual logical child

FoL VNO3OKEY

v

Table 2 Full Function with HALDB Workload Database Description

4.1.2 Application - Transaction Description

The FFwith HALDB workloadruns a mix of transactions using teller systementory, hotel,
and warehousgype transactiondoing read, replaceleleteand insert callas desgbed in Table
3 below. The application is written in COBOL and compiled¢h COBOL V4R2.

This is the complete list of transactions run by FF with HALDB and CICS Full Function
workloadasdescribed in section 4.5.

Transaction Name

Transaction Overview

HR1

Hotel Reservation Aglication- Hotel Reservation Transaction:
1 Processes reservation requests for specific accommodations at specific
locations for specific dates
1 If accommodation type is unavailable, alternate arrangements are
recommended
1 Hotel Reservation Database accessed

HR2

Hotel Reservation Applicatioh Reservation Segment Credt@nsaction:
1 Creates a third level reservation segment for the already held reservation
1 Includes new information in the dependent segment including arrival date
departure date, room type, bigge, number of persons, rate and personal
information
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 Hotel Reservation Database accessed

IT2 Inventory Tracking Application Part Location and Inventory Inquiry Transaction:
1 Reports part location and available inventory information
1 Item Activity Database accessed
IT8 Inventory Tracking Application Updatein process Inventory Transaction:
1 Records the completion of labor operations on manufactured items and u
employee activity records
1 ltemis tracked as it moves from work station to wdgkisn on manufacturing
shop floor
Records two labor operations by a single employee on a singtedess item
Employee Activity Database, Item Activity, Product Item Master and
Department Summary Database accessed
OE1l Order EntryApplication- Customer Inquiry Transaction:
1 Inquires the customer database indexed by customer number
1 The customer number, if not directly known, isked up in a customer
directory
1 The output consists of customer name, ship to and bill to address |@ossib
discounts and current credit
1 Conversational transaction. Data is stored in the SPA for further inquiry
I Cusbmer DatabasgCUSTOMRA) accessed
OE2 Order Entry TransactionCustomer Change:
1 Makes changes to the customer database
1 Mostly affects the root anskecond level address segment
1 Input consists of altered customer information from the customer inquiry g
1 Conversational transaction
I Customer Databag€USTOMRA) accessed
OE4 Order Entry TransactionParts Inquiry
1 Reads a list of part numbers and gitge® requested from inputting terminal
1 Makes inquiry into the status of each of these
1 Conversational transaction
1 Inventory database accessed
OE5 Order Entry TransactionParts Processing:
1 Makes actual updates to the inventory database when fillingdan and
producing an invoice
1 Updates the quantity on hand for each of the parts and crdaaekarder
entry if required
1 Also affects customer database, as order must be produced under approj
customer
1 Final step folOrder Entry conversational treactions
1 Output consists of terminal response and an invoice
1 Inventory and customer databd€&JSTOMRA) accessed
PS2 Production Specification ApplicationBill of Materials Transaction
1 Bills of Materials for design level components
1 Product ltem Masteaind Component Position Database accessed
PS3 Production Specification ApplicationLabor Operation/Incentive Standards for Partg
Transaction
91 Inquires the labor operations and incentive standards for a given part
1 Product Item Master Database accessed
SC2 Stock Control Applicatiori Receiving and Processifigansaction:
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1 Handles the receipt of ordered goods
1 Vendor and Inventory database accessed

SC6 Stock Control Application Supplier Delete Transaction:
1 Delete obsolete supplis from the Inventorglatabase
T I'nput is supplierds number and e

no longer any orders pending
1 Database maintenance function
1 Inventory Database accessed
TS1 Teller System Application Data Entry Transaction:
9 This is a HALDBtransaction that does inserts and deletes
I Customer Database (CUSTDA) accessed
Table 3 Full Function with HALDB Workload Transaction Description

4.1.3 Application - Workload Distribution

TheFF with HALDB workloaduses transactions with the followiegecution distributionfrom
TPNSas shown in Table d€elow.

Transaction Distribution
HR1 8.8
IT2 8.8
IT8 8.8
OE1 8.8
PS2 24.44%
PS3 22.22%
SC6 8.89%
TS1 8.8

Table 4: Full Function with HALDB Workload Transaction Distribution

OrderEntry (OE) transactions are conversational, Program to Program switch transactions. OE1
calls OE2 which initiates OE4 which finally calls OE5
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4.2 Data Sharing Full Function with High Availability Large Databaseand
Shared MessageQueuesWorkload

IMS provides the ability for mujtle IMS systems in a paralleysplex environment to share a

single set of message queues hel@anpling Facility (CF) structuresThelIMS SMQ uses the

Common Queue Server (CQ8)hich isa generalized server that mgea objects on CF

structures, such as list or message queue structures. CQS receives, maintains, and distributes data
objects from shared queues on behalf of its clients.

TheData Sharing Full FunctiodSFBH with HALDB and SMQcontainthe samd-F databaes
and transawons described in sectidhl, however, it uses IMShared geues (vs. local queues)
for its message processing.

The workload performs updates to a variety of OSAM and V3A\latabases and uses
Internal Resource Lock ManagéR[ M) asthe data sharing lock manag@éhe databases were
defined toDatabase Recovery Contr@BRC) using block level data sharing (SHAREL{B))
to support data sharing for tBeSFF with HALDB andSMQ workload.

4.2.1 Database Description

The DSFFwith HALDB and SMQworkloadconsiss of the samealatabaseasdescribedn
section4.1.1

4.2.2 Application - Transaction Description

The DSFFwith HALDB and SMQworkloadconsiss of thesame transactioresdescribedn
section4.1.2

4.2.3 Application - Workload Distribution

The DSFFwith HALDB and SMQworkloadrunsthe saméransactiordistributionsasdescribed
in Table 4in section 4.1.3.
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4.3 Fast PathBanking Workload

FPdatabases and message processing provide high performance processing iravailghl
data environmetrfor IMS applications. The FPabking workload represents application
functions that might comprise the high volumelime workload ina credit card environment. Its

capabilities include credit card validation, credit limit check, debit/credit account, and lost/stolen

card reporting.

This section provides details about the database description, application toassacid
workloadtransactiondistribution

4.3.1 Database Description

The FPbanking workload consists of thrdeast Path Data Entry Databases (DERBYescribed
in Table Sbelow.

Database Database Overview
Name
ACCTA The Account Database (DEDB) is a customer account databatgning general information.

An ACCTA record is corposed of the following segments:

I ACCTINFO (root segment) Contains information for account information. Major fiel
include account numbgecredit limit, and used credit

1 ACCTCUST (direct dependesegment) Contains information for account customer.
Maijor fields include customer name and address

1 ACCTACTV (direct dependent segmentlontains information for account activity.
One ACCTACTYV segment instance exists for every debit/credit against amacc
Maijor fields include the amount of the debit/credit, store code number, and date of
transaction

This database consists of 480 DEDB Area Rats.
The following is a graphical view of the database layout:
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— MACCTINFO
Length: 52 bytes
Bl ACCTHO
B LIMIT
5 USED
E5 cASH
5 EXPIRE
& EXCODE
E5 RESERV
e
I l |
— ACCTACTV — ACCTCUST
Length: 25 bytes Length: 122 bytes
E& DATE B NAME
B REFNO B3 ADDR
B8l STORKEY E& PHOME
Bl AMOUNT EE LICNO
il e

EXCEPTA | The Exception Card Databad@EDB) is an exception card database containing records for I
stolen, or otherwise invalid cards. This database is periodically maintainduhépfivith
EXCADD cards plus other updates. An EXCEPTA record consists of the following segmen
1 EXCECARD (oot segment) Contains information for exception card. Major fields
include account number, customer name, and number of attempted uses
This database consists of dDEDB Area Dataset.
The following is a graphical view of the database layout:
- EXCECARD
Length: 52 bytes
=L ACCTNO
E5 COUNT1
55 NAME
E5 EXCODE
&S5 EXCADD
&5 RESERV
STOREDB (St ore Database (DEDB) is a database cont
A subscribing to the credit card service. A STOREDB record consists of the following segme

1 STORE (root segment)Contains information for store and about the disthinent.
Major fields include store code number, store name, and number (by type) of each
transaction invoked

This database consists of 16 DEDB area dats.
The following is a graphical view of the database layout:
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— STORE
Length: 40 bytes

Ll STORKEY
G5 COUNT1
G COUNTZ2
B3 COUNT3
B3 STORMAME

r

Table 5 Fast Path Workload Database Description

4.3.2 Application - Transaction Description

The FP bankingvorkload rurs a mix of transactions in anlore credit card environment
executingead, replace, and insert calls.

TheFP bankingvorkload includes four unigutransactions with varying levels of processing.

All transactons run in IFRregionsand areg=Ponly; that is, they arEP Expedited Message
Handler (EMH) messages andly acces$-P DEDBs The transactiondo not access arfiyf
DL/I databases or issue tsaato the IMS message queUdie transactions provide anlioe
update capability with full integrity and recoyemcilities for both theDEDBsand the~P output
response messages involved. Each transaction starts withyae/put message and replies
with an 83byte output message. The application is written in COBOLcantpiled with
COBOL V4R2

The IMS transactions CCCK, @K, DEBIT andCREDIT would normally be issued by
establishments subscribing to the credit
store record keep a tally of the number of DEBIT &@REDIT transactions issued. Tale
provides an overview of the processing doneagh of these transactions.

Transaction Name Transaction Overview
CCCK Credit Card Authorization Check
1 Search the Exception Card database to see if this card has been reported g
stolen
1 If necessary, also search the Added Exception Gatabase
T I'f the card was found, update the
record
1 Increment the transaction count in the Store Database
T Return a message indicating the o1}
Afaut hori zati cequedirgelietdd) t o t he
Note: Usually there is no I/O since most cards are in good standing and the Add
Exception Card database will not need to be searched. The vast majority of
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transactions processed will st o purnedt
in last bullet point.

CLCK

Credit Limit Check

1 Fetch the Account Database root and check the transaction amount agains
available credit

1 Increment the transaction count in the Store Database

1 Return a message authorizing or denying the purdioatbe requesting client

DEBIT/CREDIT

Debit/Credit:
- Fetch the Account Database root and update the balance
- Insert a direct dependent under this root to journal the account activity
- Increment the transaction count in the Store Database
- Return Atomptetedbomessage to theg
Note: Each transaction requires DEDB read and an DEDB write.

Table 6 Fast Path Workload Transaction Description

4.3.3 Application -

Workload Distribution

The transactions in tHeP banking workloadchave the following executionstributions as
shown in Table Delow.

Transaction Distribution
CCCK 33.3%4%
CLCK 33.34%
DEBIT 16.66%

CREDIT 16.66%

Table 7: Fast Path Workload Transaction Distribution

4.4 Batch Message Processinganking Workload

The BMPbankingworkload performs extensive sequential updatédPtdatabases simulating
endof-day bank account batebconsolidatiorio a DEDB account database with 85,142

segments
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4.5 Customer Information Control SystemIMS DBCTL Workload

The Customer Information Control System (Cl@@nsaction server workload was testisthg
the followingIMS databases

1 CICS FF (retail/warehouse) workload as described in section 4.1

1 CICS FP (banking) workload as described in section 4.3

The CICSFF workdoaduses transactions with the following execution distributiGshawn in
Table 8below. This workloadaverages about 17 DL/I calls per transaction.

Transaction Distribution
HR1 10%
HR2 10%

IT2 10%
IT8 10%
PS2 25%
PS3 25%
SC2 5%
SC6 5%

Table 8: CICS Full Function Workload Transaction Distribution

The CICS FP workloadses transactions with the following execution distributiansheown in
Table 9below.

Transaction Distribution
CCCK 25%
CLCK 25%
DEBIT 25%

CREDIT 25%

Table 9 CICS FastPath Workload Transaction Distribution
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4.6 z/OS Connect Enterprise EditionIMS Service Provider Workload

The IBM z/OS Connect Enterprise Edition (zCHE)S Service Provide(SP)is an integrated

solution that erfales developerstomergpeu s i ness applications into t
cloudand hybrid cloudgpplication ecosystems. IM&Pcombines IBM and industry state of the

art technologies to deliver a performant, intuitive solutiordfgining services and APIs to

access your IM@&ssets using industry standard REST technology

ThelM S Service Provider consiststbfee major components:
1 I1BM zCEE
T IMSSP
1 z/OS Connect EE API toolkit

Each of these components integsaseamlessly to provide a fast aeliable experience for
developerss they build applications fonobile and cloud use cases where speed to market is
critical.

Thisworkload focuses on stressing the II@Bcode and consists of message only transactions
without any database activity.

4.6.1 Application - Transaction Description

The workload consists @ messagenly transactions with transaction codes VARTX001 to
VARTXO025. All transactions run iMPPregions. Figure 4hows the transaction attributes from
issuing IMS command /DIS TRAN ALbeow.
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TRAN CLS ENQCT QCT LCT PLCT CP NP LFP SEGSZ SEGNC PARLM RC
VARTXO0O01 1 65535 €553 1 1 1 0 0

VARTXOO02 2 653333 63335
VARTX003 3 65535 6£5535
VARTXOO04 4 653333 63335
VARTX005 3 65535 6£5535
VARTXOOG & 653333 63335
VARTX007 T 65535 6£5535
VARTX008 8 65535 6£5535

VARTX00S 9
VARTX010 10
VARTX011l 11
VARTXO012 12
VARTX0132 13
VARTX014 14
VARTX015 15
VARTX0lE 16
VARTX017 17
VARTX018 18
VARTX019 19
VARTX020 20
VARTX021 21
VARTX022 22
VARTX023 23
VARTX024 24 65535 65535
VARTX025 25 0 €5535 65535 1 1

Figure 4: IMS Service Provider Workload Transaction Attributes
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4.6.2 Application i Message Structures

The application was designed to receive and return messages with variable lengths based on the
i ncomi ng mes s alfpeedatuatibns ighls daper fdsad ersalfO message size of
1KB only. The I/O messages contain simple character fields

The IMSSPprovides data transformation between JaeaptObjectNotation (JSONpandthe

binary formathat the IMS transaction expects. This iméosing message metadata imported
from COBOL copybook®r PL/I includes. At runtime, the data and message metadata structures
are dynamically inspected and converted.

4.6.3 Application i Workload

A standalone Java application was used to drive the workloaskhgingREST requestacross
several threads to simulate multiple cliefitee ®rvices are invoked by sending HTTPS PUT
requests and each request contains a JSON payload of the input transaction message.
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4.7 Java Mesage ProcessinyVorkload

JMP regions arsimilar to MPPregions excepthey scheduldava programsather than native
applications such as COBOL or PLIth the PSB source associated with the Java program, the
option LANG=JAVA must be specified. A IMP application is started wheretis a message in

the queue for the JMP application and IMS schedules the message to be processed. JIMP
applications, like MPP applications, are executed through transaction codes submitted by users at
terminals and from other applications. Each trangacode represents a transaction that the

JMP application processes.

This section provides details about the database description, application transactions, and
workload distributions.

4.7.1 Database Description

TheJMPworkload consists dfix databasedescribed below in Tabl&0.

Database Database Overview
Name
ACCOUNT | The Account Database a customer account database containing general informiatbamtains
one root segment
1 ACCOUNT (root segment)Contains information foall customer accouatMajor
fields includeAccountID, Account type, Balancend Last transaction 1D
The following is a graphical view of the database layout:

| DBD name: ACCOUNT | Database access method:(HDAM,0SAM) |

— ACCOUNT
Length: 25 bytes

1 ACCID
B3 ACCTYPE
50| BALANCE

=0l LASTTXID

e

ACCTYPE | TheAccount TypeDatabaseecordsall types of accounts in the account databalecontains
one rootsegment
1 ACCTYPE (root segment)Contains information fothe type of customer account
Major fields includeCodeand Description of the account
The following is a graphical view of the database layout:
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| DBD name: ACCTYPE | Database access method:(HDAM,0SAM) |

— ACCTYPE
Length: 21 bytes
F-1 CODE
&0 DESCRIPTION
R

CUSTOME
R

Customer Database a database containing a recorddthicustomerslt contains one root
segment:
1 CUSTOMER(root segment) Contains information foall customersMajor fields

includecustomer ID, Last name, First name, Address, City, State, Zip code,,Phong
Status, Paswvord Customer type, and Last login
The following is a graphical view of the database layout:
| DBD name: CUSTOMER | Database access method:(HDAM,0SAM) |

— CUSTOMER
Length: 279 bytes

£l CUSTID

=0| LASTNAME

50| FIRSTNAME

50| ADDRESS

B3 CITY

=0 STATE

=0l ZIPCODE

=0 PHONE

B STATUS

50| PASSWORD

B0 CUSTOMERTYPE

=0| LASTLOGIN
A,

CUSTTYPE

The Cwstomer Type Database recoalbtypes of customers in the customer databal$eontains
one root segment:
1 CUSTTYPE (root segment)Contains information foall customer typedMajor fields

includeCustomer code and Description
The following is a graphical view of the database layout:
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| DBD name: CUSTTYPE | Database access method:(HDAM,0SAM) |

= cusronmqu
Length: 21 bytes

F=1 CODE
=0 DESCRIPTION
A

CUSTACCS

The Customer Aaaunt Segment Database recoatidypes of customers in the customer accoy
databas. It contains one root segment:
I CUSTACCS(root segment) Contains information foall customer account$/ajor
fields include CustomdD, Customeraccount ID, and Account number
The following is a graphicaliew of the database layout:
| DBD name: CUSTACCS | Database access method:(HDAM,0SAM) |

— CUSTOMERA
Length: 16 bytes

&= CUSTID

&3 CUSACCID

B ACCID

B3 ACCNUM
i

HISTORY

TheHistory Databaseecordsall types of customerdransactions, time, Transaction types,
Amount and Reference transaction lipgHistory databas. It contains one root segment:
1 HISTORY (root segment) Contains information foall transactionsMajor fields
includeTransactioriD, Time, Transadébn type, amount and Account ID
The following is a graphical view of the database layout:
| DBD name: HISTORY | Database access method:(HDAM,05AM) |

— HISTORY
Length: 56 bytes

2 TXID

50| TIME

=0 TRANSTYPE
S0 AMOUNT
E0| REFTXID
B3 ACCID

il

Table 10 JMP Workload Database Description
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4.7.2 Application - Transaction Description

TheJMP workload runs a mixf transactiongn an oriine credit card environmemixecuting
read, replace, and insert calls.

The IMS transactionsBTRAN, FBLOGIN, FBLOGOUT, FBACSUM, FBGCUDAT and
FBSCUDAT are issued by establishments doing credit, account inquiries, loggamg logging
out a customeifTablel1l provides an overview of the processing done by each of these
transactions.

Transaction Name Transaction Overview

FBTRAN Friendly Bank Credit obebit Check

1 Fetch the Account Database root and check the transaction amount agains
available credit

1 Insert a record andhcrement the transaction count in thistory Database

1 Update Account Summary and balance

FBLOGIN Friendly Bank Account Login

1 Perform bgin for customer IDinto the account, verify password match and
check if already logged on

1 Update last login information

FBLOGOUT Friendly Bank Account Logout

1 Perform logoufor customer IDfrom the account

1 Update customer status

FBACSUM Friendly Bank Account Summary
1 Fetch thecustomer account informati@ummarylike balance, account type an
account ID
FBGCUDAT Friendly Bank Get Customer Data

M Fetch the customénformation like first name, last name and address

Table 11 JMP Workload Transaction Description

4.7.3 Application - Workload Distribution

The transactions in thdMPworkload have the following executiomstributions as shown in
Table 12below.

Transaction Distribution
FBTRAN 33.33%
FBLOGIN 16.67%0
FBLOGOUT 16.67%0
FBACSUM 16.66%
FBGCUDAT 16.67%0

Table 12 IMP Workload Database Ostributio n
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5 MeasurementMethodology

ThelBM Z performance evaluation cycle includesiningperformance workloads described in
section 4 aboven bothz14 andz13.Both systems wereonfigured using similasoftware and
otherhardwareconfigurationcomponents including

1 Logical Partitions (LPARS)

1 GeneraPurpose Enging$Ps) andSystem z® Integrated Information Processors
(zIIP9

1 DASD Channel Paths

1 LPAR memory

The performancesvaluation cycles shownin Figure 5below,whereatestenvirorment is
created ocustomized foa specific measurement, performance tests aranddata is
analyzedAll testing wasdone inan isolated and stable environmémproduce consistent and
repeatable performance measurement results.

-

Create/Customize
environment

Stress/Measure

Analysis

Figure 5: IBM Z Performance Evaluation Cycle
The performance test environment fack measurement evaluatidescribed in this paper

involvesa specific system configuration as te tiumber of LPARSGPs andSpecialty Engines
(e.g.zlIP9) that were active.
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Thesystemconfiguration is documented in the introductmfread measurement evaluation and
keptconstanivhen comparing z14 against3.

A series of scaling tests were niancompare z14gainstz13 at various CPU percent busy values
ranging from 10% to 80%-or each workloadB0% (+f 1%) CPU busy measurements were
used to compare the z14 with z13.

5.1 Pre-MeasurementProcedure

The following generic procedure was used to setup the measurenvinoinmenbeforethe
start ofthe measurement proceduremparingz14 against13:

1. Restore the IMS database dagds

2. AllocateIMS system dataets including Online Log Datets(OLDS), Write Ahead
Datasets (WADS) and Recovery Control Datts (RECONS)

3. Initialize IMS RECONSs for database recoverability

4. Start Structured Call Interface (SCI), Operations Manager (OM) and IRLM
5. 1nitialize and 6Cold Starto | MS

6. Start the MPP/IFBMPregions depending on the measurement

7. Start other workloadpecific address spaces (e.g., IMS Connect, C&RS as required

5.2 Measurement Procedure

After the databases are restored and environment is initialized, the follgamegicsteps were

taken to measure the performanceaspecific workloadrunning on eithethez14 or z13The
measurement procedure captures key performance data about the overall z/OS system as well as
data specificd IMS. The following procedure wassed to capture ghmeasurement:

1. Initialize and start allava drivers of PNS networks to begin drivingansaction
requests through IMS Connect over TCP/IP socket connedaiatisectly to IMS using
SNA
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2. Ramp up the workload by adjusting the number of users for Javasdovdecreasing
the O0think timed (think time specifies the
each transaction invocation) for TPNS networks

3. StartResource Management FaciligNIF) Monitor | T Two minute RMF intervals were
used

4. Start RMF Monior Ill i Two minute RMF intervals were used
5. Issue the /ISWITCH OLDS command to force an IMS OLDS switch

6. Issue the /CHECKPOINT STATISTICS command to request that IMS performance
records be created and written to the IMS log

7. Wait for two minutes

8. Issue the /ICHCKPOINT STATISTICS command to request that IMS performance
records be created and written to the IMS log

9. Issue the /ISWITCH OLDS command to force an IMS OLDS switch

10. Quiesceand stopghe TPNS networker Java drivers

5.3 Post MeasurementProcedure

After complding the measuremerthe following generic steps wereealsto captur¢he
performance dateo compae z14 against13.

1 Runthe SMRlump program to allow for post processing

1 Run RMF post processing against the dumped SMF data to produce various RMF reports
detailing z/OS system activity

1 Run IMS Performance Analyzer (IMSPA) against all of theSIRILDS processed
between step &nd 10of section5.2 to produce various reports detailing IMS activity

5.4 Measurement Metrics and Analysis

The results oéachperformance evaluation incluseanydifferentdata pointdrom:

1 RMF providinginformation about z/OS and hardware resources such as CPU utilization,
menory consumption, and I/O rates
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1 IMSPA providingIMS internal statistics such as transaction rate, loggirey aaid latch
contention rates

All of this data is captured and saved fisiure research and analysis

There are someasic metrics that apply stmost all workload reasurements comparing IBM Z
processors ashown in Table 1Below.

Metric

Description

CPU % Busy

The arerage percent busy across ahgral CB on an LPARJIuring the measurement
interval

zIIP % Busy

The average percent buagross all zIIB, if applicable,on an LPAR during the
measurement interval

Total LPAR %
Busy

The average percent busy acrosgiafieral CPs andIPs on an LPAR during the
measurement interval

ETR (Tran/Sec)

External Transaction Rate the observed average transaction rate in transactions per g
(TPS) over the measurement interval captured ffRMF report

ITR Internal Transaction Rate a projection of the observed transaction rate (ETR) to what
transactiorrate would be if the processaxgre running at 100% @Pbusy, assuming lineg
scaling.

ITR wascalculated by dividing ETRy CPU % Busy

Total IMS The total IMStransactionmesponse time frorthe IMSPA report

Response

Time (Ms)

Total General
CPU es/Tran

The total CPU microseconds spent per transagtescalculated usinghe following
formula:

(Numberof CPs *CPU % Busy * 1000000/TR

Total zIIP
es/Tran

The total CPU microseconds spent per transactionl|Pwascalculated usinghe
following formula:

(Number of zlIPs* zIIP % Busy * 1000000ETR
Forthe SMT scenarigthe total CPU microseconds spent per transactionl|Pwas
calculated using the following formuladluding Avenge Thread Density (AVG TD). AVG

TD indicates howmany threads were activa average when the processor was busy.

(Number of zIIPs* zIIP % Busy * AVG TD * 1000000 TR

Total IMS CPU
Service Time (S)

The amount of CPU time consumed by the procedsol IMS address spaceaptured
from theRMF report.IMS address spaces includerg@rol region, /I region DBRC
region, SCI, OM and IRLM.

It is reported on a per transaction basis by dividing the total CPU service time consurm
during an interval by the number of transacs processed in thatterval.

IMS Connect The amount of CPU time consumed by the procestotheIMS Connect address space
CPU Service captured frontheRMF report
Time (s)
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It is reported on a per transaction basis by dividing the total CPU service time consunm
during an interval by the number of transactions processed in that interval

Dependent
Regiors CPU
Service Time (S)

The amount of CPU time consumed by the processors fodiépBndent regioaddress
space captured frothe RMF report.

It is reported on a per transaction basis by dividing the total CPU séniee€onsumed
during an interval by the number of transattigprocessed in that interval

zCEE CPU
Service Time (S)

The amount of CPWime consumed by the processdéos thezCEE address spacaptured
from theRMF report.

It is reported on a per transactibasis by dividing the total CP§&krvice time consumed
during an interval by the number of transactions processed in that interval

zZCEE or JMP
zIIP Service
Time (s)

The amount of zIIP time, if applicable, consumed by the processorsld®dh captured
from theRMF report.

It is reported on a per transaction basis by dividing the total zIIP service time consumg
during an interval by the number of transactions processed in that interval

Forthe SMT scenario, the total CPU microsecongerg per transaction on zliffas
calculatel using the following formula includingP APPL % from RMF reportlP APPL
% indicatesan estimated value of what zIIP time would have been without SMT active,

(IP APPL%* 10000/ETR

IIP APPL% (or zIIP service time) is an estimated value tryingrégect what zIIP time
would have been without SMT activiés accuracy is dependent on sufficient samples of
data when 1 and 2 threads are active. For low utilized zIIPs and/or for low AVG TD th
value may not be accurate

CQS CPU
Service Time (S)

Theamount of CPU timeonsumed by the processdos the CQS address space, if
applicable, captured from the RMF report.

It is reported on a per transactibasis by dividing the total CP&krvice time consumed
during an interval by the number of transactipmocessed in that interval

IXLOGR CPU
Service Time (S)

The amount of CPU timeonsumed by the processdos thez/OS Logger (IXGLOGR)
address space, if applicable, captured from the RMF report.

It is reported on a per transactibasis by dividinghe total CPUservice time consumed
during an interval by the number of transactions processed in that interval

Number of The number o£/OS Logger offloads, if applicable, captured from the RMF report.
Offloads

Avg. CSA Below | Theaveragausage of Key tommon storage below 16MB frotine RMF report
16MB Key 7

Avg. CSA Above | Theaveragaisage oKey 7common storage above 16MB fraire RMF report
16MB Key 7

Avg. LSQA The average usage of private LSQA storage below 16MB fheRMF report
Private

Avg. LSQA The average usage of extended private LSQA storage above 16 MBh&&NF report
EPrivate

Avg. USER The average usage of private USER storage below 16 MBtfreRMF report
Private
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Avg. User
EPrivate

The average usage of extended private USER storage above 16 M@ &RiMF report

Table 13 Performance Metrics for IBM Z ProcessorComparison

The IMS Shared

Queuesetrics were calculated using both LPARs phata sharing

environment as shown in Takld below.

Combined Metric

Description

Avg. CPU % Busy

The average percent busy acrtgs LPARsduring the measurement interval

es/ Tr an

Total ETR The sim oftheaverage transaction ratie transactions per second (TRi)ingthe

(Tran/Sec) meaurement interval captured from tR&F reporton both LPARs.

CombinedITR The combinedTR during measuremeiriterval calculated by dividing Total ETR with
Avg. CPU % Busy

Average Total Theaverageof total IMStransactionmesponse time frorthe IMSPA repors on both

IMS Response LPARs.

Time (ms)

Combined The total CPU microseconds spent per transaction calculatedtbsiiofjowing formula:

General CPU

(Sum of total number of CPs on both LPARAVg. CPU % Busy * 1000000)btal ETR

IMS CPU Service
Time (s)

The sum ototal CPU time consumed by the processors for all IMS address spaces
captured fronthe RMF report orbothLPARS.IMS address spaces include Control regi
DL/l region, DBRC region, SCI, OM and IRLM.

It is reported on a per transaction basis by dividingstima oftotal CPU service time
consumed during an interval by the sum of total number of transactoresged in that
interval on both.PARs

IMS Connect
CPU Service Time

(s)

The sum ofotal CPU time consumed by the processorsti@lMS Connect address
spaces captured frothe RMF report orboth LPARS.

It is reported on a per transaction basis by dividingstima oftotal CPU service time
consumed during an interval by the sum of total benof transactionsrpcessed in that
interval on both_.PARs.

Dependent
Regions CPU
Service Time (S)

Thesum oftotal CPU time consumed by the processordft® dependent regioaddress
space captured frotheRMF report on both LPARs.

It is reported ora per transaction basis by dividing #em oftotal CPU servicéime
consumed during an interval by thigm of totahumber of transactions processed in tha|
intervalon both LPARS

CQS CPU Service
Time (s)

Thesumof total CPU time consumed by the processorgfi@eCQS address space
captured fronthe RMF reporton both LPARs

It is reported on a per transaction basis by dividingstima oftotal CPU service time
consumed during an interval by thiem of totahumber of trasactions processed in that
intervalon both LPAR.

IXGLOGR CPU
Service Time (S)

The sum of total CPU time consumed by the processors faf@& Logger (IXGLOGR
address space captured from the RMF report on both LPARSs.
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It is reported on a per transaction basis by dividingstima oftotal CPU service time
consumed during an interval by thiem of totahumber of transactions processed in thaj
intervalon both LPARs.

Total Number of | The totalnumber of z/OS bagger ofloads on both LPARs.

Offloads

Table 14 Performance Metrics for Shared Message QueusSomparison

ITR is one way of comparing the processor efficiency of B Z processors usinthe same
softwareenvironmentlTR normalizes the observed transaction tatéheenginecapacity of the

machinel t essentially answers the question fAassul
CPU usage, what is the maximum transaction rate possible on this parfiatdware

configuration (i.ewhen CPUpercent bisy is 100%9) .

Note that ITR does not take into considerations other possible bottlenecks besides CPU (for
instance, 1/O, latch contention, lock contention) that could further limit the theoretical maximum
transaction rate.

When comparing two different Z processarnningthe same software configuration, IMS
workload,and running at similar total CPU utilizatiaie processor with a larger ITR value is
generally more efficient in terms of CPU consumed per transadfiomparisons areonsidered
equivalent in th8 document wherthe ITRdifferenceis within +/-1%.
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6 zl4Performance

6.1 Introduction

ThelBM Z platformhas beenevolvingwith enhancement® supporthe demand for smarter
solutions thatdverage large volumes of data alediver 24x7 availabilityscalability, and are
designed wittsecurityin mind.

Thezl3enhanced the platform core capabilitiesefficient and trusted cloud systems. Th& z1
introduced SMTwhich allowsfor simultaneous execution of two threads in the same zIIP or IFL
core, dynancally sharing processor resources for efficient utilization of core and increased
capacity

Thezl4improved uponts predecessor further with even higher capacity, processing power
second generatid®BMT and support foefficient pervasive encryption without any application
changewhile maintaining core workload strategies of data serving and transaction processing.

This section describes theerformance evaluatiom®mpaing z14 againsz13 usinghe
following IMS workloads

Full Function with HALDB

Data Sharindg-ull Functionwith HALDB andShared Message Queues
Fast PatlBanking

Batch Message Processing

CICS IMS DBCTL

z/OS Connect EBMS Service Provider

Java Message Processing

= =4 =4 -4 -8 _9 9

The ITR values for each of the specifypes of IMS workloads, except BMP, were used to
evaluate the general performance and CRidieficy of the newz14 against13.

The softwareconfiguration was kepgtonstanfor any giverpair of z14 andl3measurement
comparisonsAdditionally, other than the processor type (z13 vs z14), the hardware
configuration (e.g. the number of processors, I1/0 channels, DASD, LPAR memory) was also
kept constant for each pair of z14 and z13 measurements.

All of the workload evaluations wereecuted orthe followingmachineand environment
configurationsas shownn Table 15below.
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Hardware and Software Environment

Processor IBM z13Model 29647B9 (NE1) or IBM z14 Model39647E7 (MO5)
DASD IBM System Storage DS88
IBM 2/OS Operating z/OS \ersion2 Release 2
System

IBM Enterprise .

COBOL for 2/0S Version 4 Release 2

IMS IMS Version 14

z/OS Resource

Measurement Version 2 Release 2
Facility (RMF)

IMS Performance

Analyzer for z/OS Version 4 Release 3
(IMSPA)

z/OS Resource

AccessControl Version 2 Release 2
Facility (RACF)

Java Java 8Service Release 5

Table 15. Performance Evaluation Environment

6.2 Full Function with H igh Availability Large DatabasePerformance
Evaluation

FF databases support the full set of IMS database functions, and can be used in a wide variety of
IMS applications.

This evaluation usafe FFwith HALDB workload as described in sectidrl. The workload
consistaa mix of OSAM and VSAM with HDAM, HIDAM, PHDAM, and PHIDAM databases
using inventory, hotel, and warehottype transactions that perform read, replaeteteand
insert database calls.

The objective of th&F with HALDB evaluationwas to compare the ITR betweeld andz13
usingthe same software configuration with TCP/IP message protocols.

6.2.1 System Configuration- Full Function with H igh Availability Large
Database

The FFwith HALDB evduationwas executed on bo#i4 andz13configured in a two LPAR
configurationasshown in Figure 6
1 LPAR 1 hostdMS and IMS Connect 1#ith four General Purpose Engines
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1 LPAR 2 hosts TPNE8riving atotal of 4,000 IMS Connect clients via TCP/A#Ath ten
General Purpose Engines

z14 Model 3906 (M05) or z13 Model 2964 (NE1)

TCPR/IP

LPAR 1: z/0Ss 2.2 and IMS 14
4 GPs
XCF
1MS
P IMS
Connect
M PP
Regions

LPAR 2: z/05 2.2

10 GPs

TPNS Driver

Figure 6: Full Function with HALDB Environment Configuration

6.2.2 Evaluation Results- Full Function with H igh Availability Large

Database

Thez14 showed an improvement in ETR an® &t similar CPU usage ovet3 forthe FF with

HALDB workload Table 16shows the comparison betwezl¥ andz13

Full Function with HALDB Evaluation

IBM z13 IBM z14 Delta Delta %
CPU % Busy 80.11% 80.03% -0.08% -0.10%
ETR (Tran/Sec) 6012.12 6416.57 404.45 6.73%
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ITR 7504.83 8017.71 512.88 6.83%
Total IMS
Response Time 11275 11278 0.003 0.03%
(ms)
Total General ) ) 0
CPU es/ Tr 532.99 498.90 34.09 6.40%
e 35.95 33.11 2.83 -7.88%
Ti me/ Tr an
ICON CPU
Service Time/Tran 29.13 25.45 -3.68 -12.64%
(es)
P ClPL SEtm s 399.34 368.13 31.21 7.82%
Ti me/ Tr an
Common Storage Below and Above 16MB foAvg. Key 7
Avg. CSA Below 0
16M Key 7 (K) 260 260 0.00 0.00%
Avg. CSA Above ) 1010
16M Key 7 (M) 19.90 19.0 0.20 1.01%
Private Storage IMS Control Region
Avg. LSQA o
Private (K) 596 596 0.00 0.00%
Avg. LSQA o
EPrivate (M) 13.3 13.3 0.00 0.00%
(Alg’)g' SEIERIPIED 2274 2260 -14.00 0.62%
Avg. USER o
EPrivate (M) 74.90 7170 -2.60 -3.50%
Private Storage IMS DL/l Region
Avg. LSQA 0
Private (K) 1952 1952 0.00 0.00%
Avg. LSQA 0
EPrivate (M) 11.7°0 11.90 0.20 1.71%
'(L\lé’)g' ISR 704 704 0.00 0.00%
Avg. USER 0
EPrivate (M) 267 267 0.00 0.00%
Private Storage IMS Connect Region
Avg. LSQA 0
Private (K) 360 360 0.00 0.00%
Avg. LSQA
EPrivate (M) 14.20 14.20 0.00 0.00%
?}X)g' USERPrivate 56 56 0.00 0.00%
Avg. USER 0
EPrivate (M) 247 248 1.00 0.40%

Table 16 Full Function with HALDB Evaluation Results
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A series of scaling testgere run to comparel4 againsg13 atvarious CPU percetusy
values Figure 7showsthe ITR vs transain rate comparison and FiguresBowsthe IMS
response time vs transaction ratenparisonFigure 9shows the CPU percebtisy vs
transaction rateomparisordemonstratindower CPU usagdor z14 at various transactioates

The FF with HALDB workload ornz14 showed the following improvements over IBM z13:
Up to6% ITR improvement foel4ascompared t@13

Improved IMS transactioresponse time inl4

Reduction in totalMS CPU servicdime per rarsaction inz14

= =2 2 A

Lower CPU usagdor z14 compared tal3

Figure 7: Full Function with HALDB ITR vs Transaction Rate Comparison Results
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