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Abstract 

 

This paper presents the performance characteristics of IBM® z14Ê (z14), the latest member of the 

Z® platform launched in September 2017. The IMS Performance Evaluation Team at IBM Silicon 

Valley Laboratory evaluated z14 using IMSÊ Version 14 (IMS 14) and compared with the prior 

Z platform, IBM z13Ê (z13). These evaluations used different IMS workload types under similar 

software configurations. 

 

The z14 is designed for trusted digital experience that adds pervasive encryption capability with 

no application changes and supports business growth in the cloud era. IMS applications may 

benefit from many new features including high performance processors, increased cache density, 

improved micro architecture, pauseless garbage collection and second generation Simultaneous 

Multi threading (SMT).  

 

The z14 and IMS 14 offer a great combination of performance and security features for IT systems 

to keep up with their growing business needs originating from traditional or API economy 

workloads while keeping mission critical data safe from internal as well as external threats. 
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Note: Performance is based on measurements and projections using IMS benchmarks in a controlled environment. 

The results that any user will experience will vary depending upon many factors, including considerations such as the 

amount of multiprogramming in the user's job stream, the I/O configuration, the storage configuration, the amount of 

zIIP capacity available during processing, and the workload processed.  Therefore, results may vary significantly and 

no assurance can be given that an individual user will achieve results similar to those stated here. Results should be 

used for reference purposes only. 

 

The test scenarios (hardware configuration and workloads) used in this document to generate performance data are 

not considered óbest performance caseô scenarios. Performance may be better or worse depending on the hardware 

configuration, data set types and sizes, and the overall workload on the system. 

 

The information contained in this document has not been submitted to any formal IBM test and is distributed on an 

ñAS ISò basis without any warranty either expressed or implied. The use of this information or the implementation of 

any of these techniques is a customer responsibility and depends on the customerôs ability to evaluate and integrate 

them into their operational environment. While each item may have been reviewed by IBM for accuracy in a specific 

situation, there is no guarantee that the same or similar results will be obtained elsewhere. Customers attempting to 

adapt these techniques to their own environments do so at their own risk. 

 

The information in this paper provides only general descriptions of the types and portions of workloads that are eligible 

for execution on Specialty Engines (e.g, zIIPs, zAAPs, and IFLs) ("SEs"). IBM authorizes customers to use IBM SE 

only to execute the processing of Eligible Workloads of specific Programs expressly authorized by IBM as specified 

in the ñAuthorized Use Table for IBM Machinesò provided at  

http://www-01.ibm.com/support/docview.wss?uid=isg3T1025368. No other workload processing is authorized for 

execution on an SE. IBM offers SE at a lower price than General Purpose Engines/Central Processors because 

customers are authorized to use SEs only to process certain types and/or amounts of workloads as specified by IBM 

in the AUT.  

 

The information provided in this paper was obtained at the IBM Silicon Valley Laboratory and is intended for 

migration and capacity planning purposes.  
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1 Introduction  

 

The z14 is a high performance, reliable, and secure platform. It delivers advanced capabilities to 

help integrate data and transactions more securely. The z14 has the same proven reliability that all 

IBM Z platforms are known for. 

 

The z14 provides the following enhancements over its predecessor, the z13: 

¶ Improved pervasive encryption capability 

¶ Additional compute power for increased throughput 

¶ Large-scale memory to process data faster 

¶ Industry-unique cache design to optimize performance 

¶ Accelerated I/O bandwidth to process massive amounts of data 

¶ Data compression to economically store and process information 

¶ z/OS HiperDispatch optimizations 

¶ COBOL, PL/I and z/OS 2.3 XL C/C++ Compiler enhancements 

¶ SMT enhancements 

¶ Pause-less garbage collection for Java 

 

The z14 is designed as a strategic asset to support digital transformation, create a strong cloud 

infrastructure and expose back-end services through secure Application Programming Interfaces 

(APIs) to open private, public and hybrid clouds. The IMS applications can be exposed as secure 

RESTful APIs with the z14 providing the infrastructure to support growth of mission-critical 

workloads on the cloud.  

 

Enterprise customers may be constantly challenged with data breaches. Enabling encryption 

through application code is not a simple task and requires a huge investment. Customers are 

required to encrypt client data through data security and regulatory compliance such as the new 

General Data Protection Regulations (GDPR) policy in Europe. The z14, along with operating 

system software support in z/OS 2.2 and above, provides a simple approach to enable pervasive 

encryption of data in-flight and at-rest while substantially reducing maintenance and hardware 

costs associated with protecting data and achieving compliance mandates. 

 

Overall, the z14 provides the following value proposition to Z clients for encryption: 

¶ Ability to encrypt data by policy without any application change 

¶ Granular encryption without significantly affecting system performance 

¶ Simplifies ability for clients to pass audits 

 

IMS 14 along with the z14 is a state of the art data and transaction system that offers a fast and 

scalable enterprise system, designed with security in mind, with a tried-and-true architecture to 

support workload growth. 
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2 Executive Overview 

 

The z14 performance evaluations using IMS 14 demonstrate the latest release of the IBM Z family 

has the potential of improving CPU efficiency and performance (depending on the environment 

and configuration). The z14 may reduce the hardware cost of encryption due to faster cores and 

improved speed of Central Processor Assist for Cryptographic Functions (CPACF) instructions 

while maintaining core workload strategies of data serving and transaction processing. 

 

While performance in specific production environments will vary, results of IBM internal testing 

in a controlled laboratory environment revealed that the z14 is capable of performing as described 

below: 

                    

IMS Full Function Workload Performance: 

 

¶ The IBM z14, when running the IMS Full Function workload (1-way IMS, non-data 

sharing) on IMS 14, demonstrated as much as 6% increase in throughput at equivalent CPU 

as compared to the IBM z13.   

 

¶ The IBM z14, when running the IMS Full Function Shared Queues workload (2-way IMS, 

data sharing) on IMS 14, demonstrated as much as 10% increase in throughput at 

equivalent CPU as compared to the IBM z13.   

 

¶ The IBM z14, when running the Customer Information Control System (CICS) IMS Full 

Function DBCTL workload (1-way IMS, non-data sharing) on IMS 14, demonstrated as 

much as 4% increase in throughput at equivalent CPU as compared to the IBM z13. 

 

IMS Fast Path Workload Performance: 

 

¶ The IBM z14, when running the IMS Fast Path workload (1-way IMS, non-data sharing) 

on IMS 14, demonstrated as much as 21% increase in throughput at equivalent CPU as 

compared to the IBM z13.   

 

¶ The IBM z14, when running the Customer Information Control System (CICS) IMS Fast 

Path DBCTL workload (1-way IMS, non-data sharing) on IMS 14, demonstrated as much 

as 3% increase in throughput at equivalent CPU as compared to the IBM z13.  

 

 

 

z/OS Connect Enterprise Edition IMS Service Provider Workload Performance: 
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¶ The IBM z14, when running the z/OS Connect Enterprise Edition (zCEE) with IMS 

Service Provider (SP) workload on IMS 14, demonstrated as much as 16% increase in 

throughput at equivalent CPU as compared to the IBM z13.   

 

¶ The IBM z14, when running the z/OS Connect Enterprise Edition (zCEE) with IMS 

Service Provider workload on IMS 14 using zIIPs, demonstrated as much as 15% 

increase in throughput at equivalent CPU as compared to the IBM z13 using zIIPs.   

 

¶ The IBM z14, when running the z/OS Connect Enterprise Edition (zCEE) with IMS 

Service Provider workload on IMS 14 using zIIPs with multi-threading (SMT) enabled, 

demonstrated as much as 18% increase in throughput at equivalent CPU as compared to 

the IBM z13 using zIIPs with SMT enabled.   

 

IMS Java Message Processing Workload Performance: 

 

¶ The IBM z14, when running the IMS Java Message Processing (JMP) workload on IMS 

14, demonstrated as much as 12% increase in throughput at equivalent CPU as compared 

to the IBM z13.   

 

¶ The IBM z14, when running the IMS Java Message Processing (JMP) workload on IMS 

14 using zIIPs, demonstrated as much as 10% increase in throughput at equivalent CPU 

as compared to the IBM z13 using zIIPs.   

 

¶ The IBM z14, when running the IMS Java Message Processing (JMP) workload on IMS 

14 using zIIPs with multi-threading (SMT) enabled, demonstrated as much as 12% 

increase in throughput at equivalent CPU as compared to the IBM z13 using zIIPs with 

SMT enabled.   

 

IMS Banking Batch Message Processing Workload Performance: 

 

¶ The IBM z14, when running the IMS Banking Batch Message Processing (BMP) 

workload on IMS 14, demonstrated as much as 11% reduction in elapsed time and up t 

21% reduction in task CPU time at equivalent CPU as compared to the IBM z13.   

 

IMS Full Function VSAM Encryption Performance: 

 

¶ The IBM z14, when running IMS Full Function VSAM only workload (1-way IMS, non-

data sharing) using encrypted data sets (VSAM database, Online Log Data sets) on IMS 

14, demonstrated as much as 21% increase in throughput as compared to the IBM z13 

using similar encryption. 

 

¶ The cost (additional CPU per transaction) to encrypt on IBM z13 was approximately 17% 

compared with the cost to encrypt on IBM z14 at approximately 3%. 
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IMS Data Sharing Full Function VSAM with Shared Message Queues Encryption 

Performance: 

 

¶ The IBM z14, when running the IMS Data Sharing Full Function VSAM only with 

Shared Queues workload (2-way IMS, data sharing) using encrypted data sets (VSAM 

database, Online Log Data sets, CQS Structure Recovery Data set, z/OS logger offload 

data sets for the CQS log stream, and CQS system checkpoint data set) on IMS 14, 

demonstrated as much as 15% increase in throughput as compared to the IBM z13 using 

similar encryption. 

 

¶ The cost (additional CPU per transaction) to encrypt on IBM z13 was approximately 10% 

compared with the cost to encrypt on IBM z14 at approximately 2%. 

 

Figure 1 shows a summary of the ITR improvements in z14 over z13 for all IMS workloads.  

 

 
Figure 1: IMS Performance Improvements in IBM z14 over IBM z13 
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3 Performance Environment Information 

 

This section explains the performance evaluation environment at Silicon Valley Lab including 

hardware and software specifications. 

 

3.1 Hardware Environment 

 
All measurements were conducted on the z14 Model 3906 (M05) and z13 Model 2964 (NE1) as 

shown in Figure 2 and Figure 3 respectively. 

3.1.1 z14 Processor  

 

The z14 processor is the newest member of the IBM Z  family that provides higher capacity, 

processing power, efficient pervasive encryption capability and micro architecture improvements 

compared to the z13 processor. 

 

The main features of the z14 technology include: 

  

¶ 14nm 17 metal layers technology node 

¶ 5.2 GHz system frequency 

¶ 10-core processor chip 

¶ 6-processor chips + 1-SC chips per drawer 

¶ 32 TB max memory capacity 

¶ 4-drawer 170 cores system max configuration  

¶ 192 GB Hardware System Area (HSA) 

¶ Levels of cache: 

¶ First-level cache (L1) private: 128 KB for instructions, 128 KB for data 

¶ Second-level cache (L2): 2 MB for instructions, 4 MB for data 

¶ Third-level cache (L3): 128 MB 

¶ Fourth-level cache (L4): 672 MB 
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Figure 2: IBM z14 Model 3906 (M05)  

3.1.2 z13 Processor  

 

The z13 processor is the prior IBM Z  family processor with improved processing power, fast I/O 

infrastructure and cache on the chip design compared to the IBM zEC12 processor. 

 

The main features of the z13 technology include: 

 

¶ 20nm 17 metal layers technology node 

¶ 5.0 GHz system frequency 

¶ 8-core processor chip 

¶ 6-processor chips + 2-SC chips per drawer 

¶ 10 TB max memory capacity 

¶ 4-drawer 141 cores system max configuration 

¶ 96 GB Hardware System Area (HSA) 

¶ Levels of cache: 

¶ First-level cache (L1): 96 KB for instructions, 128 KB for data 

¶ Second-level cache (L2): 2 MB for instructions, 2 MB for data 

¶ Third-level cache (L3): 64 MB 

¶ Fourth-level cache (L4): 480 MB + 224 MB NIC 

 

 

 

10% more capacity than z13 

32 TB max memory capacity 

5.2 GHz core processing speed 
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Figure 3: IBM z13 Model 2961 (NE1) 

3.1.3 Storage    

 

IBM System Storage® DS8000® series latest model DS8886 (16 FICON® channel paths) were 

used with 64 real volumes and 128 alias volumes per LCU using dynamic Hyper Parallel Access 

Volumes (HyperPAVs). The DASD volumes and paths for each measurement evaluation 

remained consistent for comparison purposes with the z13 and z14. 

3.1.4 Coupling Facility 

 

All measurements were performed with Internal Coupling Facilities (ICFs) with Coupling 

Facility Control Code (CFCC) level 21 for z13 and level 22 for z14.  

 

3.2 Software Environment 

 

Table 1 lists the software components and version level information below. 
 

Component Details 

IBM z/OS 
z/OS

®
 Version 2 Release 2 (5650-ZOS) 

IMS  IMSÊ Version 14 

IRLM  IRLM Version 2.3 (5635-A04) 

 

10% more capacity than zEC12 

10 TB max memory capacity 

5.0 GHz core processing speed 

 

 

5.0 GHz core processing speed 
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CICS CICS® Transaction Server for z/OS®, Version 5 

Release 2 connecting to IMS 14 Database Manager 

(DB) 

Workload Driver Teleprocessing Networks Simulator (TPNS), Version 3 

Release 5, Service Level 9711 

Java  Java 8 Service Release 5 

Table 1: Software Components and Version Levels 
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4 Workloads  

 

This section describes the IMS workloads used to evaluate the z14 performance by exercising 

various IMS code paths including: 

 

1. Fast Path (FP) 

2. Full Function (FF) 

3. Shared Message Queues (SMQ) 

4. Open Transaction Manager Access (OTMA) 

5. CICS IMS Database Control (DBCTL)  

6. Batch Message Processing (BMP)  

7. Java Message Processing (JMP) 

8. IMS Service Provider (SP) 

 

These workloads were used to simulate typical banking, warehouse, hotel, and inventory 

customer-like workloads doing read, replace, delete and insert calls. 
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4.1 Full Function with High Availability Large Database Workload 

 

IMS supports multiple forms of enterprise databases, so that various application requirements 

can be met by exploiting the database technology best suited for the userôs requirements.  

 

FF databases are accessed through Data Language Interface (DL/I) calls, and can be processed 

by application programs running in IMS dependent regions, CICS, z/OS WebSphere Application 

Server (WAS), DB2 Stored Procedures, and through the IMS Open Database Access (ODBA) 

interface. IMS dependent region types include:  

¶ IMS Fast Path Program (IFP) 

¶ Message Processing Program (MPP) 

¶ Batch Message Processing Region (BMP) 

¶ Java Message Processing Region (JMP) 

¶ Java Batch Processing Region (JBP) 

 

FF databases can store data using Virtual Storage Access Method (VSAM), a native z/OS access 

method, or Overflow Sequential Access Method (OSAM), an IMS-specific access method that 

optimizes the I/O channel program for IMS access patterns.  

 

A High Availability Large Database (HALDB) is a partitioned FF database that allows the 

grouping of FF database records into sets of partitions or replicates that are treated as a single 

database. 

 

This section details the database description, application transactions and the workload 

transaction distribution for the FF with HALDB workload.  

4.1.1 Database Description  

 

The FF with HALDB workload contains a mix of databases that are OSAM and VSAM with 

Hierarchical Direct Access Method (HDAM), Hierarchical Indexed Direct Access Method 

(HIDAM), Partitioned HDAM (PHDAM), and Partitioned Indexed HDAM (PHIDAM) 

databases.  

 

The workload contains 32 replicates. Each replicate consists of eight FF databases, 16 of which 

are OSAM replicates and the rest VSAM replicates. Table 2 shows an example of OSAM only 

databases below.  

 
Database Name Database Overview 

CUSTDA CUSTDA is a HALDB customer database containing information for customers. A CUSTDA 

record is composed of the following segments: 

¶ AMFROOT (root segment) ï Contains information for customer 

¶ Sixteen direct dependent segments containing dummy data  
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The following is a graphical view of the database layout: 

 

 

CUSTOMRA CUSTOMRA is a customer database containing information for the customer directory. A 

CUSTOMRA record is composed of the following segments: 

¶ CUST001 (root segment key) - Contains information for customer 

¶ ADDR002 (direct dependent segment key) - Contains information for address  

¶ ORCOND003 (direct dependent segment key) - Contains information for order 

conditions 

¶ ORDER004 (direct dependent segment key) - Contains information for order number 

¶ BORD0005 (dependent segment key) - Contains information for back orders 

¶ INV00006 (dependent segment key) - Contains information for invoice parts 

¶ OFLW0007 (dependent segment key) - Contains information for overflow parts 

The following is a graphical view of the database layout: 

 
INVENTRA INVENTRA is an inventory database containing information for all the orders and parts for the 

Stock Control application. A INVENTRA record is composed of the following segments: 

¶ IN010PAR (root segment key) - Contains information for parts 
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¶ IN020REO (direct dependent segment key) - Contains information for reorders 

¶ IN030ENG (direct dependent segment key) - Contains information for engineering 

¶ IN040SLQ (direct dependent segment key) - Contains information for secondary 

location quantity 

¶ IN050EOI (direct dependent segment key) - Contains information for EOI 

¶ IN070BO (direct dependent segment key) - Contains information for back orders 

¶ IN060SUP (dependent segment key) - Contains information for suppliers 

The following is a graphical view of the database layout: 

 
HOTELDBA HOTELDBA is hotel reservation database pertaining information for the hotel reservation for 

specific requests like accommodation type, dates and location. A HOTELDBA record is 

composed of the following segments: 

¶ HOTEL001 (root segment key) - Contains information for hotel 

¶ ACCOM002 (direct dependent segment key) - Contains information for 

accommodation type 

¶ AHOTL006 (direct dependent segment key) - Contains information for alternate hotel 

¶ RESRV003 (dependent segment key) - Contains information for reservations 

¶ DATE0004 (dependent segment key) - Contains information for date 

¶ ATYPE005 (dependent segment key) - Contains information for alternate type 

The following is a graphical view of the database layout: 
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ITEMACTA ITEMACTA is an item activity database containing information on receiving purchase order 

items, storage control and tracking material, as it moves through production operation units. A 

ITEMACTA record is composed of the following segments: 

¶ IA010ITM (root segment key) - Contains information for activity item number 

¶ IA020DTE (direct dependent segment key) - Contains information for activity date 

¶ IA060LOC (direct dependent segment key) - Contains information for location detail 

¶ IA080LNK (direct dependent segment key) - Contains information for purchase 

orders 

¶ IA070MOV (direct dependent segment key) - Contains information for move orders 

¶ IA040TRK (direct dependent segment key) - Contains information for track 

operations 

¶ IA030LOG (dependent segment key) - Contains information for activity log 

¶ IA050DIS (dependent segment key) - Contains information for disc material 

The following is a graphical view of the database layout: 
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EMPACTDA EMPACTDA is an employee activity database containing labor operations information for the 

employees, as the item is moved from one work station to another. A EMPACTDA record is 

composed of the following segments: 

¶ EMP00001 (root segment key) - Contains information for employee number 

¶ LAB00002 (direct dependent segment key) - Contains information for labor status 

The following is a graphical view of the database layout: 
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PRODMSTR PRODMSTR is a product item master database containing information for the product 

specifics. A PRODMSTR record is composed of the following segments: 

¶ PRODMSTR (root segment key) - Contains information for product master 

¶ PRODSTRC (direct dependent segment key) - Contains information for production 

structure 

¶ PRODSTWC (direct dependent segment key) - Contains information for production 

schedule 

¶ PRODLDTL (direct dependent segment key) - Contains information for product unit 

detail 

¶ LABOROPS (direct dependent segment key) - Contains information for labor 

operations 

¶ MATSPECS (direct dependent segment key) - Contains information for material 

specifications 

¶ GENNOTES (direct dependent segment key) - Contains information for general notes 

¶ IPYKOAL (direct dependent segment key) - Contains information for control 

¶ HISTORY (direct dependent segment key) - Contains information for history 

The following is a graphical view of the database layout divided into two graphics shown 

below: 
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COMPOSDA COMPOSDA is component position database containing information for the part numbers and 

their position data. A COMPOSDA record is composed of the following segments: 

¶ PAR00001 (root segment key) - Contains information for part number 

¶ POS00002 (direct dependent segment key) - Contains information for position data 

The following is a graphical view of the database layout: 
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DEPSUMDA DEPSUMDA is a department summary database containing information for the home 

department and work center. A DEPSUMDA record is composed of the following segments: 

¶ DEPT0001 (root segment key) - Contains information for home department 

¶ LINK 0002 (direct dependent segment key) - Contains information for work center 

The following is a graphical view of the database layout: 

 
VENDORDA VENDORDA is a vendor database containing information for all the vendors. VENDORDA 

record is composed of the following segments: 

¶ VN010VDR (root segment key) - Contains information for vendor key 

¶ VN020REO (logical parent segment key) - Contains information for reorder segment 

of vendor database via secondary index 

¶ VN030PAR (virtual logical child segment key) ï Contains information for replacing a 

reorder segment 
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The following is a graphical view of the database layout: 

 
Table 2: Full Function with HALDB Workload Database Description 

4.1.2 Application - Transaction Description 

 

The FF with HALDB workload runs a mix of transactions using teller system, inventory, hotel, 

and warehouse type transactions doing read, replace, delete and insert calls as described in Table 

3 below. The application is written in COBOL and compiled with COBOL V4R2. 

 

This is the complete list of transactions run by FF with HALDB and CICS Full Function 

workload as described in section 4.5.  

 
Transaction Name Transaction Overview 

HR1 Hotel Reservation Application - Hotel Reservation Transaction: 

¶ Processes reservation requests for specific accommodations at specific 

locations for specific dates 

¶ If accommodation type is unavailable, alternate arrangements are 

recommended 

¶ Hotel Reservation Database accessed 

HR2 Hotel Reservation Application ï Reservation Segment Create Transaction: 

¶ Creates a third level reservation segment for the already held reservation 

¶ Includes new information in the dependent segment including arrival date, 

departure date, room type, bed type, number of persons, rate and personal 

information 
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¶ Hotel Reservation Database accessed 

IT2 Inventory Tracking Application - Part Location and Inventory Inquiry Transaction: 

¶ Reports part location and available inventory information 

¶ Item Activity Database accessed 

IT8 Inventory Tracking Application - Update in process Inventory Transaction:  

¶ Records the completion of labor operations on manufactured items and updates 

employee activity records 

¶ Item is tracked as it moves from work station to work station on manufacturing 

shop floor 

¶ Records two labor operations by a single employee on a single in-process item 

¶ Employee Activity Database, Item Activity, Product Item Master and 

Department Summary Database accessed 

OE1 Order Entry Application - Customer Inquiry Transaction: 

¶ Inquires the customer database indexed by customer number 

¶ The customer number, if not directly known, is looked up in a customer 

directory 

¶ The output consists of customer name, ship to and bill to address, possible 

discounts and current credit 

¶ Conversational transaction. Data is stored in the SPA for further inquiry 

¶ Customer Database (CUSTOMRA) accessed 

OE2 Order Entry Transaction - Customer Change: 

¶ Makes changes to the customer database 

¶ Mostly affects the root and second level address segment 

¶ Input consists of altered customer information from the customer inquiry step 

¶ Conversational transaction 

¶ Customer Database (CUSTOMRA) accessed 

OE4 Order Entry Transaction - Parts Inquiry: 

¶ Reads a list of part numbers and quantities requested from inputting terminal 

¶ Makes inquiry into the status of each of these 

¶ Conversational transaction 

¶ Inventory database accessed 

OE5  Order Entry Transaction - Parts Processing: 

¶ Makes actual updates to the inventory database when filling an order and 

producing an invoice 

¶ Updates the quantity on hand for each of the parts and creates a back-order 

entry if required 

¶ Also affects customer database, as order must be produced under appropriate 

customer 

¶ Final step for Order Entry conversational transactions 

¶ Output consists of terminal response and an invoice 

¶ Inventory and customer database (CUSTOMRA) accessed 

PS2 Production Specification Application - Bill of Materials Transaction: 

¶ Bills of Materials for design level components 

¶ Product Item Master and Component Position Database accessed 

PS3 Production Specification Application - Labor Operation/Incentive Standards for Parts 

Transaction: 

¶ Inquires the labor operations and incentive standards for a given part 

¶ Product Item Master Database accessed  

SC2 Stock Control Application ï Receiving and Processing Transaction: 
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¶ Handles the receipt of ordered goods 

¶ Vendor and Inventory database accessed 

SC6 Stock Control Application - Supplier Delete Transaction: 

¶ Delete obsolete suppliers from the Inventory database 

¶ Input is supplierôs number and part number. Record may be deleted if there are 

no longer any orders pending 

¶ Database maintenance function 

¶ Inventory Database accessed 

TS1 Teller System Application - Data Entry Transaction:  

¶ This is a HALDB transaction that does inserts and deletes 

¶ Customer Database (CUSTDA) accessed  

Table 3: Full Function with HALDB Workload Transaction Description 

4.1.3 Application - Workload Distribution  

 

The FF with HALDB workload uses transactions with the following execution distributions from 

TPNS as shown in Table 4 below. 

 
Transaction Distribution  

HR1 8.89% 

IT2 8.89% 

IT8 8.89% 

OE1 8.89% 

PS2 24.44% 

PS3 22.22% 

SC6 8.89% 

TS1 8.89% 

Table 4: Full Function with HALDB Workload Transaction Distribution  

 

Order Entry (OE) transactions are conversational, Program to Program switch transactions. OE1 

calls OE2 which initiates OE4 which finally calls OE5.  
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4.2 Data Sharing Full Function with  High Availability Large Database and 

Shared Message Queues Workload 

 

IMS provides the ability for multiple IMS systems in a parallel sysplex environment to share a 

single set of message queues held in Coupling Facility (CF) structures. The IMS SMQ uses the 

Common Queue Server (CQS), which is a generalized server that manages objects on CF 

structures, such as list or message queue structures. CQS receives, maintains, and distributes data 

objects from shared queues on behalf of its clients.   

The Data Sharing Full Function (DSFF) with HALDB and SMQ contain the same FF databases 

and transactions described in section 4.1; however, it uses IMS shared queues (vs. local queues) 

for its message processing.  

The workload performs updates to a variety of OSAM and VSAM FF databases and uses 

Internal Resource Lock Manager (IRLM) as the data sharing lock manager. The databases were 

defined to Database Recovery Control (DBRC) using block level data sharing (SHARELVL(3)) 

to support data sharing for the DSFF with HALDB and SMQ workload.  

4.2.1 Database Description 

 

The DSFF with HALDB and SMQ workload consists of the same databases as described in 

section 4.1.1. 

4.2.2 Application - Transaction Description 

 

The DSFF with HALDB and SMQ workload consists of the same transactions as described in 

section 4.1.2. 

4.2.3 Application - Workload Distribution  

 

The DSFF with HALDB and SMQ workload runs the same transaction distributions as described 

in Table 4 in section 4.1.3.  
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4.3 Fast Path Banking Workload 

 

FP databases and message processing provide high performance processing in a highly-available 

data environment for IMS applications. The FP banking workload represents application 

functions that might comprise the high volume on-line workload in a credit card environment. Its 

capabilities include credit card validation, credit limit check, debit/credit account, and lost/stolen 

card reporting.  

 

This section provides details about the database description, application transactions, and 

workload transaction distribution.  

4.3.1 Database Description 

 

The FP banking workload consists of three Fast Path Data Entry Databases (DEDB) as described 

in Table 5 below. 

 
Database 

Name 

Database Overview 

ACCTA The Account Database (DEDB) is a customer account database containing general information. 

An ACCTA record is composed of the following segments: 

¶ ACCTINFO (root segment) - Contains information for account information. Major fields 

include account number, credit limit, and used credit 

¶ ACCTCUST (direct dependent segment) - Contains information for account customer. 

Major fields include customer name and address 

¶ ACCTACTV (direct dependent segment) - Contains information for account activity. 

One ACCTACTV segment instance exists for every debit/credit against an account. 

Major fields include the amount of the debit/credit, store code number, and date of 

transaction 

This database consists of 480 DEDB Area Data sets. 

The following is a graphical view of the database layout: 



Page 30 of 132 

 

 

  
 

EXCEPTA The Exception Card Database (DEDB) is an exception card database containing records for lost, 

stolen, or otherwise invalid cards. This database is periodically maintained (off-line) with 

EXCADD cards plus other updates. An EXCEPTA record consists of the following segment: 

¶ EXCECARD (root segment) - Contains information for exception card. Major fields 

include account number, customer name, and number of attempted uses 

This database consists of one DEDB Area Data set. 

The following is a graphical view of the database layout: 

 
STOREDB

A 

Store Database (DEDB) is a database containing a record for each ñestablishment/retailerò 

subscribing to the credit card service. A STOREDB record consists of the following segment: 

¶ STORE (root segment) - Contains information for store and about the establishment. 

Major fields include store code number, store name, and number (by type) of each 

transaction invoked 

This database consists of 16 DEDB area data sets.   

The following is a graphical view of the database layout: 
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Table 5: Fast Path Workload Database Description  

 

4.3.2 Application - Transaction Description 

 

The FP banking workload runs a mix of transactions in an online credit card environment 

executing read, replace, and insert calls. 

 

The FP banking workload includes four unique transactions with varying levels of processing. 

All transactions run in IFP regions and are FP only; that is, they are FP Expedited Message 

Handler (EMH) messages and only access FP DEDBs. The transactions do not access any FF 

DL/I databases or issue calls to the IMS message queue. The transactions provide an online 

update capability with full integrity and recovery facilities for both the DEDBs and the FP output 

response messages involved. Each transaction starts with a 76-byte input message and replies 

with an 83-byte output message. The application is written in COBOL and compiled with 

COBOL V4R2.  

 

The IMS transactions CCCK, CLCK, DEBIT and CREDIT would normally be issued by 

establishments subscribing to the credit card service. Counters in the STOREDBA databaseôs 

store record keep a tally of the number of DEBIT and CREDIT transactions issued. Table 6 

provides an overview of the processing done by each of these transactions.  

 
Transaction Name Transaction Overview 

CCCK Credit Card Authorization Check: 

¶ Search the Exception Card database to see if this card has been reported as lost or 

stolen 

¶ If necessary, also search the Added Exception Card database 

¶ If the card was found, update the ñattempted usesò field in the corresponding 

record 

¶ Increment the transaction count in the Store Database 

¶ Return a message indicating the outcome of the search (ñauthorization okò or 

ñauthorization deniedò) to the requesting client 

Note: Usually there is no I/O since most cards are in good standing and the Added 

Exception Card database will not need to be searched. The vast majority of 
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transactions processed will stop at first bullet point with ñauthorization okò returned 

in last bullet point. 

CLCK Credit Limit Check: 

¶ Fetch the Account Database root and check the transaction amount against the 

available credit 

¶ Increment the transaction count in the Store Database 

¶ Return a message authorizing or denying the purchase to the requesting client 

DEBIT/CREDIT Debit/Credit: 

- Fetch the Account Database root and update the balance 

- Insert a direct dependent under this root to journal the account activity 

- Increment the transaction count in the Store Database 

- Return ñtransaction completeò message to the requesting client 

Note: Each transaction requires DEDB read and an DEDB write.  

Table 6: Fast Path Workload Transaction Description 

4.3.3 Application - Workload Distribution  

 

The transactions in the FP banking workload have the following execution distributions as 

shown in Table 7 below. 

 
Transaction Distribution  

CCCK 33.34% 

CLCK 33.34% 

DEBIT 16.66% 

CREDIT 16.66% 

Table 7: Fast Path Workload Transaction Distribution 

 

 

 

4.4 Batch Message Processing Banking Workload 

 

The BMP banking workload performs extensive sequential updates to FP databases simulating 

end-of-day bank account batch reconsolidation to a DEDB account database with 85,142 

segments.  
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4.5 Customer Information Control System IMS DBCTL  Workload  

 

The Customer Information Control System (CICS) transaction server workload was tested using 

the following IMS databases: 

¶ CICS FF (retail/warehouse) workload as described in section 4.1 

¶ CICS FP (banking) workload as described in section 4.3 

The CICS FF workload uses transactions with the following execution distributions as shown in 

Table 8 below. This workload averages about 17 DL/I calls per transaction.  

 
Transaction Distribution  

HR1 10% 

HR2 10% 

IT2 10% 

IT8 10% 

PS2 25% 

PS3 25% 

SC2 5% 

SC6 5% 

Table 8: CICS Full Function Workload Transaction Distribution  

 

The CICS FP workload uses transactions with the following execution distributions as shown in 

Table 9 below.  

 
Transaction Distribution  

CCCK 25% 

CLCK 25% 

DEBIT 25% 

CREDIT 25% 

Table 9: CICS Fast Path Workload Transaction Distribution  
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4.6 z/OS Connect Enterprise Edition IMS Service Provider Workload 

 

The IBM z/OS Connect Enterprise Edition (zCEE) IMS Service Provider (SP) is an integrated 

solution that enables developers to merge business applications into todayôs growing mobile, 

cloud and hybrid cloud application ecosystems. IMS SP combines IBM and industry state of the 

art technologies to deliver a performant, intuitive solution for defining services and APIs to 

access your IMS assets using industry standard REST technology. 

 

The IMS Service Provider consists of three major components: 

¶ IBM zCEE 

¶ IMS SP 

¶ z/OS Connect EE API toolkit 

 

Each of these components integrates seamlessly to provide a fast and reliable experience for 

developers as they build applications for mobile and cloud use cases where speed to market is 

critical. 

 

This workload focuses on stressing the IMS SP code and consists of message only transactions 

without any database activity. 

4.6.1 Application - Transaction Description 

 

The workload consists of 25 message-only transactions with transaction codes VARTX001 to 

VARTX025. All transactions run in MPP regions. Figure 4 shows the transaction attributes from 

issuing IMS command /DIS TRAN ALL below. 
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Figure 4: IMS Service Provider Workload Transaction Attributes 

4.6.2 Application ï Message Structures 

 

The application was designed to receive and return messages with variable lengths based on the 

incoming messageôs field values. The evaluations in this paper focused on an I/O message size of 

1KB only. The I/O messages contain simple character fields.  

 

The IMS SP provides data transformation between Java Script Object Notation (JSON) and the 

binary format that the IMS transaction expects. This is done using message metadata imported 

from COBOL copybooks or PL/I includes. At runtime, the data and message metadata structures 

are dynamically inspected and converted. 

4.6.3 Application ï Workload 

 

A stand-alone Java application was used to drive the workload by sending REST requests across 

several threads to simulate multiple clients. The services are invoked by sending HTTPS PUT 

requests and each request contains a JSON payload of the input transaction message.  
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4.7 Java Message Processing Workload 

 

JMP regions are similar to MPP regions except they schedule Java programs rather than native 

applications such as COBOL or PL/I. In the PSB source associated with the Java program, the 

option LANG=JAVA must be specified. A JMP application is started when there is a message in 

the queue for the JMP application and IMS schedules the message to be processed. JMP 

applications, like MPP applications, are executed through transaction codes submitted by users at 

terminals and from other applications. Each transaction code represents a transaction that the 

JMP application processes. 

 

This section provides details about the database description, application transactions, and 

workload distributions.  

4.7.1 Database Description 

 

The JMP workload consists of six databases described below in Table 10. 

 
Database 

Name 

Database Overview 

ACCOUNT The Account Database is a customer account database containing general information. It contains 

one root segment: 

¶ ACCOUNT (root segment) - Contains information for all customer accounts. Major 

fields include Account ID, Account type, Balance, and Last transaction ID 

The following is a graphical view of the database layout:  

 
ACCTYPE The Account Type Database records all types of accounts in the account database.  It contains 

one root segment: 

¶ ACCTYPE (root segment) - Contains information for the type of customer account. 

Major fields include Code and Description of the account 

The following is a graphical view of the database layout:  
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CUSTOME

R 

Customer Database is a database containing a record for all customers. It contains one root 

segment: 

¶ CUSTOMER (root segment) - Contains information for all customers. Major fields 

include customer ID, Last name, First name, Address, City, State, Zip code, Phone, 

Status, Password, Customer type, and Last login  

The following is a graphical view of the database layout:  

 
 

CUSTTYPE The Customer Type Database records all types of customers in the customer database.  It contains 

one root segment: 

¶ CUSTTYPE (root segment) - Contains information for all customer types. Major fields 

include Customer code and Description 

The following is a graphical view of the database layout: 
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CUSTACCS The Customer Account Segment Database records all types of customers in the customer account 

database. It contains one root segment: 

¶ CUSTACCS (root segment) - Contains information for all customer accounts. Major 

fields include Customer ID, Customer account ID, and Account number 

The following is a graphical view of the database layout:  

 
HISTORY The History Database records all types of customers transactions, time, Transaction types, 

Amount and Reference transaction IDs in History database. It contains one root segment: 

¶ HISTORY (root segment) - Contains information for all transactions. Major fields 

include Transaction ID, Time, Transaction type, amount and Account ID 

The following is a graphical view of the database layout:  

 
Table 10: JMP Workload Database Description 
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4.7.2 Application - Transaction Description 

 

The JMP workload runs a mix of transactions in an online credit card environment executing 

read, replace, and insert calls. 

 

The IMS transactions FBTRAN, FBLOGIN, FBLOGOUT, FBACSUM, FBGCUDAT and 

FBSCUDAT are issued by establishments doing credit, account inquiries, logging in and logging 

out a customer. Table 11 provides an overview of the processing done by each of these 

transactions.  

 
Transaction Name Transaction Overview 

FBTRAN Friendly Bank Credit or Debit Check: 

¶ Fetch the Account Database root and check the transaction amount against the 

available credit 

¶ Insert a record and increment the transaction count in the History Database 

¶ Update Account Summary and balance 

FBLOGIN Friendly Bank Account Login: 

¶ Perform login for customer ID into the account, verify password match and 

check if already logged on 

¶ Update last login information 

FBLOGOUT Friendly Bank Account Logout: 

¶ Perform logout for customer ID from the account 

¶ Update customer status 

FBACSUM Friendly Bank Account Summary: 

¶ Fetch the customer account information summary like balance, account type and 

account ID 

FBGCUDAT Friendly Bank Get Customer Data: 

¶ Fetch the customer information like first name, last name and address 

Table 11: JMP Workload Transaction Description 

4.7.3 Application - Workload Distribution  

 

The transactions in the JMP workload have the following execution distributions as shown in 

Table 12 below.  

 
Transaction Distribution  

FBTRAN 33.33% 

FBLOGIN 16.67% 

FBLOGOUT 16.67% 

FBACSUM 16.66% 

FBGCUDAT 16.67% 

Table 12: JMP Workload Database Distributio n  
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5 Measurement Methodology 

 

The IBM Z performance evaluation cycle includes running performance workloads described in 

section 4 above on both z14 and z13. Both systems were configured using similar software and 

other hardware configuration components including: 

 

¶ Logical Partitions (LPARs) 

¶ General Purpose Engines (GPs) and System z® Integrated Information Processors 

(zIIPs) 

¶ DASD Channel Paths 

¶ LPAR memory 

 

The performance evaluation cycle is shown in Figure 5 below, where a test environment is 

created or customized for a specific measurement, performance tests are run and data is 

analyzed. All testing was done in an isolated and stable environment to produce consistent and 

repeatable performance measurement results.

 
Figure 5: IBM Z

 
Performance Evaluation Cycle 

 

The performance test environment for each measurement evaluation described in this paper 

involves a specific system configuration as to the number of LPARs, GPs and Specialty Engines 

(e.g. zIIPs) that were active.  

 

Stress/Measure

Analysis

Create/Customize 
environment
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The system configuration is documented in the introduction of each measurement evaluation and 

kept constant when comparing z14 against z13.   

 

A series of scaling tests were run to compare z14 against z13 at various CPU percent busy values 

ranging from 10% to 80%. For each workload, 80% (+/- 1%) CPU busy measurements were 

used to compare the z14 with z13.  

 

 

5.1 Pre-Measurement Procedure 

 

The following generic procedure was used to setup the measurement environment before the 

start of the measurement procedure comparing z14 against z13:  

 

1. Restore the IMS database data sets 

 

2. Allocate IMS system data sets including Online Log Data sets (OLDS), Write Ahead 

Data sets (WADS) and Recovery Control Data sets (RECONs) 

 

3. Initialize IMS RECONs for database recoverability 

 

4. Start Structured Call Interface (SCI), Operations Manager (OM) and IRLM 

 

5. Initialize and óCold Startô IMS 

 

6. Start the MPP/IFP/JMP regions depending on the measurement 

 

7. Start other workload-specific address spaces (e.g., IMS Connect, CICS, etc.) as required 

 

5.2 Measurement Procedure 

 

After the databases are restored and environment is initialized, the following generic steps were 

taken to measure the performance of a specific workload running on either the z14 or z13. The 

measurement procedure captures key performance data about the overall z/OS system as well as 

data specific to IMS. The following procedure was used to capture the measurement: 

1. Initialize and start all Java drivers or TPNS networks to begin driving transaction 

requests through IMS Connect over TCP/IP socket connections or directly to IMS using 

SNA 
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2. Ramp up the workload by adjusting the number of users for Java drivers or decreasing 

the óthink timeô (think time specifies the time a TPNS simulated ñclientò waits between 

each transaction invocation) for TPNS networks  

3. Start Resource Management Facility (RMF) Monitor I ï Two minute RMF intervals were 

used 

4. Start RMF Monitor III ï Two minute RMF intervals were used 

5. Issue the /SWITCH OLDS command to force an IMS OLDS switch 

6. Issue the /CHECKPOINT STATISTICS command to request that IMS performance 

records be created and written to the IMS log 

7. Wait for two minutes 

8. Issue the /CHECKPOINT STATISTICS command to request that IMS performance 

records be created and written to the IMS log 

9. Issue the /SWITCH OLDS command to force an IMS OLDS switch 

10. Quiesce and stop the TPNS networks or Java drivers 

5.3 Post Measurement Procedure 

 

After completing the measurement, the following generic steps were used to capture the 

performance data to compare z14 against z13: 

¶ Run the SMF dump program to allow for post processing 

¶ Run RMF post processing against the dumped SMF data to produce various RMF reports 

detailing z/OS system activity 

¶ Run IMS Performance Analyzer (IMSPA) against all of the IMS OLDS processed 

between step 6 and 10 of section 5.2 to produce various reports detailing IMS activity  

5.4 Measurement Metrics and Analysis 

 

The results of each performance evaluation include many different data points from:  

 

¶ RMF providing information about z/OS and hardware resources such as CPU utilization, 

memory consumption, and I/O rates 
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¶ IMSPA providing IMS internal statistics such as transaction rate, logging rate, and latch 

contention rates 

 

All of this data is captured and saved for future research and analysis. 

 

There are some basic metrics that apply to almost all workload measurements comparing IBM Z 

processors as shown in Table 13 below.  

 
Metric  Description 

CPU % Busy  The average percent busy across all general CPs on an LPAR during the measurement 

interval. 

zIIP  % Busy  The average percent busy across all zIIPs, if applicable, on an LPAR during the 

measurement interval. 

Total LPAR % 

Busy  

The average percent busy across all general CPs and zIIPs on an LPAR during the 

measurement interval. 

ETR (Tran/Sec) External Transaction Rate is the observed average transaction rate in transactions per second 

(TPS) over the measurement interval captured from the RMF report. 

ITR  Internal Transaction Rate is a projection of the observed transaction rate (ETR) to what the 

transaction rate would be if the processors were running at 100% CPU busy, assuming linear 

scaling. 

 

ITR was calculated by dividing ETR by CPU % Busy  

Total IMS  

Response  

Time (ms) 

The total IMS transaction response time from the IMSPA report. 

Total General 

CPU ɛs/Tran 

The total CPU microseconds spent per transaction was calculated using the following 

formula: 

 

(Number of CPs * CPU % Busy * 1000000)/ETR 

Total zIIP 

ɛs/Tran 

The total CPU microseconds spent per transaction on zIIP was calculated using the 

following formula: 

 

(Number of zIIPs * zIIP % Busy * 1000000)/ETR 

 

For the SMT scenario, the total CPU microseconds spent per transaction on zIIP was 

calculated using the following formula including Average Thread Density (AVG TD). AVG 

TD indicates how many threads were active on average when the processor was busy. 

 

(Number of zIIPs * zIIP % Busy * AVG TD * 1000000)/ETR 

Total IMS CPU 

Service Time (s) 

The amount of CPU time consumed by the processors for all IMS address spaces captured 

from the RMF report. IMS address spaces include Control region, DL/I region, DBRC 

region, SCI, OM and IRLM. 

 

It is reported on a per transaction basis by dividing the total CPU service time consumed 

during an interval by the number of transactions processed in that interval. 

IMS Connect 

CPU Service 

Time (s) 

The amount of CPU time consumed by the processors for the IMS Connect address space 

captured from the RMF report. 
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It is reported on a per transaction basis by dividing the total CPU service time consumed 

during an interval by the number of transactions processed in that interval. 

Dependent 

Regions CPU 

Service Time (s) 

The amount of CPU time consumed by the processors for IMS dependent region address 

space captured from the RMF report. 

 

It is reported on a per transaction basis by dividing the total CPU service time consumed 

during an interval by the number of transactions processed in that interval. 

zCEE CPU 

Service Time (s) 

The amount of CPU time consumed by the processors for the zCEE address space captured 

from the RMF report. 

 

It is reported on a per transaction basis by dividing the total CPU service time consumed 

during an interval by the number of transactions processed in that interval. 

zCEE or JMP 

zIIP Service 

Time (s) 

The amount of zIIP time, if applicable, consumed by the processors on an LPAR captured 

from the RMF report. 

 

It is reported on a per transaction basis by dividing the total zIIP service time consumed 

during an interval by the number of transactions processed in that interval. 

 

For the SMT scenario, the total CPU microseconds spent per transaction on zIIP was 

calculated using the following formula including IIP APPL % from RMF report. IIP APPL 

% indicates an estimated value of what zIIP time would have been without SMT active.  

 

(IIP APPL% * 10000)/ETR 

 

IIP APPL% (or zIIP service time) is an estimated value trying to project what zIIP time 

would have been without SMT active.  Its accuracy is dependent on sufficient samples of 

data when 1 and 2 threads are active. For low utilized zIIPs and/or for low AVG TD this 
value may not be accurate. 

CQS CPU 

Service Time (s) 

The amount of CPU time consumed by the processors for the CQS address space, if 

applicable, captured from the RMF report. 

 

It is reported on a per transaction basis by dividing the total CPU service time consumed 

during an interval by the number of transactions processed in that interval. 

IXLOGR CPU 

Service Time (s) 

The amount of CPU time consumed by the processors for the z/OS Logger (IXGLOGR) 

address space, if applicable, captured from the RMF report. 

 

It is reported on a per transaction basis by dividing the total CPU service time consumed 

during an interval by the number of transactions processed in that interval. 

Number of 

Offloads 

The number of z/OS Logger offloads, if applicable, captured from the RMF report. 

Avg. CSA Below 

16MB Key 7 

The average usage of Key 7 common storage below 16MB from the RMF report. 

Avg. CSA Above 

16MB Key 7 

The average usage of Key 7 common storage above 16MB from the RMF report. 

Avg. LSQA 

Private  

The average usage of private LSQA storage below 16MB from the RMF report. 

Avg. LSQA 

EPrivate 

The average usage of extended private LSQA storage above 16MB from the RMF report. 

Avg. USER 

Private 

The average usage of private USER storage below 16MB from the RMF report. 
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Avg. User 

EPrivate 

The average usage of extended private USER storage above 16MB from the RMF report. 

Table 13: Performance Metrics for IBM Z
 
Processor Comparison 

 

The IMS Shared Queues metrics were calculated using both LPARs in a data sharing 

environment as shown in Table 14 below. 

 
Combined Metric  Description 

Avg. CPU % Busy  The average percent busy across two LPARs during the measurement interval. 

Total ETR 

(Tran/Sec) 

The sum of the average transaction rates in transactions per second (TPS) during the 

measurement interval captured from the RMF report on both LPARs. 

Combined ITR  The combined ITR during measurement interval calculated by dividing Total ETR with 

Avg. CPU % Busy. 

Average Total 

IMS Response  

Time (ms) 

The average of total IMS transaction response time from the IMSPA reports on both 

LPARs. 

Combined 

General CPU 

ɛs/Tran  

The total CPU microseconds spent per transaction calculated using the following formula: 

 

(Sum of total number of CPs on both LPARs * Avg. CPU % Busy * 1000000)/Total ETR 

IMS CPU Service 

Time (s) 

The sum of total CPU time consumed by the processors for all IMS address spaces 

captured from the RMF report on both LPARs. IMS address spaces include Control region, 

DL/I region, DBRC region, SCI, OM and IRLM. 

 

It is reported on a per transaction basis by dividing the sum of total CPU service time 

consumed during an interval by the sum of total number of transactions processed in that 

interval on both LPARs. 

IMS Connect 

CPU Service Time 

(s) 

The sum of total CPU time consumed by the processors for the IMS Connect address 

spaces captured from the RMF report on both LPARs.  

 

It is reported on a per transaction basis by dividing the sum of total CPU service time 

consumed during an interval by the sum of total number of transactions processed in that 

interval on both LPARs. 

Dependent 

Regions CPU 

Service Time (s) 

The sum of total CPU time consumed by the processors for IMS dependent region address 

space captured from the RMF report on both LPARs. 

 

It is reported on a per transaction basis by dividing the sum of total CPU service time 

consumed during an interval by the sum of total number of transactions processed in that 

interval on both LPARs. 

CQS CPU Service 

Time (s) 

The sum of total CPU time consumed by the processors for the CQS address space 

captured from the RMF report on both LPARs. 

 

It is reported on a per transaction basis by dividing the sum of total CPU service time 

consumed during an interval by the sum of total number of transactions processed in that 

interval on both LPARs. 

IXGLOGR CPU 

Service Time (s) 

The sum of total CPU time consumed by the processors for the z/OS Logger (IXGLOGR) 

address space captured from the RMF report on both LPARs. 
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It is reported on a per transaction basis by dividing the sum of total CPU service time 

consumed during an interval by the sum of total number of transactions processed in that 

interval on both LPARs. 

Total Number of 

Offloads 

The total number of z/OS Logger offloads on both LPARs. 

Table 14: Performance Metrics for Shared Message Queues Comparison 

 

ITR is one way of comparing the processor efficiency of two IBM Z processors using the same 

software environment. ITR normalizes the observed transaction rate to the engine capacity of the 

machine. It essentially answers the question ñassuming the transaction rate scales linearly with 

CPU usage, what is the maximum transaction rate possible on this particular hardware 

configuration (i.e. when CPU percent busy is 100%)ò.   

 

Note that ITR does not take into considerations other possible bottlenecks besides CPU (for 

instance, I/O, latch contention, lock contention) that could further limit the theoretical maximum 

transaction rate. 

 

When comparing two different Z processors running the same software configuration, IMS 

workload, and running at similar total CPU utilization, the processor with a larger ITR value is 

generally more efficient in terms of CPU consumed per transaction.  Comparisons are considered 

equivalent in this document where the ITR difference is within +/-1%. 
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6 z14 Performance  

6.1 Introduction  

 

The IBM Z platform has been evolving with enhancements to support the demand for smarter 

solutions that leverage large volumes of data and deliver 24x7 availability, scalability, and are 

designed with security in mind. 

 

The z13 enhanced the platform core capabilities for efficient and trusted cloud systems. The z13 

introduced SMT which allows for simultaneous execution of two threads in the same zIIP or IFL 

core, dynamically sharing processor resources for efficient utilization of core and increased 

capacity.  

 

The z14 improved upon its predecessor further with even higher capacity, processing power, 

second generation SMT and support for efficient pervasive encryption without any application 

change while maintaining core workload strategies of data serving and transaction processing. 

 

This section describes the performance evaluations comparing z14 against z13 using the 

following IMS workloads: 

 

¶  Full Function with HALDB 

¶  Data Sharing Full Function with HALDB and Shared Message Queues 

¶  Fast Path Banking 

¶  Batch Message Processing 

¶  CICS IMS DBCTL 

¶  z/OS Connect EE IMS Service Provider 

¶  Java Message Processing 

 

The ITR values for each of the specific types of IMS workloads, except BMP, were used to 

evaluate the general performance and CPU efficiency of the new z14 against z13.  

 

The software configuration was kept constant for any given pair of z14 and z13 measurement 

comparisons. Additionally, other than the processor type (z13 vs z14), the hardware 

configuration (e.g. the number of processors, I/O channels, DASD, LPAR memory) was also 

kept constant for each pair of z14 and z13 measurements. 

 

All of the workload evaluations were executed on the following machine and environment 

configurations as shown in Table 15 below.  
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Hardware and Software Environment 

Processor IBM z13 Model 2964-7B9 (NE1) or IBM z14 Model 3964-7E7 (M05) 

DASD IBM System Storage DS8886 

IBM z/OS Operating 

System 
z/OS Version 2 Release 2 

IBM Enterprise 

COBOL for z/OS 
Version 4 Release 2 

IMS IMS Version 14 

z/OS Resource 

Measurement 

Facility (RMF)  

Version 2 Release 2 

IMS Performance 

Analyzer for z/OS 

(IMSPA) 

Version 4 Release 3 

z/OS Resource 

Access Control 

Facility (RACF)  

Version 2 Release 2 

Java Java 8 Service Release 5 

Table 15: Performance Evaluation Environment 

 

 

6.2 Full Function with H igh Availability Large Database Performance 

Evaluation 

 

FF databases support the full set of IMS database functions, and can be used in a wide variety of 

IMS applications.  

 

This evaluation uses the FF with HALDB workload as described in section 4.1. The workload 

consists a mix of OSAM and VSAM with HDAM, HIDAM, PHDAM, and PHIDAM databases 

using inventory, hotel, and warehouse-type transactions that perform read, replace, delete and 

insert database calls. 

 

The objective of the FF with HALDB evaluation was to compare the ITR between z14 and z13 

using the same software configuration with TCP/IP message protocols.  

6.2.1 System Configuration - Full Function with H igh Availability Large 

Database 

 

The FF with HALDB evaluation was executed on both z14 and z13 configured in a two LPAR 

configuration as shown in Figure 6: 

¶ LPAR 1 hosts IMS and IMS Connect 14 with four General Purpose Engines 
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¶ LPAR 2 hosts TPNS driving a total of 4,000 IMS Connect clients via TCP/IP with ten 

General Purpose Engines 

 

 
Figure 6: Full Function with HALDB Environment Configuration 

6.2.2 Evaluation Results - Full Function with H igh Availability Large 

Database 

 

The z14 showed an improvement in ETR and ITR at similar CPU usage over z13 for the FF with 

HALDB workload. Table 16 shows the comparison between z14 and z13. 

 

Full Function with HALDB Evaluation 

 IBM z13 IBM z14 Delta Delta % 

CPU % Busy  80.11% 80.03% -0.08% -0.10% 

ETR (Tran/Sec) 6012.12 6416.57 404.45 6.73% 
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ITR  7504.83 8017.71 512.88 6.83% 

Total IMS 

Response Time 

(ms) 

11.275 11.278 0.003 0.03% 

Total General 

CPU ɛs/Tran 
532.99 498.90 -34.09 -6.40% 

IMS CPU Service 

Time/Tran (ɛs) 
35.95 33.11 -2.83 -7.88% 

ICON CPU 

Service Time/Tran 

(ɛs) 

29.13 25.45 -3.68 -12.64% 

MPP CPU Service 

Time/Tran (ɛs) 
399.34 368.13 -31.21 -7.82% 

Common Storage Below and Above 16MB for Avg. Key 7 

Avg. CSA Below 

16M Key 7 (K) 
260 260 0.00 0.00% 

Avg. CSA Above 

16M Key 7 (M) 
19.90 19.70 -0.20 -1.01% 

Private Storage IMS Control Region 

Avg. LSQA 

Private (K) 
596 596 0.00 0.00% 

Avg. LSQA 

EPrivate (M) 
13.30 13.30 0.00 0.00% 

Avg. USER Private 

(K)  
2274 2260 -14.00 -0.62% 

Avg. USER 

EPrivate (M) 
74.30 71.70 -2.60 -3.50% 

Private Storage IMS DL/I Region 

Avg. LSQA 

Private (K) 
1952 1952 0.00 0.00% 

Avg. LSQA 

EPrivate (M) 
11.70 11.90 0.20 1.71% 

Avg. USER Private 

(K)  
704 704 0.00 0.00% 

Avg. USER 

EPrivate (M) 
267 267 0.00 0.00% 

Private Storage IMS Connect Region 

Avg. LSQA 

Private (K) 
360 360 0.00 0.00% 

Avg. LSQA 

EPrivate (M) 
14.20 14.20 0.00 0.00% 

Avg. USER Private 

(K)  
56 56 0.00 0.00% 

Avg. USER 

EPrivate (M) 
247 248 1.00 0.40% 

Table 16: Full Function with HALDB Evaluation Results  
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A series of scaling tests were run to compare z14 against z13 at various CPU percent busy 

values. Figure 7 shows the ITR vs transaction rate comparison and Figure 8 shows the IMS 

response time vs transaction rate comparison. Figure 9 shows the CPU percent busy vs 

transaction rate comparison demonstrating lower CPU usage for z14 at various transaction rates.   

 

The FF with HALDB workload on z14 showed the following improvements over IBM z13: 

¶ Up to 6% ITR improvement for z14 as compared to z13 

¶ Improved IMS transaction response time in z14 

¶ Reduction in total IMS CPU service time per transaction in z14 

¶ Lower CPU usage for z14 compared to z13 

 

 
Figure 7: Full Function with HALDB ITR vs Transaction Rate Comparison Results 

 






























































































































































