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With the IBM Cloud Video Enterprise Content Delivery Network, you can relieve the bottlenecks associated with delivering streaming video to single or multiple locations within your organization’s network.

HOW Enterprise Content Delivery Network Works

ECDN edges are delivered as virtual appliances and are deployed close to the target audience, inside the corporate network. As a result, ECDN helps reduce the number of streams that need to be downloaded through ISP links and distributed internally on the local network.

WITHOUT IBM Cloud Video eCDN 2000 CLIENT USE CASE

WITH IBM Cloud Video eCDN 2000 CLIENT USE CASE
FEATURES
IBM Cloud Video ECDN was built to support large-scale viewership of streaming video within complex corporate network environments, offering mass scaling in the number of connections to allow organizations to confidently deliver high quality video content.

Reduced network strain on ISP links
Avoid expensive ISP link upgrades and protect your organization from occasional bursts in traffic.

Improved video quality, no buffering issues
Don’t tolerate low quality videos or buffering. Release video content with crisp image quality and fluid motion.

Cost saving
Postpone or possibly even eliminate the need of network capacity upgrades.

Low maintenance
Update ECDN edges automatically, keeping in sync with feature updates.

Monitor performance
View health checks on nodes and see concurrent users. IT administrators can configure their ECDN fleet and access useful metrics like network, memory, CPU, and disk usage, all through the admin portal.

Firewall support
Use ECDN in conjunction with firewalls, requiring port 80 (HTTP) and port 443 (HTTPS) to be opened toward the outside of the network. No inbound port is required to be open.

Install multiple instances
Enhance support for a single ISP, multiple ISPs or to support industries with multiple offices, including world-wide reach.

Mobile delivery
Support viewing on desktop and mobile devices via cloud transcoding to deliver an HLS (HTTP Live Streaming) stream.

Automatic routing logic
Pull video content for each viewer from the appropriate node with virtually no disruption to normal delivery over a worldwide network.

Built-in administration
Manage ECDN deployment through a web-based panel that is accessible by modern browsers, including tablets.

USE CASES
- TOWNHALL MEETINGS
- TRAINING
- INTERNAL MEETINGS

CLOUD INSTALLATION AND CONFIGURATION
IBM Cloud Video ECDN is a virtual appliance that is run on virtualization platforms, such as VMware ESXi™, Citrix XenServer®, Microsoft Hyper-V® and other hypervisors that support the Open Virtualization Format. Installation of the ECDN edges takes virtually minutes and can be deployed to existing hardware.
ASSESSMENT AND PORTAL
Before ECDN deployment IBM Cloud Video examines the topology of the corporate network and collects various information - like number of employees per office locations, public IP addresses, available bandwidth - as a prerequisite for the solution design. Based on the information, IBM Cloud Video creates the proposed deployment architecture and provisions the customer portal.

The ECDN fleet is managed through the customer portal. After running the installer, edges can be assigned to public IP addresses and locations. The IBM® Cloud Video Streaming Manager platform uses these public IP addresses to identify valid customers.
## SYSTEM REQUIREMENTS

<table>
<thead>
<tr>
<th>Hardware Environment</th>
<th>Dedicated or Shared</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hypervisors</td>
<td>Hypervisors with OVF support (e.g., VMware ESXi™, Microsoft Hyper-V®, Citrix XenServer®)</td>
</tr>
<tr>
<td>OS</td>
<td>The appliance is delivered as an Ubuntu Linux 14.04 LTS OS virtual machine</td>
</tr>
<tr>
<td>Memory</td>
<td>Minimum requirement: 4 GB Recommended: 16 GB</td>
</tr>
<tr>
<td>Network Interface</td>
<td>Recommended 1Gbit/s or 10Gbit/s</td>
</tr>
<tr>
<td>Max Suggested Viewers per Instance</td>
<td>In case of 1Gbit/s NIC ~ 200 users In case of 10Gbit/s NIC ~ 2,000 users</td>
</tr>
<tr>
<td>Inbound Internet Connection Bandwidth</td>
<td>The sum of the bitrate of inbound stream versions. Example: 1 channel with 3 resolutions: 1.5Mbit, 3Mbit, 8Mbit average bit rate: 12.5Mbit</td>
</tr>
<tr>
<td>Outbound LAN Connection Bandwidth</td>
<td>Number of concurrent viewers * stream bitrate + overhead. Example: 500 concurrent viewers, 3Mbit/s average bit rate equals 1.5Gbit/s + ~10% overhead = 1.65Gbit/s required outbound bandwidth.</td>
</tr>
</tbody>
</table>

## SUMMARY

Using IBM Cloud Video’s ECDN, combined with IBM Cloud Video Streaming Manager for Enterprise, organizations can create targeted video assets for specific audiences without concerns for congesting local connections. “All hands” meetings, and other employee communications, can be achieved and can target all employees, both local and off-premise. ECDN offers enterprises a comprehensive internal video solution that can be used to serve restricted content to employees and stakeholders helping enterprises avoid the worry about individual setups or corporate network strain.
About IBM Cloud Video
Created in January 2016, IBM Cloud Video brings together innovations from IBM’s R&D labs with the cloud video platform capabilities of Clearleap and Ustream. Through the unit, IBM delivers a powerful portfolio of video services that spans open API development, digital and visual analytics, simplified management and consistent delivery across global industries. IBM Cloud Video supports top media and enterprise companies with reliable video on-demand and streaming services.

For more information on IBM Cloud Video, please visit www.ibm.com/cloud-computing/solutions/video.