[[] Hadoop A K#8IE 3 TRV ERHES

BEIIE LT, IRIE

7 £
=

}EI l_L Hﬁ zhouly@cn.ibm.com

HIES Al 8 M EFERIPIA (L
IBM RS ER



SRR A I F R RN E = (i

» KEISEE KAVITEI 200

o Al B RH—THELRD

T Al ERHEARRYFRS

. ZFA7T FHEtal. MR

MizEME S EE
F A BIPE X

=
o
S 10,000.0
&
= 8,000.0
8
» 6,000.0
S 4,000.0
=
2,000.0
0.0 - -
Solutions Services
2019 4,866.9 2,983.1
11,571.9 8,478.1
18.9% 23.2%

mit

DATA LAKE MARKET SIZE, BY SOLUTION, 2017-2024 (USD MILLION)

Solution 2017 2018 2019-e 2024-p CAGR (2019-2024)
Data Discovery 4915 587.7 7049 1,519.8 16.6%
Data Integration and Management 618.5 7478 907.6 2,095.5 18.2%
Data Lake Analytics 1,296.5 15821 1,937.8 4.684.8 19.3%
Data Visualization 8713 1,069.0 1,316.6 32718 20.0%
Total 3,2778 3,986.6 4,866.9 11,5719 18.9%

Source: “Data Lake Market: Global Forecast to 2024”

, © Dec. 2019, MarketsandMarkets™

e: estimated, p: projected
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#1 open source Hadoop platform + IBM’s leading value adds Data
#1 SQL Engine for complex, analytical « #1 Open Source Hadoop Distribution . . .
workloads « 2500+ customers and 3000+ @ HENEES S, IREFRMILRET R
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New
New Cloudera Customers install

MapR Data Platform 6.1 from HPE

Open Source Hadoop-HDFS
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Multiple copies with HDFS based workflow Spectrum Scale in-place analytics (No copies required)
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Copy process can take hours/days & eventually results are based on stale data.
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Native HDFS with Internal Disk IBM ESS

Blog: Hadoop Performance for disaggregated compute and

storage configurations based on IBM Spectrum Scale Storage
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https://developer.ibm.com/storage/2018/12/13/hadoop-performance-for-disaggregated-compute-and-storage-configurations-based-on-ibm-spectrum-scale-storage/
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viewfs://<clustername>

IBM Spectrum Scale Hadoop Connector

/gpfs/fsl /gpfs/fs2 hdfs://<host:port/>
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Capability

IBM Spectrum Scale (with HDFS Transparency)

HDFS

In-place analytics for file and object

Yes. All in place with support for POSIX, NFS, SMB,
HDFS, and Object with concurrent access. Enables
centralized, enterprise-wide data lakes.

Limited support with NFS gateway. No
support for SMB, Object, or POSIX.

Performance

Comparable or better performance than HDFS in
equivalent hardware configurations.

Same as IBM Spectrum Scale HDFS
transparency.

Scalability (maximum number of
nodes, files, and data)

IBM Spectrum Scale includes parallel file system
architecture that differs from scale-out architecture of
HDFS. No single metadata server is in the
architecture as a bottleneck. Metadata serving
function is distributed across the cluster. Test limit for
number of files per file system is 9 billion. IBM
Spectrum Scale production deployments are
available beyond this test limit.

HDFS can scale up to 350 million files
with a single name node because of
scale-out architecture limitation.
Supports only single or a pair of high
availability NameNode, which
becomes a bottleneck. Users must use
federation functions to overcome this
limitation.

If centralized storage is supported, Yes. Supports storage area network (SAN)-based Not supported.
what are the advantages? shared storage and IBM Elastic Storage Server.

Supports storage-rich server Yes Yes

Supports tiering to tape and cloud Yes No

Object Storage

Data reliability by using replication
and erasure coding

Erasure codes from IBM Spectrum Scale RAID in
IBM Elastic Storage Server, or data replication from
IBM Spectrum Scale.

Support data replication for workload
and erasure code for cold data.

Supports enterprise data backup

Yes, with IBM Spectrum Protect™ and Veritas
NetBackup.

Does not support IBM Spectrum
Protect or Veritas NetBackup.

Supports disaster recovery

Yes, Sync or ASync mode.

Only available for Hbase or Hive.

Supports Remote Direct Memory
Access (RDMA)

Yes, when hardware is available.

Not supported.

Improve I/O performance through
native clientin compute node (Short
Circuit Read/Write)

Yes, supports. Can use IBM Spectrum Scale Native
Client and high-performance network, such as
RDMA over InfiniBand to improve I/O bandwidth and
latency and reduce CPU resource.

No native client on compute node.

Security Secure data at Yes, supports IBM ISKLM and Vormetric key Yes
rest manager and is FIPS-complaint,
Secure data in Yes Yes
motion
Immutability Yes No
Authentication Yes Yes
Authorization Yes Yes
Auditing Yes Yes
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3rd generation ESS Flash
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