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Key takeaways

**AI growth continues apace**
The number of AI adopters has grown 65 percent in the past four years, a trend the pandemic’s business disruption is accelerating relative to other technology priorities.¹

**AI demands engineering discipline**
Companies need to embrace AI holistically to address the scaling problem—rooting it in business strategy, innovation, and competitive differentiation, then deeply integrating it into evolving business operating models and workflows.

**AI proofs-of-concept (POCs) must evolve**
As AI technology continues to mature, many concepts have been proven, so organizations can redirect early-stage trials toward market-ready pilots.

---

The proof-of-concept (POC) is dead; long live the POC!

Poor, misunderstood artificial intelligence (AI). It’s alternately overhyped as a digital nirvana or vilified as a dystopian menace. Yet in the pragmatic here and now, it is neither.

Primarily, AI is a way to augment human capabilities and performance, creating better outcomes for people—customers, employees, partners, and other stakeholders—and better financial returns for businesses. Think human aid, not humanoid.

Some organizations view AI as a means to achieving incremental but tangible outcomes with intelligent workflows—more efficient business operations, more compelling customer experiences, and more insightful decision-making—so human ingenuity and empathy can take center stage. Others have embraced the more transformational nature of AI, which has resulted in new business models, novel approaches to addressing business disruptions (such as the COVID-19 pandemic), and radical improvements in workflow performance.

The growing adoption of AI is reflected in metrics the IBM Institute for Business Value (IBV) has tracked biannually since 2016. Data from thousands of C-level business executives across regions, industries, and functions points to a trend we expect to accelerate modestly as a result of the pandemic:

- Companies with AI in active use have increased from 26 percent four years ago to 44 percent in 2020 (a more conservative view than some estimates).²
- In the midst of the pandemic, 84 percent of total organizations expect a similar or higher level of organizational focus on AI.³
- Nearly one-third plan to boost their investment in AI as a result of the pandemic.⁴

These trends are consistent with other recent estimates, with IDC forecasting that worldwide spending on AI will increase in 2020—in contrast to a decline in overall IT spending—and double in the next four years.⁵
But successful scaling—shepherding AI projects from sandboxes to pilots and minimum viable products (MVPs) all the way to industrial-strength commercialization in the business—has bedeviled many companies. As the IBV observed in mid-2018, “organizations are knee-deep in AI pilots and proofs-of-concept...and foraying piecemeal into exciting but isolated use cases”—a reality later acknowledged by many other market observers.7

Yet even now, 90 percent of companies have difficulty scaling AI across their enterprises. So, it’s not surprising that about half of AI projects fail.8

To be sure, AI is a complex, multi-faceted business and technological innovation with layers of interconnected and moving parts. No one aspect can single-handedly ensure success in moving AI projects into commercial use. There is no silver bullet, no panacea.

Plain vanilla “change management” won’t cut it. Neither will an anodyne “alignment with business strategy.” Not even tried-and-true “process improvement” or more recent “agile methodologies” will suffice—no matter how many sigmas and spaghetti charts or scrums and sprints are marshalled.

What’s needed is a step change in the role of AI: a shift from being viewed at arm’s length as the latest incarnation of technological wizardry to a strategic capability embedded throughout the business. From proof-of-concept to proof point.

Companies need to stop chasing data science experiments pell-mell and start embracing AI thoughtfully and holistically—rooting it in business strategy, innovation, and competitive differentiation, then deeply integrating it into evolving business operating models and workflows, organizational structures and governance, data architecture and infrastructure, and even their cultural values and ethics.

To advance, organizations first must treat AI as a discipline—with robust engineering and ethical principles, rigorous operations and governance, and an adaptable approach that emphasizes pragmatism over theory. There are readily available tools to help achieve this. Organizations also must apply greater focus on scientific innovation—with R&D-like capabilities that continuously explore the bleeding edge in order to differentiate.

Of course, progress is rarely linear. There will be projects that succeed in early stages, but still fail to achieve human adoption. There is value gained from AI pilots and MVPs: perfect is still sometimes the enemy of good enough. However, beta tests need to be developed and launched as part of a commercialization engine explicitly designed and geared toward growth and scale.

Otherwise, companies risk becoming mired in endless cycles of experimentation, ever dabbling but never doing.

Getting serious with AI engineering and operations

For businesses in earlier stages of AI adoption, the need to treat AI as a discipline may not be obvious. However, it demands the same communication, structure, and rigor common in more established areas of a business to realize value fully.

All too often, model development takes place on a data scientist’s laptop, and orchestration is done manually, or ad hoc, using custom code and scripts. This is much the same way traditional application development took place before agile DevOps best practices emerged.

The net effect is that data teams—scientists, engineers, and others—often are forced to work inefficiently. They are burdened with manual tasks, such as handoffs to developers within whose apps their machine learning (ML) models will ultimately run. This creates an impediment to using ML models on the same cadence—and using the same DevOps processes—as applications. It slows the delivery of ML-enabled applications and reduces the business returns on AI investments.

“AI and ML are only beginning to emerge from their formative stage—and the peak of the hype cycle—into a period of more practical, efficient development and operations.”6

VC firm Andreessen Horowitz
Another reason AI initiatives stall before going into production is that the projects are often siloed, with a wall or gap between developers and stakeholders. This is exacerbated when it is unclear who owns and who controls specific data. Moreover, some AI teams are relatively new, with roles and responsibilities still uncertain, various “tribal” allegiances, and even disparate tool sets in the same organization.

Even more established teams need to interface with diverse constituencies and stakeholders. All this can make clear, precise communication challenging.

The track of a company’s all-too-typical AI program is captured, perhaps with a hint of cynicism born from years of experience and observation, in Figure 1. We believe the trough can be largely avoided, though, with a more structured approach.

Figure 1
AI: From hope to reality
Red Hat: AI in software with open source concepts

Like any typical technology company, Red Hat showed an early interest in AI and ML, exploring how it could use these technologies to apply to its products and services to benefit customers.

That all changed about four years ago. That’s when Red Hat started to intensify its focus on AI as part of a broader portfolio approach to its offerings to make sure they could interoperate and support customers’ growing demand for AI and ML workloads on containers and Kubernetes.

Red Hat increasingly operationalized AI on top of its platforms, establishing what would become the foundation for Open Data Hub, a meta-project grounded in AI engineering principles that integrates open source projects into practical solutions complemented by AI ecosystem partners. The open source community can experiment and develop intelligent applications without incurring high costs and mastering the complexity of modern ML and AI software stacks.

To give structure to and help deliver on its strategy, Red Hat formed the AI Center of Excellence (CoE). This organization was augmented with a newly formed “forward deployed engineering team,” mobilizing its top data scientists to provide innovation and value to customers through a services engagement model. As this effort grew, engineering discipline was added. DevOps and agile methods were used to strengthen and formalize the company’s approach to AI development.

Red Hat now uses “Open Innovation Labs” to collaborate with customers on AI/ML projects that employ best-of-breed open source technologies.9 For example:

– For an automotive client, the AI CoE helped develop a platform to deliver faster, more accurate driving simulations and data analytics with scalable ML and big data processing capabilities. The platform was configured and created in just three months.10

– For a healthcare client, the AI CoE created a prediction and therapy optimization platform to collect and analyze clinical data and signal caregivers in real time to initiate early care.11

For Red Hat, open source has taken on a new life in the context of a structured approach to AI.

---

**Figure 2**

AI engineering and operations

- **Design**: A human-AI experience designed for usability, as well as standard toolsets and methodologies to enhance speed-to-value and quality standards across AI projects.

- **Deployment**: A framework that automates deployment to improve efficiency and auditability.

- **Monitoring**: Technical and quality key performance indicators (KPIs) and processes to regularly measure and benchmark them.

- **Embedding**: Methods to check for bias in models, tools that visualize decisions taken by AI models, and broader company ethical guidelines.

Source: IBM analysis
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Innovating with NLP and semantics

Many companies are integrating ML and deep learning into their business operations, but the resulting models and algorithms are too often based solely on structured data. And one of the top challenges cited by companies in leveraging information is knowledge locked in unstructured data.

There is a better choice. Using advanced natural language processing (NLP) capabilities to enrich AI models with unstructured data can be challenging but helps provide the human context for how data is viewed and used by people. In other words, it brings the power of human language to bear. And with a deeper integration of these capabilities, AI now has two symbiotic learning loops instead of just one: a semantically-enabled learning loop for data integration and a statistically-enabled learning loop for ML.

At the 2020 US Open Tennis Championships, NLP and semantic technologies powered a popular improvement to the fan experience in an otherwise remote environment (see sidebar, “US Open: Open questions? Case closed”).

Semantic technologies and NLP also provide the necessary lineage and provenance that allow developers to verify that the AI system understands what people are writing or saying. And using the proper tools and algorithms for each situation is at the heart of creating more intelligent workflows.12

US Open: Open questions?
Case closed

At this year’s US Open Tennis Championships, like at so many other sports events, spectators couldn’t fill the seats as part of the COVID-19 protocols—an decision made by the United States Tennis Association (USTA) in mid-June. But thanks to AI and other leading technologies, there were new ways for fans to be a part of the tennis experience.13

For example, an online application called “Open Questions” allowed fans to contribute their arguments to the debate about various tennis topics. With topics such as the best player of all time and the greatest rivalry, the application used NLP to analyze millions of sources and delivered a debate-like pro/con argument. Fans shared their opinions, adding to the debate.14

Each day during the US Open, which occurred in the late summer of 2020 in New York City, fans could add their opinions to a topic, and that input was added to the database. New computer-based, AI-generated narrations around each topic were produced daily from the updated data, creating continuously deeper, more meaningful debates.

Another project was an AI-powered “cheat sheet” available to fans for every match. “Match Insights” used NLP technology to analyze millions of unstructured data sources like articles, blogs, and expert opinions. It pulled key insights from that mountain of data and converted them into a brief narrative form, enabling fans to get information ahead of matches.15 And this comparative analysis was presented in natural language, serving statisticians and casual fans alike.

Fans hope to fill the stands next year to enjoy tennis mastery and cheer for their favorite players. Until they can safely return, and probably even after that, NLP will enhance their tennis experience.
Making the case for building AI capabilities

For organizations that want to capture the true potential of AI in production, the first step in a more thoughtful and holistic approach is to put the discipline of AI engineering and operations at the core. And for those companies ready to take the next step in innovating with AI, building a robust NLP/semantic capability is the next step in achieving greater human understanding through AI.

Moreover, not embracing this approach carries the risk of allowing the gap between data scientists and operations teams to widen. And the further down the road ML projects go without being governed by sound operational procedures, the less likely they will be to make the grade.

As such, we cannot lose sight of the people who will make AI, use it, and benefit from it. We need bold leaders so the AI vision for the opportunity is clear and ethical (see sidebar, “Insights: Ethics in AI”). We need inspired designers so our human relationship with AI and its conditions will thrive. We need thoughtful engineers so the output engenders confidence and trust.

And we need to keep in mind that the humans who interact with AI are perhaps the most important part of any project team. Ultimately, they are responsible for realizing the actual, not just ideal, individual experiences, intelligent workflows, collaborative decisions, and tangible business value.

Insight: Ethics in AI

Critical areas of judgment—especially decisions that directly impact others’ lives and well-being—are governed by standards of appropriate action. But the ethical parameters around AI remain undefined and vague, in some instances pushed aside as impediments to progress.

In a study based on a survey of 1,250 C-level executives, the IBM Institute for Business Value found that more than half of the executives surveyed say AI actually could improve their companies’ ethical decisions. A majority also say AI could be harnessed as a force for societal good, not just for good business. And nearly all the respondents currently adopting AI are formally considering ethics as part of their AI initiatives. But first, the right ethical framework has to be in place.

While most major technology firms have issued their own guidelines, some have explicitly endorsed those from the European Commission’s High-Level Expert Group. These guidelines define a human-centric “trustworthy” AI approach built around seven requirements (see Figure 3).

Our survey findings also suggest the need for more corporate education about and engagement with AI ethics issues. The World Economic Forum’s AI Board Toolkit, developed through collaboration with various public and private partners including IBM, is a start in this direction.

As is appropriate for AI, not all the burden need be on the people involved. There are effective tools and infrastructure that can be deployed to continually monitor AI systems for trustworthiness and to avoid potential ethical lapses.

Yet corporate education, professional standards, and effective tools are not enough. There are significant questions about the tradeoffs between individual privacy and business value, regulation and innovation, and transparency and competitive advantage. Those tradeoffs deserve to be debated in a thoughtful and collaborative manner.

What’s at stake may be no less crucial than a wholesale rethinking of the social contract.

---

Figure 3
Seven key requirements for trustworthy AI

- Human agency and oversight
- Technical robustness and safety
- Privacy and data governance
- Transparency
- Diversity, non-discrimination, and fairness
- Societal and environmental well-being
- Accountability

Action guide

AI engineering and operations

While getting AI out of the lab and into full production is far from a trivial undertaking, we have identified key actions businesses can take to speed the path to scaling AI.

First, here are leading practices for less established AI adopters (companies in the considering, evaluating, and piloting phases of AI):

Get started
Development can often take place in “bite-sized chunks” in parallel. At the same time, understanding what data you have, where it resides, and who manages it can go a long way to increasing confidence in the outputs. AI does not necessarily require an initial massive data governance project to curate and cleanse data.

Start small but design for scale
Use an MVP to lay the foundation for something larger. Initial projects should be prioritized based on business impact, complexity, and risk. From there, you can build scale. Create and follow a roadmap based on impact and feasibility. If a pilot doesn’t succeed, accept it as a learning process and move on. Don’t expect every project to move into full production. A hybrid multicloud environment lends itself to scaling with data from various sources.

Adopt engineering principles
If you already are using DevOps or other software engineering approaches, establish a small team to transfer those skills and processes to AI projects. Adjust these policies and processes for the nuances of an AI environment.

Establish measurements for success
If it’s worth doing, it’s worth measuring. Metrics should be mapped against key success factors and significant risks. They also should be open and transparent, allowing the relevant internal teams to review progress. Feedback loops should provide input for new design and development. In AI, failure is an option, as long as companies learn from those constructive failures.

Appoint strong leadership
Confirm all AI projects support the strategic agenda and are designed with customers and other stakeholders in mind. AI should be regularly tested for bias and transparency to help ensure the output is ethical and fair. Leaders should also be responsible for building or acquiring the requisite AI skills and training.

Next, here are leading practices for more established AI adopters (companies in the implementing, operating, and optimizing phases of AI):

Establish an AI playbook
The playbook should be a living document, with checklists and engineering principles, built upon successes, failures, and KPIs. Create an architecture and team structure that operates at the intersection of design and data centers.

Continuously document and improve
Reinforce that deploying AI models is not the only goal or the end of a project. For AI to scale, you need to continuously evaluate and improve your models while they are in production. If it’s not repeatable, it’s not reliable—and documentation is critical for repeatability.

Monitor models
On an ongoing basis, monitor the explainability, fairness, and robustness of your AI models. Develop inspection algorithms—ethical “bots”—that serve as virtual microscopes to search for unintended bias and other issues.

Innovate at scale
Adopt and integrate deep, robust NLP capabilities and other forward-looking elements of AI matched to distinct use cases that add clear business value. Integrate disparate internal and external data sources. Adopt the mindset of an AI startup. Consider assigning some resources to explore bleeding edge technologies.

Engage ecosystem partners
Consider partnering with others to establish and/or influence relevant standards, drive transparency, and foster trust. Engage academics, think tanks, startups, and other trusted third parties.
Notes and sources
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