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1. Introduction 
 

Across the globe companies are increasingly relying on cloud computing to operate their 
business. According to Gartner, cloud will be the centerpiece of new digital experiences, and 
companies will deploy 95% of new digital workloads on cloud-native platforms  
by 2025. 
 
Cloud offers a great deal of flexibility and scalability and allows one to access data from 
anywhere. Meanwhile, mainframe computers still plays a central role in the daily operations of 
most of the world’s largest corporations, including 92 of the world’s top 100 worldwide banks, 
10 out of 10 of the world’s largest insurers, 23 of the world’s largest airlines & 23 out of 25 of 
the US’s largest retailers (IBM Z®). Mainframes process around 29 billion annual ATM 
transactions and 12.6 billion transactions per day (The modern mainframe).  
 
Companies are working to have intelligent built into their transaction processing logic, which 
requires real-time AI in enterprise workloads without impacting SLAs. Meanwhile, batch 
workloads also face challenges with increasing transaction volume and shrinking processing 
time window. IBM Z Integrated Accelerator for AI embedded in the IBM Telum™ chip within  
IBM z16™ can help clients achieve large-scale low-latency model inference for both real-time 
and batch workloads. Combining the power of cloud and mainframe can bring clients the 
benefits of both worlds. 

 
2. Use case 

To unleash the power of data to better support existing applications and to explore new 
business initiatives, transactional data on mainframe needs to be made available. Transactional 
data is highly sensitive and needs to be protected. Security incidents are extremely expensive. 
Data needs to be secured and governed, and yet can be easily discovered and used in hybrid 
cloud environment.  

Take credit card fraud for example, it is very important to flag and stop the fraudulent 
transaction while it happens, rather than starting a fraud investigation afterwards. However, it is 
impossible for financial firms to score all transactions in real-time by sending inference requests 
to a scoring engine over the network. By collocating the model inference with the transaction 
processing application on mainframe and utilizing the AI accelerator on z16, large-scale real-
time scoring for all the transactions is feasible. 

Data scientists do not normally train and tune AI models on mainframe. It is more convenient 
and cost efficient for data scientists to utilize the rich set of tools and services and pay for only 
what they consume in cloud. 
 

https://www.gartner.com/en/newsroom/press-releases/2021-11-10-gartner-says-cloud-will-be-the-centerpiece-of-new-digital-experiences
https://www.ibm.com/academic/topic/ibm-z
https://www.ibm.com/downloads/cas/8MGOLOB7
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In this article, we will use credit card fraud detection as a sample use case and discuss how to 
set up a secure training environment and train a sample AI model in IBM Cloud®, deploy the 
trained model back to mainframe for real-time inference, and invoke model inference  
on mainframe. 

 
 
3. Set up secure environment in IBM Cloud 
 
Although cloud provides many benefits, security is the main concern when using cloud 
computing services. According to the data breach report 2023, average cost of a data breach for 
Financial industry is $5.90M. Setting up a secure environment in cloud is critical. 
 
There are many different factors to consider when designing a secure environment in cloud, 
including network security, identity and access control, application security, and data security. It 
requires deep knowledge in each area to design the infrastructure and make sure that there are 
no security holes in the design. 
 
IBM Cloud Framework for Financial Services is designed to build trust and enable a transparent 
public cloud ecosystem with security, compliance, and resiliency features that financial 
institutions require. The Framework utilizes services in IBM Cloud to create secure and 
compliant environment, (for example, IBM Hyper Protect Crypto Services (HPCS), IBM DevOps 
toolchain, IBM Security and Compliance Center (SCC)), includes reference architectures and 
best practices. The Security and Compliance Center has a set of profiles with pre-defined 
controls and polices that will run, monitor, and audit the services. The policies and controls are 
determined by IBM Cloud Regulatory Council of members who are from risk and compliance of 
leading financial industry companies and Promontory Financial Group, an IBM subsidiary, to 
ensure that it is current with new and updated regulations. 
 
The IBM Cloud Framework for Financial Services defines a few reference architectures, which 
can be deployed via infrastructure as code DevOps toolchain and used as a basis for meeting the 
security and regulatory requirements. Sensitive workloads (eg. AI model training jobs) can then 
be deployed into the environment. 
 

• VPC reference architecture for IBM Cloud for Financial Services 
• Satellite reference architecture for IBM Cloud for Financial Services 
• IBM Cloud for VMware Regulated Workloads architecture 

 
To create DevOps toolchain for IBM Cloud for Financial Services™, log in to IBM Cloud, click on 
the hamburger menu on the upper-left corner, and then click on DevOps -> Toolchains. 

https://www.ibm.com/reports/data-breach
https://cloud.ibm.com/docs/framework-financial-services?topic=framework-financial-services-about
https://cloud.ibm.com/docs/framework-financial-services?topic=framework-financial-services-vpc-architecture-about
https://cloud.ibm.com/docs/framework-financial-services?topic=framework-financial-services-satellite-architecture-about
https://cloud.ibm.com/docs/framework-financial-services?topic=framework-financial-services-vmware-overview
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Click ‘Create toolchain’ button. 
 

 
 
 
Look for the tile titled ‘Deploy Infrastructure as code for the IBM Cloud for Financial Services’, 
which will clone the Secure Landing Zone toolchain repository with Terraform templates to set 
up the environment. You can update the config files based on your needs before provisioning  
the environment.  
 

https://github.com/open-toolchain/landing-zone
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Here is a VPC based reference architecture for AI pipeline. This article focuses on the AI model 
building, deployment, and inference. 
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1. Set up the infrastructure by creating DevOps toolchain for “Deploy infrastructure as Code 
for the IBM Cloud for Financial Services”, which provides a secure environment for 
model training jobs. For more information, refer to reference architecture for IBM Cloud 
for Financial Services. 

2. Make the enterprise data on-prem accessible in refer to data integration blog cloud. 
There are different ways to expose the data on-prem. 

3. Understand, prepare, and manage the governance of the data with tools in IBM Cloud 
Pak® for Data, for example, organizing and managing data with Watson Knowledge 
Catalog. 

https://cloud.ibm.com/docs/framework-financial-services?topic=framework-financial-services-best-practices
https://cloud.ibm.com/docs/framework-financial-services?topic=framework-financial-services-best-practices
https://www.ibm.com/downloads/cas/V3G9VXWO
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4. Training jobs can be run in the workload VPC. Various tools in IBM Cloud Pak for Data can 
be used. IBM Watson® Studio can be used as the model development environment. 
Different machine learning platforms and tools can be used to train the model (example, 
TensorFlow, pyTorch, SnapML, etc.). Model can be tested in Machine Learning. For 
conversational AI, tools like Watson Assistant, Speech-to-Text, and Text-to-Speech can 
be used. 

5. IBM DevOps Toolchains can be used to manage the model source codes and  
tested models. 

6. Linux® on IBM Z or IBM Wazi as a Service can be used to test the AI models and AI 
applications before pushing them to on-premises IBM Z. 

7. Tested AI models are deployed on IBM Machine Learning for z/OS®. 
8. AI model inference is invoked to gain insights from the data. 
9. AI models are continuously monitored via IBM Watson OpenScale, which is an 

enterprise-grade environment for AI applications that provides enterprise visibility into 
how your AI is built and used, and delivers return on investment. Its open platform 
enables businesses to operate and automate AI at scale with transparent, explainable 
outcomes that are free from harmful bias and drift.   

 
4. AI model building in IBM Cloud 
 
AI model building is an iterative process. It normally starts with understanding the business 
problem on hand, and iterate through data understanding and preparation, model training and 
testing, model deployment, model inference, and model monitoring. We will focus on model 
building in IBM Cloud in this section. 
 
In the last section, we set up a secure environment in cloud, now we can deploy our favorite 
training framework into the environment. This demo uses Cloud Pak for Data (CP4D) as the 
training environment and CP4D is set up in the workload VPC. Refer to the CP4D documentation 
if you need to install CP4D. 
 
In this demo, we will build a sample model that analyzes historic credit card transaction data to 
predict whether a new credit card transaction is fraudulent. The source code is in ai-on-z-fraud-
detection github repository, and we will use one of the sample models to demonstrate the 
model development and deployment process. 
 
  

https://www.ibm.com/products/cloud-pak-for-data?utm_content=SRCWW&p1=Search&p4=43700074359384440&p5=e&gclid=Cj0KCQiAlKmeBhCkARIsAHy7WVsVeZ8ZZSa-6k_TpV0VNYtu-vNgHOR6TkNU3uzS2RZL6d7SBXPbwZEaApiwEALw_wcB&gclsrc=aw.ds
https://www.ibm.com/z/linux
https://www.ibm.com/cloud/wazi-as-a-service
https://www.ibm.com/docs/en/cloud-paks/cp-data/4.6.x?topic=services-watson-openscale
https://www.ibm.com/products/cloud-pak-for-data
https://www.ibm.com/docs/en/cloud-paks/cp-data/4.0
https://github.com/IBM/ai-on-z-fraud-detection
https://github.com/IBM/ai-on-z-fraud-detection
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4.1 AI model building steps 
 
You can choose your favorite framework to build the AI model. In this demo, TensorFlow 
framework is used to build a deep learning model, and Watson Studio in CP4D is used as the  
development environment. 
 
The following steps are needed to build and persist the model: 
 
• Project setup – Watson Studio project is the logical organization of resources and can be 

used to manage access to the resources. 
• Data connection – Watson Studio supports data connectors to various data sources. In our 

case, the batch data from on-prem is uploaded to IBM Cloud Object Storage (COS), which is 
protected by IBM Cloud Hyper Protect Crypto Services (HPCS) keys. HPCS is an industry-
leading key management and hardware security module service built with mainframe-level 
encryption and offered as a service in the cloud. It can be integrated with other IBM Cloud 
services to protect digital assets in Cloud. Data in motion, data at rest, and data in use are 
all fully protected in IBM Cloud for Financial Services environment. 

• Model training – Data scientists can play with the data, use the framework of their choice, 
and build AI models. In this demo, TensorFlow framework is used to train the demo model. 

• Model persistence – Trained model is persisted, so that it can be brought to the deployment 
environment for model inference. In this demo, the model is persisted in a couple of 
different ways, TensorFlow format and Open Neural Network Exchange (ONNX) format, and 
we will show how to deploy each of them on the mainframe.  

• Model conversion – ONNX defines a common set of operators - the building blocks of 
machine learning and deep learning models - and a common file format to enable AI 
developers to use models with a variety of frameworks, tools, runtimes, and compilers. By 
converting the model into ONNX format, the model can be hosted in a framework that is 
independent of the model training framework, so that data scientists have more flexibility 
when they choose the framework they are most familiar with to train the model.  

 
If you want to learn more about how to build a model in Watson Studio in CP4D environment, 
this tutorial has detailed instructions.  
 

4.2 Data connection 
 
IBM CP4D provides a suite of services to connect, catalog, discover, and govern the data. CP4D 
supports data connectors to various data sources, regardless of the physical location of the data. 
Watson Knowledge Catalog helps user to catalog and understand the data and control access of 
the data. Here is a sample screenshot of the various data sources that one can connect from 
Watson Studio. The list may change over time. 
 

https://developer.ibm.com/tutorials/build-a-recurrent-neural-network-tensorflow-keras/
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Data connection to different data sources 

 
 
For this demo, the data is stored in Hyper Protect Crypto Service (HPCS) protected Cloud Object 
Storage (COS) bucket. IBM Cloud HPCS is a key management service and cloud Hardware 
Security Module (HSM) that is built on FIPS 140-2 Level 4-certified hardware which supports 
clients with Keep Your Own Key (KYOK). The synthesized data of this demo can be found in this 
github repository. 
 
You can use direct link or create VPN to connect on-prem to IBM Cloud. You can also config IBM 
Cloud Functions or IBM Code Engine to listen on COS write events and process the data 
automatically when it arrives. 
 
Once you have the connection created, Watson Studio can generate code to access data from 
the given connection. For example, you can first create connection to the data source, in this 
case COS bucket. Under ‘Assets’, click ‘New asset’. 
 

 
 
In the New asset window, under ‘Data access tools’ on the left, click on ‘Connection’ tile. 
 

https://csrc.nist.gov/projects/cryptographic-module-validation-program/Certificate/3410
https://github.com/IBM/ai-on-z-fraud-detection
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Choose Cloud Object Storage and fill in the connection information to the COS instance. 

 
 
The new connection should be under the Connection section. 
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Now in notebook, Watson Studio can help insert pandas Dataframe to the code.  

 
Insert code to access data 

 
If you want to write your own codes to connect to COS buckets via APIs, here are sample codes 
to do so. Please make sure to update the COS connection information and API keys. 
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Then you can read data in. 
 

 
 

Here are sample helper functions to download file from and upload file to COS bucket. 
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4.3 AI model building 
 
When building AI models, it is critical to understand the data. You can inspect the data 
distribution and data quality (e.g. missing, duplicate data, etc.). You may need to map 
categorical data to numerical and normalize numerical data. Here are the data transformations 
on the demo data set. 
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This demo builds a deep learning model, which has an input layer, an output layer, and a couple 
of hidden layers. 
 

 
 

 
 
 



 
© 2023 IBM Corporation 

4.4 AI model persistence 
 

TensorFlow model can be saved via  
 model.save(save_dir) 
Refer to TensorFlow documentation for more details. 
 
You can save the trained model to repository of your choice, and later picked up by the 
CI/CD pipeline. In this demo, the TensorFlow model is zipped and uploaded to COS bucket. 
 

 
 
 

4.5 AI model conversion 
 
ONNX is an open format for AI models, allowing interchangeability of models between various 
AI frameworks and tools. Models developed using different frameworks can be saved or 
converted in ONNX format. For example, tf2onnx converts TensorFlow (tf-1.x or tf-2.x), keras, 
tensorflow.js and tflite models to ONNX via command line or python api. Refer to the tf2onnx 
information here. 
 
Here is the sample code to convert demo TensorFlow model to ONNX format: 
 

 
 

ONNX model can be validated. 
 

https://www.tensorflow.org/tutorials/keras/save_and_load
https://github.com/onnx/tensorflow-onnx
https://github.com/onnx/tensorflow-onnx
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In the demo, TensorFlow model was converted to ONNX format, and it is also uploaded to  
COS bucket. 
 

 
 

4.6 AI model visualization 
 
Netron is an open-source multi-platform visualizer and editor for artificial intelligence models. It 
supports many extensions for deep learning, machine learning and neural network models. You 
can find more information here. 

 
Here is the view of our demo model. 

https://github.com/lutzroeder/netron
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5. AI model deployment on mainframe 
 
There are different ways to deploy AI models on IBM Z, for example:  
• Deploying with IBM Machine Learning for z/OS (MLz)  
• Deploying with MLz Online Scoring Community Edition (OSCE) 
• Deploying with TensorFlow Serving  
• IBM zDNN plugin for TensorFlow 
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IBM Machine Learning for z/OS (MLz) is an enterprise-grade and production-ready platform that 
enables embedding ML and DL models into transactional applications for real-time insights. 
With MLz, organizations can build, deploy, and run models on IBM Z and leverage several 
essential enterprise-grade ML features, such as model versioning, auditing, and monitoring. 
Models trained on other platforms can be converted to PMML or ONNX format and deployed on 
MLz. Refer to IBM Machine Learning for z/OS for details. 
 
The MLz Online Scoring Community Edition (OSCE) is a special no-charge version of MLz that is 
intended for simple, non-production testing of the real-time scoring function of pretrained ONNX 
models. MLz OSCE can be used for rapid use case evaluation of embedding DL models in 
transactional z/OS applications while leveraging the Integrated Accelerator for AI. MLz OSCE is 
packaged as an s390x Docker container image that is easily deployed in IBM z/OS Container 
Extensions (zCX). IBM zCX enables clients to deploy Linux applications as Docker containers on 
z/OS as part of a z/OS workload. 
 
TensorFlow Serving is an open-source, high-performance deployment option that is a good fit 
for enterprises that are heavily invested in the TensorFlow ecosystem or have complex model 
pipelines. TensorFlow Serving is available as a container image in the IBM Z Container Image 
Registry, and it can be used in a zCX or a Linux on IBM Z environment. Any z/OS application can 
access the TensorFlow model by using a REST API call.  
 
IBM zDNN Plugin for TensorFlow can also be used to deploy TensorFlow model and utilize the 
IBM Integrated Accelerator on Z. IBM-zDNN-Plugin will detect the operations in your model that 
are supported by the Integrated Accelerator for AI and transparently target them to the device.  
 
We will demonstrate how to deploy the TensorFlow model built in the previous section to MLz 
OSCE edition and TensorFlow Serving container.  
 

5.1 Deploy AI model in MLz OSCE 
 

IBM Machine Learning for z/OS (MLz) is an enterprise machine learning solution that runs on 
IBM Z and Red Hat® OpenShift® Container Platform (OCP). It delivers predictive analytics 
capabilities to the platform and enables the generation of real-time insights at the source. MLz 
OSCE offers a no-charge option to test the MLz feature of real-time inferencing of pre-trained DL 
ONNX models. 
 
You can set up IBM Machine Learning for z/OS Online Scoring Community Edition for testing 
purpose, and IBM Machine Learning for z/OS for production usage. Once LMz is setup, it has a 
link to the portal that you can use to manage your model. 

 
(a) Import ONNX model 

Go to the MLz link and import the ONNX model. 
 

https://www.ibm.com/products/machine-learning-for-zos
https://www.ibm.com/products/machine-learning-for-zos
https://www.ibm.com/docs/en/wmlce/1.7.0?topic=wml-ce-planning
https://www.ibm.com/products/machine-learning-for-zos
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(b) Test the model 

Once the model is imported, you can click on the model, and inspect details. The General 
tab has the link to the scoring endpoint. The Schema tab has information about the input 
and output data. The Test tab allows you to give some sample payload and do a quick 
test on the model. 

 
curl --location --request POST 'http://$SERVER_IP:15552/v1/models/saved_model:predict' \ 

--header 'Content-Type: application/json' \ 

--header 'Accept: application/json' \ 

--data-raw '{"instances": [ ... test data ...]}' 

 
 

5.2 Deploy AI model in TensorFlow serving container 
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TensorFlow Serving is an open-source, high-performance serving system for AI models. 
TensorFlow Serving is available as a container image in the IBM Z Container Image Registry, and 
it can be used in a zCX or a Linux on IBM Z environment. 
 
TensorFlow models can be deployed in TensorFlow Serving container. TensorFlow models that 
are trained in TensorFlow 2.7 or later can be deployed on IBM Z without endian conversion, 
otherwise the byte order of the models need to be converted using this endian converter tool. 
 
You can also find the IBM Z Accelerated Serving for TensorFlow container in the IBM Z Container 
Image Registry, which will leverage new inference acceleration capabilities that transparently 
target the IBM Integrated Accelerator for AI through the IBM z Deep Neural Network (zDNN) 
library. 
 
Here are the steps to deploy model in TensorFlow Serving container: 
 

(a) Get docker image 
Here is the link to IBM image registry for z/OS, which has trusted container images for 
z/OS. Find the ‘tensorflow-serving’ entry and run the ‘docker pull’ command as 
documented. 
 

(b) Start docker container 
 
Here is the command to start docker container and serve the model. 

 
Here is sample setting for our demo: 
MODEL_BASEDIR=/path/to/model 
MODEL_NAME=ccf_220_keras_lstm_public 
MODEL_PATH=$MODEL_BASEDIR/$MODEL_NAME 
MODEL_PORT=8501 
 
 

(c) Test the model 
Once the model is deployed, a curl command can be used to validate the deployment. 
 
# invoke predict on the model 
curl -X POST http://localhost:$MODEL_PORT/v1/models/$MODEL_NAME:predict -d ‘{“instances”: [ … data 
payload … ]}’ 
 

 
  

https://ibm.github.io/ibm-z-oss-hub/main/main.html
https://ibm.github.io/ibm-z-oss-hub/containers/tensorflow-serving.html
https://github.com/ambitus/zos-native/tree/master/tools/Endian_converter
https://ibm.github.io/ibm-z-oss-hub/main/main.html
https://ibm.github.io/ibm-z-oss-hub/main/main.html
https://github.com/IBM/zDNN
https://ibm.github.io/ibm-z-oss-hub/containers/index.html
http://localhost:$MODEL_PORT/v1/models/$MODEL_NAME:predict
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6. AI model Inference 
  
Now model is deployed, it can be invoked for real-time inference. Just like model training, data 
needs to be prepared and transformed to the format before invoking the model. The data 
transformations should be consistent with the ones that are done at model training time.  
 
Take the credit card fraud detection sample for example, when the model is trained, past 7 
transactions from the user is grouped together for model to learn the behavior of the user. At 
model inference time, when a new transaction is received, the past few transactions from the 
user should be looked up. Then the data is transformed to the format that can be fed to the 
model. Transformation could include encoding strings to numbers, normalizing numbers, etc. 
The data preparation and transformation application can be deployed in application that is 
collocated with the model. 
 
The demo loads the saved information into a mapper and use it to transform the input data. 
  

 
 
The transformed data is then used for prediction. 

 
 
For this sample test data: 

 
 
Here is the sample inference, and you can see that the last transaction has high probability to be 
a fraudulent transaction. 
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7. Conclusion 
 
Companies are moving to cloud. Data scientists can train, tune, and test AI models in cloud, and 
benefit from the flexibility, scalability, and pay-as-you-go model. For highly regulated industries, 
eg. Financial industry, it is critical to protect the sensitive data and meet the regulatory 
requirements. IBM Cloud for Financial Services is designed to build trust and enable a 
transparent public cloud ecosystem with the features for security, compliance, and resiliency 
that financial institutions require. Financial institutions can confidently host their mission-critical 
applications in the cloud and transact quickly and efficiently.  
 
Mainframe is still the main transaction processing engine for enterprises for unbeatable 
performance, reliability, and security. Companies try to build intelligence into their transaction 
processing logic for real-time workloads. They also try to process large volume of data with 
shrinking processing time. This requires low-latency large-scale AI model inference. The IBM 
Integrated Accelerator for AI Telum chip on z16 can help companies to achieve this goal.  
 
Combining the secure environment in IBM Cloud with the low-latency inference capability on 
mainframe, companies can benefit from both worlds and achieve their goals in Hybrid  
cloud environment. 
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