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IBM Research: A global research capability
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28 ACM Fellows
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IBM Research - Zurich

Established in 1956

45+ different nationalities
Open Collaboration:
«  Horizon2020: 43 funded projects and 500+ partners

Two Nobel Prizes, One Kavli Prize

+ 1986: Nobel Prize in Physics for the invention of the scanning
tunneling microscope by Heinrich Rohrer and Gerd K. Binnig

1987: Nobel Prize in Physics for the discovery of high-
temperature superconductivity by K. Alex Miiller and
J. Georg Bednorz

2016: Kavli Prize in Nanoscience for the invention and
realization of atomic force microscopy by Gerd K. Binnig and
Christoph Gerber

Binnig and Rohrer Nanotechnology Centre opened in
2011 (Public Private Partnership with ETH Zurich and
EMPA)

7 European Research Council Grants

2017 - Named Historical Site by the European Physical
Society
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Success in Petascale computing: implicit linear solver to scale!

“|-m-Solver scalability
'|-#-Full code scalability
== Ideal scalability

0.99 Weak-Scalability
1 to 96 BGQ Racks
(Largest problem has 602 BDOF)

I

10 -1 I I
16,384 32,768 65,536 131,072 262,144 524,288 1,048,576
Number of Blue Gene/Q cores 1,572,864

Vulcan Sequoia

Complex PDEs: Highly Heterogeneous Flow
in Earth's Mantle .
-B-Solver speedup

J. Rudi’, A.C.I. Malossi2, T. Isaac!, G. Stadler3, M. “#FFull code speedup
. . == Ideal speedup
Gurnis?4, P.W.J. Staar?, Y. Ineichen?, C. Bekas?, A.

Curioni2, O. Ghattas' ooy agnide e/l

0.00

Strong-Scalability

_ : : : 03 : 1 to 96 BGQ Racks
1: The University of Texas at Austin i (Problem size: 8.3 BDOF)

2: IBM Research — Zurich
3: New York University
4: California Institute of Technology

65,536 131,072 262,144 524,288 1,048,576
Number of Blue Gene/Q cores 1,572,864

Vulcan Sequoia
© 2016 IBM Corporation




Cognitive Discovery




Technical R&D today: The three pillars

\‘

Theory

Experiment



Traditional R&D has limits

R&D Today

Simulation

(d We cannot beat complexity with
brute force simulation

New J We need a new, data driven,
Product . .
holistic approach

Opportunistic
Discovery
by Humans

Experiments



Unstructured Data Deluge in Peer Review Publications
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Cognitive Discovery based on Al to reverse the pyramid

R&D Today

Simulation

New
Product

Opportunistic
Discovery
by Humans

Experiments

R&D Future

Simulation & Inference

New
Product

Experiments
Comprehensive

Discovery by

Cognitive

!
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Scalable Knowledge Ingestion

PDF Parser PDF Interpretation Semantic representation

PRL 108, 190603 2012) PHYSICAL REVIEW LETTERS

B
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https://www.sysml.cc/doc/76.pdf)
https://doi.org/10.1145/3219819.3219834

Knowledge Extraction:
Accelerate via ML

Categorize documents into
similar layouts

Annotate a few pages

A Machine Learning model is
trained automatically

0L

“ | T

Huge boost in the annotation
process

i

|y

https://samaster.smartannotator-production-

v2.zc2.ibm.com/manager/projects/afb2ddec29d5179

ab415e1061e627837f886€271
Accuracy > 98%

© 2017 International Business Machines Corporation



https://samaster.smartannotator-production-v2.zc2.ibm.com/manager/projects/afb2ddec29d5179ab415e1061e627837f886e271

Corpus Processing Service

Corpus Conversion Service Corpus Processing Service

Knowledge Base Graph Engine
|
|

f = e

Original Converted Entities and
Documents Documents Relationships

)

Knowledge Graph




Al Automation




Narrow Al:
IEIRYZE
Creation

AI learns to solve specific tasks, or focuses on individual domains or modalities primarily
using human-curated , training data sets & manually-crafted architectures
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General AT:
Revolutionary

2050-Beyond

AI acquires knowledge by reading, discussion, observation, experiments. Broad
transfer of knowledge across tasks. Cross-domain reasoning is common. Broad
autonomy within human-managed teams.




Broad Al
Disruptive and
Pervasive
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2010 2015 ) We are here 2050-Beyond

AI selectively acquires and integrates knowledge from multiple modalities and sources,

including interaction; develops and retains skills that it adapts and combines to

complete new tasks; learning is adaptive, using automatically-constructed architectures.
17




Today’s neural networks: how do they look like”

10.990:9%

Convolution
' AvgPool
MaxPool
©7 Concat
@» Dropout
@» Fully connected
@8 Softmax

.19
1.5000 &

Inception V3 architecture:

C. Szegedy, V. Vanhoucke, S. loffe, J. Shlens,
Wojna. Rethinking the Inception Architecture
for Computer Vision, 2015.
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N

Memory transfers
Non-linear functions
Pooling

GEMM

FFT

Gradient

Other tensor operations
Elemwise multiplication

0.9 M params

Quantity
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Google Inception V3 - 2016

9.6M params 13.1 M params
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Millions of parameters to tweak and growing

© Backfed Input Cell N e u ra l N etWO rkS Deep Feed Forward (DFF)

7 Input Cell ©2016 Fiodor van Veen - asimovinstitute.org

= Highly skilled researchers/data-scientists are needed to
hand-craft custom neural networks S-S Jecot Jecet

@ spiking Hidden Cell

@ outputcett

= Hand-crafting complex networks is time-consuming, error 0 ormomics  CHEM B
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p ro n e y a n d d O eS n Ot Sca | e W it h t i m e a n d reSO u rces © wemory cet Auto Encoder (AE)  Variational AE (VAE) Denoising AE (DAE) Sparse AE (SAE)

@ oifferent Memory Cell

Recurrent Neural Network (RNN) Long / Short Term Memory (LSTM)  Gated Recurrent Unit (GRU)
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= Neural networks continue to grow in size and complexity © ot

Markov Chain (MC) Hopfield Network (HN) Boltzmann Machine (BM) Restricted BM (RBM) Deep Belief Network (DBN)
» (0]
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Generative Adversarial Network (GAN) Liquid State Machine (LSM) ~ Extreme Learning Machine (ELM) Echo State Network (ESN)
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7.3
357 I

ILSVRC'15 ILSVRC'14 ILSVRC'14  ILSVRC'13 ILSVRC'12 ILSVRC'11 ILSVRC'10
ResNet GoogleNet VGG AlexNet Deep Residual Network (DRN) Support Vector i Neural Turing Machine (NTM)

ImageNet Classification top-5 error (%) vm 3% :% °

Kaiming He, Xiangyu Zhang, Shaoging Ren, & Jian Sun. “Deep Residual Learning for Image Recognition”. CVPR
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How does it work?

Budget & requirements
(hidden in beta)
S 3
~ Synthesis time|
[

3) DEPLOY/DOWNLOAD
MODEL

Example #1

Inference
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2) AL AUTOMATION: FROM DATA PREPARATION TO MODEL SYNTHESIS

Example #3
DATA PREPARATION MODELING SYNTHESIS e
* Ingestion * Prediction * Training
= Cleansing = Arch. Search = HPO
= Augmentation * Model selection = Validation

20| © 2019 - IBM Corporation Copyright



Classical LSE TAPAS-NeuNetS

(Real et al. 2017) (Istrate et al. 2018)
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0 50 100 150 200 250 300 350 400
Wall time (seconds)

Search time: 400s (2300x faster)

0.9 28.1 70.2 wall time (hours) 256.2

Search time: 256h

Resources: 250 workers (~250-1000 GPUs)
CIFAR-10 top accuracy: 94.6%

CIFAR-100 top accuracy: 77%

Resources: 1 GPU (250-1000x less expensive)
CIFAR-10 top accuracy: 93.67% (1% worse)
CIFAR-100 top accuracy: 81.01% (4% better)
SPEED UP ORDER: 1M (architecture discovery) — 100k (trained model)



NeuNetS: Neural Network Synthesis

IBM Watson Studio

Upgrade # L\ ATIN SOOD's Account v @

NeuNetS

NeuNetS : Neural Network Synthesis “™

Automatically design and train neural network models without code.

1 Upload your data 2 NeuNetS does the rest
A variety of neural networks architectures are

Upload images/text and labels to Cloud Object
Storage. NeuNetS can handle millions of text or image automatically synthesized and tested to find which
samples. works best for your data.The resulting model is
evaluated and optimized for maximum accuracy,
precision and recall.

Getting Started

Synthesize a Model View Documentation

Try it now! http://ibm.biz/neunets

22| © 2019 - IBM Corporation Copyright



Al for Chemistry




Forward Chemical reaction prediction

reactants reagents & conditions products

A A
N[ A4 \
Na* \rI(\\o
+ —0 - \
Br
Br

Brclcncc(Br)cl.C[O-] A 1A 2 COclcncc(Br)cl

US patents

SMILES to SMILES

Freely available for everyone:
http://www.research.ibm.com/ai4chemistry

Released on August 19t at ACS

Boston. In 6 months (Dec. 2018):

* 5150 active users

« 20000 chemical reactions
predictions

« 8000 projects opened

60000 molecules generated

SMILES to SMILES
prediction

using sequence-2-
sequence models

interesting
features

Predictions in short (how a Se2Seq works)

Source
e Lenis et ) c:3 .-o-]>A1A2

reactants

Target

\
product

Schwaller et. al. Chem. Sci., 2018, 9, 6091-6098
Performance

USPTO* S2S WLDN ELECTRO GTPN WLDN5 our work

[13] [28] [30] [31] [29]
_MIT  separated 803 79.6 824 856 (_ %D
_MIT mixed 74 88.6

Currently, best method in FORWARD chemical reaction prediction



Muchas gracias

Cristiano Malossi, IBM Research THINKLab

@C_Malossi
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