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Copyright 

The data contained herein shall not be disclosed, duplicated, or used in whole or in part for any 

purpose other than to evaluate the proposal, provided that if a contract is awarded to this offer as a 

result of, or in connection with, the submission of these data, the proposee shall have the right to 

duplicate, use or disclose the data to the extent provided in the agreement. This restriction shall not 

limit the right to use information contained in the data if it is obtained from another source without 

restriction. 

All trademarks that appear in the document have been used for identification purposes only and 

belong to their respective companies. 

 

Document Distribution List Copyright 

 Tata Consultancy Services (TCS) 

 International Business Machines  (IBM) 

 Any person authorized by the above 
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TCS BaNCS Compliance is a robust Anti Money Laundering regulatory compliance, risk management 

and financial crimes detection suite, implementing an intelligent, enterprise-wide, risk-based 

approach to detecting and reporting suspicious financial activities. The product caters multiple 

business requirement as well as regulatory requirement of respective geography.  

With the rise of the global economy, banks need to comply with complex regulations at each level of 

the government starting from BSA, USA Patriot Act, FSA, PMLA and BASEL III to state-level regulations 

and local ordinances concerning ATM access. The need of the hour is a customer-centric, enterprise-

wide solution for global compliance management and local monitoring. 

These capabilities ensure regulatory compliance and risk mitigation without compromising on 

Straight-Through-Processing (STP) in the back office. With a single view of each customer across 

accounts and households, you can protect your firm from the risks of money laundering and financial 

fraud 

Overview: 

In order to meet requirements from fast 

growing banking sector with exponentially 

increasing Customer base, Account base 

and Transaction day by day. The existing 

products have to benchmarking and 

scaled to meet the forthcoming 

requirements with heavy volumes. 

TCS BaNCS Compliance Product 

Benchmarking is the activity to 

benchmark the existing product at high 

volumes of current trends in Financial 

Sector, And also to make the necessary 

changes in the application to scale up the 

application.      

 

 

 

 

 

 

 

 

Goal: 

Benchmarking is a systematic process of 

evaluating the existing product and taking 

necessary actions to meet the target 

requirements.  Benchmarking can be 

initiated with multiple goals listed as 

below: 

 Validation of the application 

performance aspects on the IBM 

platform and its scalability aspects at 

various incremental loads. 

 Fine-tuning the application and HW, 

DB level parameters to optimize 

performance 

 Benchmark the application on the 

deployment landscape of choice for 

customer. 

 Identify Best Practices or 

recommendations which can help the 

organization as a customer or service 

provider.   

 Implement & Test Impact of new and 

improved technologies. 
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Performance Criteria 

 

Table 1: Benchmarking Base Volumes 

 

 

 

 

 

 

  “Benchmarking Base Volumes are expected 

to be replica of volumes expected by 

customer in realistic scenarios” 

 

 

 

 

 

Expected Results 
ά¢/{ BaNCS Compliance to complete all the EOD 

Batch jobs within batch window of 6 Hours for 

volumes which are around 6 Million 

transactionsΦέ 

 

 

Database Server

Workstations

Web Services

CPU : 16  core Power 7+

RAM : 64 GB

OS: : AIX7.1

Compliance 

DB Server

Oracle 11g R2

Web + App Server

Compliance 

Web + App Server

Power 7+

CPU : 16 core Power 7+

RAM : 64 GB

OS: : AIX 7.1

Oracle 11g

Compliance 

Database

IBM LPARs between Web & Appserver, DB Server

 

Figure 1: Web & Application Server Hardware Details 

BENCHMARKING BASE VOLUMES 

Criterion Volume 

Total Number of Customers 150,000,000 

Total Number of Accounts 200,000,000 

Total Number of Transactions 750,000,000 
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1. Test Configuration 

1.1 Hardware 

1.1.1 Deployment Diagram 
The diagram below provides an overview of the deployment used for benchmarking BaNCS Compliance.  Web & 

Application Server on a 16 Cores Server and DB Server on 16 core Server.  

 

Table 2: Web & Application Server Hardware Details 

 

 Hardware was deployed at IBM Premises and the benchmarking was carried out from IBM Lab.  

 

 

 

Hardware Details  

Hardware 

Requirements 

Processor 

Type 
Cores RAM 

Internal Disk 

Requirement 

Web + 

Application 

Server 

 

TCS BaNCS 

Compliance 

IBM Power 7 Series 

System Model: IBM,9179-MHD   

Machine Serial Number: 1016F5P    

Processor Type: PowerPC_POWER7     

Implementation Mode: POWER 7     

Processor Version: PV_7_Compat     

Kernel Type: 64-bit     

LPAR Info: 10 LPAR06 

 Number Of Processors: 16     

Clock Speed: 4424 MHz    

CPU Type: 64-bit 

64 GB 4X150GB 

Database Server  

TCS BaNCS 

Compliance 

IBM Power 7 Series 

System Model: IBM,9179-MHD   

Machine Serial Number: 1016F5P    

Processor Type: PowerPC_POWER7     

Implementation Mode: POWER 7     

Processor Version: PV_7_Compat     

Kernel Type: 64-bit     

LPAR Info: 10 LPAR06 

 Number Of Processors: 16     

Clock Speed: 4424 MHz    

CPU Type: 64-bit 

64 GB 2*150GB 

Storage 

Requirement 

External SAN storage with SSDs and minimum IOPS of 20,000 of 5 TB. Flash storage is 

optional but can be recommended for minimal of 250 GB.  

Additional 

Remarks 

Only Active – Passive setup is considered for Failover and DR and is out of scope for 

Benchmark Activity.  
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2. Benchmark - Approach 
A six phased approach was used for 

benchmarking:  

 

Guidelines used for benchmarking were as per 

[JAIN91]. 

 

2.1 Testing Approach 

2.1.1 Setup 
The setup steps involved were: 

- Setting up the HW and SW necessary for 

deploying the BaNCS Compliance solution 

and configuration of tolls to facilitate 

performance testing 

- Setting up the BaNCS Compliance 

application in the environment for 

benchmark tests 

- Setting up the test data 

o Bulk Database – Setup of bulk 

database to mimic a production 

database 

o RPT setup - Setup of data to facilitate 

thousands of users to work on data 

multiple times. 

o Batch Input files – preparation of 

input test data to record batch 

performance levels. 

 

2.1.2 Execution 
- Batch Processing: Critical batch processes 

were executed multiple times against a 

bulked database.  

- Online Screens Testing: Critical screens 

were tested and response times captured 

against the bulked up database  

- Concurrent Users Testing: Multiple runs of 

varied workload were executed on the 

application and various statistics collected 

 

2.1.3 Measurement 
The performance runs were executed 

multiple times and statistics collected for 

each run.  The average statistics of the 

different runs were interpreted and 

analysed. The metrics included: 

- Duration of run 

- Number of processed transactions   

- System Throughput 

- Average response time 

- App & DB CPU Utilization 

- App & DB Memory Utilization 

 

2.1.4 Validation of Test Data 
To validate the results of any test, 

comparisons were made against data 

obtained from previous tests.  

 

2.1.5 Tuning 
After every test, the Process was tuned 

and the test was re-run to determine best 

operating points. 

 

2.1.6 Repeat 
Within the same configuration, tests were 

re-run to ensure repeatability. 
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3. Batch – Server Statistics: 
a) Summary of CPU Utilization and IO. 

 

 Analysis Points: 

o Maximum CPU Utilization touches 80%. 

o CPU Utilization stable over duration of run. 

o Minimal IO during the run. 

 Conclusion Points: 

o Application capable of utlizing the resources 

efficiently with consistency over the 

duration of run. 

b) SMT – 4 Multithreading Utilization. 

 

 Analysis Points: 

o Server Able to distribute workload to all the 

threads. 

o CPU Utilization stable over duration of run. 

o No Wait Time or contension observed. 

 Conclusion Points: 

o Application Architecture able to make full 

use of SMT-4 feature of AIX Servers. 

c) Memory Utilization by Application Batches. 

 

 Analysis Points: 

o Consistent Memory Usage by System , Process and 

File System Cache. 

o File System Cache prepared druing Mltiple 

trial runs before capturing the golden runs. 

helping the batches to cache in data. 

 Conclusion Points: 

o Application Batches showing consistent 

memory usage profile over the duration of 

run. 

o Systematic Memory management in the 

application to ensure predictable memory 

usage over the run. 

o Consist Memory profile helps in predicting 

scaling parameters in terms Batches. 

d) Process Count and Run Queue statistics. 

 

 Analysis Points: 

o Maxmimul Process count varis between 40 

to 50. 

o All the process initiated at the start of the 

batch are release completely as the batch 

completes. 

o Consistent Process count through out the 

batch run time. 

 Conclusion Points: 

o Application batches capable enough to 

ensure all the forked processes are 

completed successfully before termination. 

e) IOPS Statistics. 

 

 Analysis Points: 

o Observed Disk Write much more then Disk 

Read. 

o Consistent Disk Writes with Disk read only in 

initial and later part of the load run. 

 Conclusion Points: 

o Disk writes are more when Batch is 

executed with Initial Account load, The read 

and write becomes uniform for delta load. 
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4. Concurrent Users Test 
The BaNCS Compliance solution was subjected to a concurrent user workload of up to 20000 users 

and system performance was monitored under a varied workload. The workload comprised a series of 

most commonly used business actions like Login and Logout from application, assigning an alert, and 

closing Alert. 

 

4.1 RPT Installation and Setup 
RPT Configuration – The configuration details of the RPT server and agent (client machine) is indicated 

below. One agent was configured along with the server to simulate the workload on the application. 

RPT Deployment Model 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

RPT Server and Agent Deployment Architecture 

 

 

 

 

 

 

 

 
 

Rational 
Performance 

Tester 

Performance 
Tester Agents 

Web 

Server 

Application 

Server 

Database 

Server 
• Load Balancing 

• Firewalls 

• Secure Gateways 



  

9 

TCS Confidential 

4.2 RPT Parameters  
Few critical parameters used for the tests are indicated below:  

CRITERION VALUE 

Think time 5 sec  

Ramp up Time  1 sec 

Settle time 220 sec 

Iterations 10 / 20 

Table 3: RPT Parameters 

 

4.3   20,000 User Load 

ITEM DESCRIPTION 

Average Page 

Response Time [ms] 
591.5 

Duration of Run 

[H:M:S] 
05:36:12 

Workload 
20000 users working on 20,000 

alerts 

Observations 

Average page response time 

increases by 14.7 ms. 

System performance trend displaying 

spikes during increase in workload, 

but more or less steadies during full 

load. 

Table 4: 20000 RPT User Test Objectives 

4.3.1 Page Performance 

 

20000 User Load Page Performance 

Graph 

4.3.2 Server Throughput 

 

 

 

 

                        20000 User Server Throughput Graph 
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4.3.3 System Response vs Time (under 

increasing workload) 
 

 

20000 User Load – System Response 

Graph 

 

 

4.4 Web Based Online Scanning – 

10000 Concurrent Requests 
 

ITEM DESCRIPTION 

Average Response 

Time [ms] 
799.8 

Duration of Run 

[H:M:S] 
2:47:48 

Workload 
10000 users working on 25,000 

alerts 

Observations 

System performance trend displaying 

spikes during increase in workload, 

but more or less steadies during full 

load . 

Table 5: Web Based Online Scanning – 

10000 User run 

 

 

 

 

4.4.1 Server Throughput 
 

 

 

 

 

 

10000 Concurrent User Load – Server 

Throughput 
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4.4.2 Server Health Summary 
 

 

 

10000 Concurrent User Load – Server 

Health Summary 

 

4.5 Conclusion 
 

- All the EOD batches were executed 

within the time window of 6 Hours. 

- System performance trend depicted a 

classic case of being almost linear under 

increasing load, which implies that system 

is highly scalable and can handle even 

larger workloads 

- Average page response time increased 

between 15 to 20 ms for every additional 

1000 concurrent users load 

- System is comfortable in handling a 

workload of 20000 concurrent users with 

all servers not exceeding 45% CPU 

utilization and 56% memory utilization 

- The average page response time for a 

20000 user load for a few screens were 2 

seconds and 3 seconds, which could 

further be reduced by looking at the 

application and DB level parameters 

(especially as excessive sort overflows 

were detected in the Db snapshots) 

- Memory Utilization is consistent for all 

the runs. 

- Application is purely scalable without 

much effect on the memory utilization of 

the servers. 

-  

 

 

- CPU Utilization increases with the load 

only on database server; however CPU 

Utilization at App server is constant. 

- System Shows stable memory 

consumption 

- Process utilization is consistent 

throughout, all the processes getting 

released after usage. 
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About TCS Financial Solutions 

TCS Financial Solutions is a strategic business unit of Tata Consultancy Services Limited, India. 

Dedicated to providing business application solutions to financial institutions globally, TCS Financial 

Solutions has compiled a comprehensive product portfolio under the brand name of TCS BaNCS with 

a global customer base in excess of 240 institutions operating in over 80 countries. For more 

information, visit us at www.tcs.com/BaNCS.  

About Tata Consultancy Services (TCS) 

Tata Consultancy Services is an IT services, business solutions and outsourcing organization that 

delivers real results to global businesses, ensuring a level of certainty no other firm can match. TCS 

offers a consulting-led, integrated portfolio of IT and IT-enabled services delivered through its 

unique Global Network Delivery ™ Model, recognized as the benchmark of excellence in software 

development. 

A part of the Tata Group, India’s largest industrial conglomerate, TCS is in business for last years with 

consolidated revenues of USD 11.57 billion in fiscal year 2012-2013 together with a consistent 

27.81% CAGR since 1998. Currently employee strength is 276,196 representing nationalities and 

having 1065 clients in 44 countries with 98.6% of annual revenues from repeat customers.  

 For more information, visit us at www.tcs.com.  

© 2013 Tata Consultancy Services Limited 

 


