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AFIHATRAIA (1 S AR PP

BT IA] PN IAS XIERE, TH AT DL TR 1E ¢
fEEFEmp, 3%
TH > M7 A

XA R Y T EAARIATE R SR IO A FSER . AXESER, ESRIE S 1
M4y o

IRTHATRA ¢ RTFFIINSARE

BAZART TR, BOREMANG, 56— AR A SN, 55 = e A BdE 7B,
R BRI ORI ER B THRR, 120 RAVHNI A ATRE B A AN PR

taskrunner = modeler.script.session().getTaskRunner()

# Modify this to the correct Modeler installation Demos folder.
# Note use of forward slash and trailing slash.
installation = "C:/Program Files/IBM/SPSS/Modeler/19/Demos/"

# First load the model builder stream from file and build a model

druglearn_stream = taskrunner.openStreamFromFile(installation + "streams/druglearn.str", True)
results = []

druglearn_stream.findByType("c50", None).run(results)

# Save the model to file
taskrunner.saveModelToFile(results[0], "rule.gm")

# Now load the plot stream, read the model from file and insert it into the stream
drugplot_stream = taskrunner.openStreamFromFile(installation + "streams/drugplot.str", True)
model = taskrunner.openModelFromFile("rule.gm", True)

modelapplier = drugplot_stream.createModelApplier(model, "Drug")

# Now find the plot node, disconnect it and connect the

# model applier node between the derive node and the plot node
derivenode = drugplot_stream.findByType('"derive", None)
plotnode = drugplot_stream.findByType("plot", None)
drugplot_stream.disconnect(plotnode)
modelapplier.setPositionBetween(derivenode, plotnode)
drugplot_stream.linkBetween(modelapplier, derivenode, plotnode)
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plotnode.setPropertyValue("color_field", "$C-Drug")
plotnode.xrun([])

Y BT R R UNAG S E S ES (G R, WSS 13 T THASSIE Sk

INITRIACT G AR EY

BEATIF—NZETARI, EHIRAIFFSFHIE M R — MBS B0, ROl — %
AR A THEE bR 5 MR 15 DR

stream = modeler.script.session().createProcessorStream("featureselection",
True)

statisticsimportnode = stream.createAt("statisticsimport", "Statistics
File", 150, 97)

statisticsimportnode.setPropertyValue("full_filename", "$CLEO_DEMOS/
customer_dbase.sav")

typenode = stream.createAt("type", "Type", 258, 97)
typenode.setKeyedPropertyValue("direction", "response_01", "Target")

featureselectionnode = stream.createAt("featureselection", "Feature
Selection", 366, 97)

featureselectionnode.setPropertyValue("top_n", 15)
featureselectionnode.setPropertyValue("max_missing_values", 80.0)

featureselectionnode.setPropertyValue("selection_mode", "TopN")
featureselectionnode.setPropertyValue("important_label", "Check Me OQut!")
featureselectionnode.setPropertyValue("criteria", "Likelihood")

stream.link(statisticsimportnode, typenode)
stream.link(typenode, featureselectionnode)
models = []
featureselectionnode.run(models)

# Assumes the stream automatically places model apply nodes in the stream
applynode = stream.findByType("applyfeatureselection"”, None)

tablenode = stream.createAt("table", "Table", applynode.getXPosition() + 96,
applynode.getYPosition())

stream.link(applynode, tablenode)

tablenode.xun([])

IR 2 G B BRI IR 1T i, R ISAI S0 response_01 FERIVAE (51A) IXiEN Target,
SRIG OV TRHEER 1 5, HIASS E BRI RSN RN & LU E AT R SRIGESE R
FRARIPL 53R AR, “R7TESIH TEMYE selection_mode Al top_n AN 15 M EENFE,
ES M E %5 220 TRy Tfeatureselectionnode @M1 , TREZEZA,

LRt S

iEE i H] IBM SPSSModeler (IHIATE S, RILIBIRAMGRTFRTH L 0mila Tl FP VA, SEEA I E & b
TR, B E £ TR fE T RN AL E P AT (. (EATE T A, T
DUEFRABITZ DA,

AN, (RFREIEE — D EAROHTIE, JFHETREEE T I aBRERR R RV E, M7
B4 ) BT R OCRR EAEIRAE T T U B s T T B2 AT, AP T, IR — D E e TR

%;%%ﬁ'ﬁﬂ’ﬂﬁ*ﬁ'ﬁﬂfﬂzm A, AHERAT BORIE T s N I s At SR (BN, P E s (R

FERETT WA R tha] DU E T R e, #ROET RS A R T IROE—FE,  S98h, WFTA T L
TELHR B TRIA BT AR T RSO B, A XEZER, HSH I 5 399 iy 5 21 &
T RJEMY o RS T IR R T AR S T il

TE: RO A mid 1 BB AT B S RIAR, P DA BB s T A A “ B A " e X0 LA T 2 il 1 s i )
Ho
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METIERITH BT S 3HEE
MR AR KGRI T, R T A S E
A A

MHBKEBT R TIERITH BT RA" 3EE |
A R A TAEIX, SRR AL R SO M e
B RRA..

BT R

DU e BEIAS A T rP e 1 s AT . I R R B e TIRIE 2 /R R, DUERES T
AT AT A R T R R AL

execute 'Set Globals'
execute 'gains'

execute 'profit'

execute 'age v. $CC-pep'
execute 'Table'

BUE ARSI T
DU /RIBEHA T ORI R B 13 24,

stream = modeler.script.stream()
superNode=stream.findByID('id854RNTSD5MB")
# unlock one super node
print ‘'unlock the super node with password abcd'
if superNode.unlock('abcd'):

print 'unlocked.'’
else:

print 'invalid password.'
# lock one super node
print 'lock the super node with password abcd'
superNode.lock('abcd"')

AR AAT

MV16.0 JH4h, @i SPSS M ds, AT DUE R MAEHERRME LR O — B IIA, e A
ARGt S B G e . Al I SRR A 3 BRI IR AR ] BAPE PR AN AE T R S PRI AT
757K

A DU A TR PIEREFI SR TR, - filan, EPTaEE A ok B S S L& iR 22 8 B AH R 838,
SR DIETRH I E — N A BEERIIEIR, MIHEH S E RSt XARRIEAE R, FHNEdERE M2 ST
RTEEERE (BN, H#RISPIRRE R, HEEmAS R NFINETER S RIE) R, WRERE
U T ERIMAE R, AR ZSER] DUREERANIN SRR, DARH % 25018 A5 S AN IH 9 il 3 ree 61 2 = 7
H: BT ERFISE T LU B AN A, KILEMICGER T3 TR .
o AN (EFTEIAR] Hahb E B (155, B4, XATREEREMRAINAEBEN T N, HEEXER—NT A
S8, HAV, BRI LURIRE 0 B TN ) Z s T4 e B B B, WU RBIFTR
BTG E R EREL, I B RENEHITEL,
BTG E BB NREL, I BEREN A &R EH T e,
BTG E B WIREL, - BAEE R TIE A — DT
— MRS E R E MR, I B E i T L
o SEAEPUAT ST DU FEARIE TS SRR ZE Il 2 um 1T msafT =, ATeeEf RN T -
- IRIELEEE true L2 false, M2 AIRHBIT T Mo
— JE ST AERR AT B TR B AL 81T,
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TEIMISAF AT R AL “ TR P XIS HE R Y “ AT IR IR A IiERY,  AEAIESRPF BB IR A (AT AT
I B AN 2L s A BN 55— SRR b, I AFS XS RO S SIS A AT

AT LGEE T2 = A5 N Y Erp — AR5 ] “PAT I i
o S EXENE AR A
1 N TE A, R

Wk > iy
2. BRI PAT IR IR DUGC B Y AT A RIAR
< MiftHR

1 AR DR, SREE BN ST,
2. JEFFAH K TSI TN,
o MIRHEHETRERAY R TR, s E M R,
ANFGIRIEH — IORE RIS TIRANE R, T AT IR BRI/ ST T X, 5

VPR oRARER T F
APRITER

BTG, R MERPRIE S S 5 rTRERREIANTT

 SBITHATEBE A, FH BAIE IRIETHE S,

< SBITIRGER EIRE, I HERERN 2 BRI EATH W,

o SBATIRGTE IR, FFHAESRUTIA A — DRI 7B,

o MEBARGEEBENXRE, FHEXENERIERTHESL,

A DUERR“ AT TR A IRER 15 I F R SR ISR F, B RIZ IR, IR/ ST
755

ANSRIZE T IR SRAFITHAT X, IBAIEROBITIRN, B P TR EDRER A, (ATE) f5A]
DURTEAGIA TR KA SIAAARS, FHEd s A" iR T A AR, REREGEIIA G 4= &
“PATIEIF BoR HSON BoRREE (WHEIA) T4, I IR SRR RIOTIE, SOSRE, &
A LUEEE A Z MBI IEHEE TR E SRS, )5 B A ] FERIA G R g h i THE— D e A, 78
R, SR, 8 SRS TR KR & s A A A

PR ANSRAEAE IBM SPSS WMERIER B ARSS 1E I HBITHAS SPSS BAAR IR, A vl A S5 B AE i i i
WA &, ORI, IBM SPSS WMERIERBARSS 1F L gnia AR5 B IFE & SPSS @ias 5cH, filal, 4l
RABAETRHP I E T HMERE & DUE A ME IR AV SRR, AKX ST RRTE SPSS biaR
RIEfA %, EH IBM SPSS MMERIENZEARS: Deployment Manager 9“4 5 10 & i AR EES: B8

=3
Im.o

BigBTER, FRATHISE

1. QUESE R R FLUE SORHER P A TIV BRI, B XEZER, ESREER R R’T,

2 fEFREN, EX—IHREMENLR, ARXEZELE, WEHABENEZE,

3. OIERLENIATA LA B EIZ IR R EEE oA, SRERR T, FHEEREHRITIEN ;
%Eﬁﬂi‘%ﬁlﬂi?@zﬂ]‘ﬁﬁ, TR NALOR HGE A, 285 B R 2 - TR A5 (A e sl i Sk S8 e it

AT RPNEIFREN X B#F

FEFRIE AR B AT DU SORE P TIO R EARFRAAT,  BIAN, ARERRE R BT, I8 T LA
MSHEIER R, FFHAEEARRT | (EBITRN, R PRI A N S AR SR
ARl MR, 52 SO B R VAR T LU I B
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SEFTIFIAGHE, WS IR FAETT R e T AARIRRL... T, R i IO (T 2, SNEERER
S/ PEAAT > 2 USRI (7RO SRBSF/AAFIT > 5 SGBIREE (D) o AIRRMIRI T FAE, T
LRSTRER E AT T By, B, T AR,

R OCHET, TS TR

SERARHR.  SERTLUSRE AR — AT -

L RS- PR AT O — MES, PRI TSR AL & MEE B
LRS-, RIS R —MER, T RS IR M,

C VRURYE - TR CTETITONE MRS, TR R ORI & M R
 YIRURPE - (A CEFICDTT QIEE — MESR, P SR P (MR B 45 M (L

BB, ISR ER TN R EIETL, AT LOGHE T oIS — e

C B (CHESEFTSHE - TR - N, TSR RIS R S

ViR (CHUSERE AR - PR R - (I TR, SRS I, S
HLLLT T 2 R VRS SRR 150 5 ANRANBAT 095, AP FTLUEIERE P AU — )
ARG RTINS, DRI i, R B, R, R, SR
R

CRME (R R - B R - S AT ARSI R

ZEAIR 7B, PCYIEEERERSE - FEREN RURME - BRI T AT, e i rp 2 TR ALEE T
B, SR LOZESE T A H A —NEDT

C Vi (CHEIBRRSE - TR AT, R LR L AR, i
DUFTTF IS 11 R AR R TG 1525 5 AIRIUAT T AL %, AT LUEADERE T 31 Hosii— Ay
R RUTINE, DR 1 I, R, (B, R, R, SRR
U5,

CFEBOIR, WA IR A TR M TR REE, (R DU T R 1 P I T
BRARFURITEL, WBHE 8 70 AR TRRITEY LHIRE SRR,

SR, (04 COE RS - = SR - (07 TP, ERNE T BN B R, T

DUEHE AR — AT -

s TRl PCHENERERBR - AN Al ], R EON HORE A B STe SRR s, Bl WA
FITF R R R HEF IR TR T A ARSI RS %, T84 AT DU e £ T 81— 28510 i
IREREATIE IR, DS RRESERIA T A IR R BB CERRR. R, e R TR
R o

« TN, R R TR EOE IR T

 fEHIFR, B AA RS IE RT R A XIERE, AT DU TR AR s s E R TR AR

BRI 7B

EATFRPNBERRNERES

A& AT DU A BAE R XA TIE AN BB YIRS BUE S0EE T R IEE.  BIAN, ARG
TR ERARIAT oA HE RS E R XA AR, IBAATRER BA — LRSS s i SR &
e, DS —oR TIRSHFRE R E i, EXEE T, Ea]DEEERER, RN NE
A EFE AR, BIANER S PR S PEIAY I AT B, (8 SOE AR A TEHER] 1
BT R &,

SATTPRIENE, THIERE IEIN Ak R7E T A a1, B A S B o TR AR B (AR 7Y I
TEER/ ST > 52 SO R

HIREEAL R, HHEE YT

W, EEEEUREMRZEA, FTDUARSBEY R TIE R,

« ASRERRSR, HEREHRSY, AREIIERANER, TP —ME ARAERH ]
D XIS IR E NI E,

- R, ERNIZHRSEILE NN 2RL R,

51 B WA SHIMAREIES 7



- FHHTT, ENRSBORENRE RITHIE, BMAIIRPIEER, REkAZER TR,

- FafA. APRETINHS B AR DIR A RANE, EERE, R BRI
R, RO AN RTE A AFTR SCARRTHT,

 QIFRIEREVRURTE, EEREITR RLROZT R ER— N ENE, REE A TR ENE, s

TIHNHA—ANEDT, ATDORE T EMEE

- WM, JRMEER DA E, 1ES M 6 TRy TR THAFAIEIA AR HE T DERICE
% {é /%\O

- PENBEIRGTER. (EADAAOL B T EMENTERE T B AR A RIRATS

- PENBEIRGER. (EALEAOE B EME N E R T B i AR A ESR,

AR RERT RS SRIE N, B2 RGURHE S IR T BN A, flan, AnFHEOR B E S

E SR B X AR R BRI, B2 n] DUEIL T B A - RSP B

R TR FER

OB, AT DU A B 7 B e B — D sl T B

PR AT DUESE e T A1 H— MEIU Al (& B 1Y 7 BOETHER

- B2 BEiim T BdEn, i S B iR By T B BB

« BP0 RA TR A T B TR UE T B,

« JO BE T BRI HIESGIT Y, WEIEIES B A R RS 7 B IR A o
—RMINRPGERE N7 E, BERMIE(E Shift HELGAILE Crl 3 BRI Z DB, oY, tha]
DUEFIFIZ T AL ARG B e 241 v By, sk siusIE LT 7B,

HEE, AIBUERERTEAREITENE, DNEREM T ARSEET AEIEN T, i, AR
IR BN FIF RIS EL, AR AR RN 1T ER B T B

RPRRGFRT
S ST, SRT LU SAETITE XIS FEARPERERT S BOR FEIL S SAEAT /7 28 5 ATRERR AT
T

- RIBLAEESR true L2 false, HEHIREINBIT R

o S SN AR LOFAT 15 2B TR R8T

A DUERR“ TR R I SPF I I RIS R ISR F, B RIZ IR, IR ST
17755

AERIRE TR/ SRAFITIIT K, IBATERSBITIRN, 808 HFTE ST EORAR AR, (AIE)

RERTLUARIESRAF AT TR SRAE AN, Frdsd B i St IR T A R, RFEORG G B A g5 1
g BRI EPUTIE R R AEEY, DERREE (NERIAS) 1753, BIAA TR TR

o XM, BRI DULRHZ MEFREREIETORE XE6F, G FE ] FEMIA Gl 8 A TIE— 20 0E
HIRIIA, TEER, HEADRW..N,  ROE SRR R AR R e A A,

BIRESRM, BT

LE%%P?&@%%EWW*,%ﬁ%ﬁ%ﬁ%ﬁﬁ%é alﬂﬂW%m%ﬁmﬁ%@Wﬁﬁ& fEIE

XHEHER, A DU E AT TR JE BRI SR A

2. (E“BMGAFATIBA XNERED, fFEE TR !

a. T, WERREON HIRESFHATR N Rl B i N DU T 3700 i X T IR AR T AL
ARSI RS2, AR R DO BoREGERA T8, DU PAIEP— P ER T A L S, “E
. R B R

b. VEMRIRIISRAT,  F8E AT s Fm il RIS, SR DU AP MEIT I A —A i
B BRR, REHMATSIREIHRE, TEXIERE T 000 i AR RIS S Ik B S 2
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AT

« BB MRBIVIIRIERSE, NRIEFRZSBEGSEAT ; fldl, sRFALUERT. FT. /b
FAN T 2RSS, NE, MARSR MR, RS,

- BRER, MWREIVSIRAPIESZE | flA, SEaTREaif-HaE, B R/ME, RAESHRNE
72, R, WA AR E,

o FHAT, MRTAPIRPIERERT R, REEERPIITHEL, K5, LR NTHRE.
- BRERIIE . WURDUIRPATT R, THIERRIIEDL, RIS, FMEREFEAEMS,

3.EHESE AN 2 I, EEIERE T ATAFREIISIE, I A TIZ T SRR A0 2 ISR
T 90 B EoRAE % TG TR 32 2850 0 TP T 19 RN SR i ) e SR 5]

A REROLT, R AT RIS ; EESIR BT Ral™ RIS, 168 RS LU
Higerh, SRJE (A% 73 iR A M ey k=i ra T w3k E s

Ho%, SR DUESefF TR IR AR IRE T AL

o TN PR AT R, I RRIHIR I AT LS TR T R B Y TR X B N TSR, XA
AT RIEE, FALRPITIRESASRAEN “true” YT o

o ~RPUT AR RAEFHEINE XA SARETRIEN Al Hl, R IEIEOR, AEREDSEARE
Hetrue”, IBAFFPUTE LSRN RIRAVTT R, REEX T — DR TRIE.

. Eﬁﬁ(ﬁﬁﬁlﬂZﬁﬁi&ﬁiﬁfﬁo HERRIIEEOR, RHGBITH — MR E RIS R R “true” SRAERT T Mo

itk el S

A]DUEE Z R0 HoRPUTIIAR, B4, fETRIEA ST IAKHERER, “SB1T A SN U T2 B2 Rkl
N

=3

1: STITIHHA "=

STATIEE AT L T AT IEAE AR Ak B0 s — AT E AR AR T AT R AV B

>

2: SEITEENTT R

A DUEERI LU 75 RATIA
o ETMIABIENZ AR TEHES, Sl a7 A B B T e T 45
o TEB1TIUIAAS I B O R AT 75 AR L T3t T,

« BaNE R EHREAER -execute ini&, AXREZER, ESRIM 5 55 Wy MEHGmSITSHU
T ANSRAE BT AR XS HE IR BSS T IEIAS, WPHE TﬁLﬁ FERTT IR TR T R IAR
R AT

“TRHIA” X AE A 2L 5 L TR R HE R A P TS R S (8 A AR T LU I AR AT 24 AT A
AT,

SN

FITEGR RN A B R KA B (CUEMIA R 25 F] CLEM FAMEER) BUE SR a9 s BB N
(AR I IERE . AE B — XIS, % Ctr1+F lisRIIEAE, FHEROEARAIE RNz
TR, B4, ACEBEFET RN, AT DO BRI IR Y SO X IR B A A A i A P Y SR T
Bi AN IS AE,

1. (EF ORI HRYERR, 4% Ctrl+F ATy A “ 24k e XS HE

2. W ABHERIVSOR,  sUMNRRITILERIN T 18 R i,

5 18 WA GHIAREIES



3. WA SCR IRAWIE)

4. EEER T AN HER,

5. RS Y ANEE NG, SRt T A ek E Ry A,

6. BXRIRETERG, HXITENERE KM, ME— ORI % F3 B, nlEE L —REHIRIE, 8% Ctrl+F,
A FFRVT ANZA TEAE,

VeSS A

PLECK/ING, FEEEIRER A X2 KNG 5 B0 myvar 255 myVar VR, EiR/EFRE, BHSORE,

Zoe R IR im A A

EFPUEL, EEEHIRER G VR IR PRI SO, WIERIES, spider S REERIFA R 0UIE

spiderman B spider-man.

IEMFGER, e R ENZARXEE (F2HT 1) o aREd, UERTBARIEIETUR A I
RAMHAE,

DL LA, I F A #5128 TP 43 SRV 1L

IEMFEGE A TR

EAENZFRA, ERTDERRRTR ANETT-REE TR, FRREEEE (W a B d) . FAETEL

IERFLURGAT GMTEEATRE) o SKRVFSAASERANT,

x 1: FRFCED

FIF PLAC

X FIF x

\\ AT FHF

\On EJUEHIER T On (0<=n<=7)
\Onn & JHEHIERFET Onn (0 <=n<=7)
\Omnn & JUHHHER R Omnn (0 <=m <=3,0<=n<=7)
\xhh BT 7SEHIER R 0xhh

\uhhhh BT7RHEFIER TR 0xhhhh

\t HilIZ4F (\u0009")

\n #AT4F ("\uOOOA")

\r [ Z27F ('\u000D")

\f Lol (Y\u000C")

\a il (#19) £F (\u0007")

\e # ¥ ("\u001B')

\cx X R R 2RI 4F

xR 2: [CERFRYSE

EZEES PLpC

[abc] a. b, B c (fE#HL)

[~abc] PRa. b. 3 c ZHIFTEFRF (HIR)
[a-zA-Z] aFlzel AElZ, WE (ERE)
[a-d[m-p]] aFldsimFp (BIF) . WAHEEN [a-dm-p]
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& 2: ICECFITE (L)

ESHEN PLAC

[a-z&&[def]] aFlzfld, e, B (XK

[a-z&&[~bc]] a®lz, BRbM cHt (R . tHAl4EEN [ad-z]
[a-z&&[~*m-p]] aFlz, MIEmMEp HER) ., WARHEEN [a-1g-2]

& 3 FRE X F 3

TP EZEES PEAL
EEFR (ATREEAAIAEGATA LA ILAC)
\d EEETF : [0-9]
\D R © [~0-9]
\s ZERE AT 1 [ \t\n\xOB\f\r]
\S FIEZERR TR © [M\s]
\w BATAIFAT  [a-zA-Z_0-9]
\W FEBRIA TR [M\w]
= 4: HRITES
UL T PEAL
A 78
$ 7R
\b HAA A5t
\B FEHRA SR
\A AT Sk
\Z PriRiG& LR (IIRA) |, WARSRE
\z PNV

Yo

&
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i#5d IBM SPSS Modeler FIHIAZ I TR, ZKrTLIAIE LA, XEHIAH] DIfE SPSS Modeler F 57
BB T, AHEE N ST AIEER, &AILUE SPSS Modeler HIE GBI TIXEHIA,
IBM SPSS Modeler FRRYIAIALUHIATES Python 4’5, IBM SPSS Modeler AT HfY%E: T Java Y Python 5
AR Jython,  JHIATE S a2 & T HISHRERRF -
- ATFSIHA AL IR TR MHATEAL IBM SPSS Modeler X &R 113,
o ] F T AL X G — IR AR Sl A B A 4
« AT IREZE, SHRIHMRN RIEIEARRIZARES,
- TR, EEREITNISC T SCORBRI R

LUF &R T Python BIASIES . Python Y Jython SEEILURE IBM SPSS Modeler PHESTREIA Zw il 19 AT
FARIERE, BAREMERGSIAE X3 B NTER G P 4t,

Python #l1 Jython

Jython /& Python JIARIESHISCEL, &L Java IESME IS Java FEMITERK. Python & —RiHMIX 5

THREIRKIIMIAIE S . Jython EAA BAMIAIE 5 A J1RHE, M HS Python REIYSE, Jython ATLL

TEAEARISCH Java IBEBINL QVM) RYIREEHUESAT, SRR ETEREARFIN AT DUE A JVM /Y Java JE, st
Jython, ER]LUFIF K ZE S HEH Python & 5 FEIEFIRER 2 DkE

TER—FIARIES, Python (FH Jython SZBL) BT FREM SRt 745, mHESAIBIBITER
FEBE R/ NG R, FIDUERR B G PR AMRES, El—X# A—1T, Python 2—FMREMHIATES ; BI%
H Java FITGRIFES T, Python BRF{UR XA, REGUFER AL SR I TR (TEfRHT

EEERE) o FERRARX (BIEE XrE) DU EME 2409 E (BIANBREGE ) Rz BIRA T ml i
o AILUPEEMREAAS A TRV, (B2, MIUARMRREIASCAE — 250 I, BT RARE XY
LR BRFENIR, R EERTHEH TZEENIEANER T, F2ENRNEER, EXMERT,

Al DU FE BT 2 LU IR EE 1R

Python FFTEMNA (EHEFTAEEIEFRD) MOANR, Rk, EaTDUHEHZTRERA XL G, Kk
A (BIANE AR ) R A5 A E T A BN SR 5 Python SXHRAAT R, B — D XHF
Null {H, It Null [HEARE S None,

A X Python H1 Jython HIARGR B /Y R AL S — LR BIIA, 1526 http://www.ibm.com/
developerworks/java/tutorials/j-jython/j-jython1.html #1 http://www.ibm.com/developerworks/java/
tutorials/j-jython2/j-jython2.html,

Python I 4R

A Python JIATE S 164 7 1£ IBM SPSS Modeler Fhéw il I AN I i T REARE FHAVZ M,  Horh AR S IS
PR, SORF OSSR R B RITRRIT & B O/ Python [ilAS, LAETE IBM SPSS Modeler HH i,

1(E
RIS (=) 2RI, BIA, B3 RRIEA Ton X VA R, AT LA BT

x = 3

EEA TR R AIBIRMREA T &, Hla0, ZRHME“a string value”IRELAZ & y”, ] LUFEH L
TiBA]

y = "a string value"


http://www.ibm.com/developerworks/java/tutorials/j-jython1/j-jython1.html
http://www.ibm.com/developerworks/java/tutorials/j-jython1/j-jython1.html
http://www.ibm.com/developerworks/java/tutorials/j-jython2/j-jython2.html
http://www.ibm.com/developerworks/java/tutorials/j-jython2/j-jython2.html

TRANH T L A LS R E R T M AR,

R 5 EANLEBSSENKETE

s ik

X <y X B2G/NTy?

X >y X BEBmARTY?

X <=y X B/ NTEET y?

X >=y X BEARKTEHET y?

X ==y X BLETY?

x 1=y X ZENFETy?

X <>y X EENFETy?

X +y By 5 x Hm

X -y M x I y

X xy T x Felly

X /'y T x BRELy

X *% y R x By K+
e

YIRBITLRFA, IR IO SERBERTTR, MAIRIITTRAILUBEMZERITN R, WAl DURFFIZR
RS, BEEANN, BEREGEHITR, FIFRHICRIVELE rTRES IR

Nl

(]
[1]
["Mike", 10, "Don", 20]

(L1, 07]1,08,91]

= 3;

X =7,y =2; 2z
[1, x, y, x +yl]

R B ies R, Bl

mylistl = ["one", "two", "three"]

RIE, RILUOGRAIRIRETTsR, BlA

mylist[0]
SORFAE R DL N S

one

EfIZE5IE,
aERNTR (B 1K,

a4tk (WDNFIFRITRMM DN EEoTR) 1
Ik

FIRIINR, BDTIIRAR R — D 2EHIR BT
EES

BRI R, WoRBITHE T2 B AKX,

5 ([1) PR FNERE], EARASIRTIENRETTR, R O THAX SR PR TR HIR 5.
R A] DOERRA| R AP —RIITTR 5 SR NEIEL BIAN, x[1:3] &R x B PHE=1ITR, 4HHREK

5B IERIIZRE
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e

TR — MU ER AR TR, FF SR AT A 2L 0T 7 RN AT A R B, il

i, "abcdef"[1:4] FFAERHIH "bed",
1 Python A, FAFHIKAEDN 1 N FRF R,

FATE T EES (E SR S | B =5 [FRE S (BG5S AT RN BERS T, Mt =E5 55
XTI LAEAT, FRERA USRS S (1) 8ONG5 () FEEk, 51T a] & HA R A5 R

FreaE B S5 A (BTESRHAT (\) 71F) o
Nl

"This is a string"
'This is also a string'
"It's a string"

'This book is called "Python Scripting and Automation Guide".'

"This is an escape quote (\") in a quoted string"

Python AT &5 B 85 H 2 D LIZAR I FRIY AT R, SRR DUE AR A K178, JFHERSIRS

ARG SIE Bilan
"This string uses ' and "
CRHE B T

This string uses ' and that string uses "

'that string uses ".'

TSR R R, TRIIM T H A~k

xR 6: FIFBT A

Method FHi&

s.capitalize() XN s PUTEFRERE

s.count(ss §,start §,end??) 15 ss £ s[start:end] AHYHIIREL
s.startswith(str §, start §, end??) MIREE s BG M str 3k
s.endswith(str §, start {, endi}) MIRBEE s B4 str &2

s.expandtabs({size})

AR BN 228, RE size 8

n

.find(str {, start {, end}})
.rfind(str §, start 3§, end??)

[@)]

£ s HERKR str E—1NRI | AREAR, R4
5N -1, rfind MEEIEITIEER,

0

.index(str §, start §, endt?)
s.rindex(str §, start 3§, endt?)

£ s HER str E—NRS]; REAF], 38
2 %518 ValueError, rindex MEEIEHITHE
=,

s.isalnum MR EE TR RO N TR T TR
s.isalpha A ER PR RGN TR TR

s.isnum M EE TR R R AN TR

s.isupper MAMEB AR RGN EERE

s.islower MK E B AT Z S e NG

s.isspace A EEFIF R RS 2B 2

s.istitle M EE TR RO N E TRER BN TR TR/

=R el

%2 B RAES




® 6: FIIERTTE (L)

Method %
s.lower() i R/ NG
e aae() R
s.title() e NN G
o 2 FREE R
s.join(seq) F seq HHVTFRFERIERERK, LLs (BT MRRT
s.splitlines({keep}) T s DEINZAT, AR keep M true, ABLIFHEH
AT
s.split(isep {, maxi}) i sep (& sep NZEME) If s BEIN“F”, &
257 max K
s.1just(width) TEBERE width BT ErR, R R 5T
zﬁgﬁié"%’vﬁgg%) EBEFE width (7B, A ERA X 5T
s.zfill (width) FEFE N width 7B, R EFNST

M 0 AT,

s.lstrip() PERAT S 2248
s.Iit¥i?§) R ZerE
S-SR FEBRRT SRR ER 22
s.translate(str §,delc}) FRZE delc LM T4 G, KK s, str M
ZEKE N == 256 NFITH,
s.replace(old, new §, max}) TR new RFEHABHRIR max M EIRECES Hi
TP old

&3
FERHIT #) 5IANER, A7 EHSEmEFTHE XARRBEIA ST —E 7, HHIWR, &E
AU TR, DUF/REIAE 7 &R A

#The HelloWorld application is one of the most simple
print 'Hello World' # print the Hello World line

BaEE
Python INIBAIETEIEH B, &%, BFMNMRBITEZS —IEA), BR expression fllassignment i&4]
A, BRI — D R BT (B0 if 58 for) 5IA.  AIDUEARRS A EAriE Ay .2 IR 9T B A i 47 A 22
EATEETEIT, MRE—ATHEZNEA, WARTER D5 ;) Kb MER,

IR LI N ZAT, XL T, B2 T —1TRERMBURHT (\) 458, B4 :

x = "A 100000000000000000000Ng string" + \
"another 10000000000000000000Nng string"

GIFSEANERIFEAERE S (). /7565 ([1) B s (33) W, ARATER A DUEEMEE S S H 2 T, 1
ARAEABRHAT, B4

x = (1, 2, 3, "hello",
"goodbye", 4, 5, 6)
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;:‘l\
FriR
PRI T AR S, BB AT T, MR REMKE, EAHLRES NN FRFRECT
MFRF () Hko LUTRISIT LAY R T NER e E AR, 158 — DN FAFamE, RiRATY
WEFERRENTRTR. 02 9 T LI TRIZLTR, IF X RRE T U EH S,
Jython Y —LEREFART TN AR, BEBECEHITM A, XTI N TS
. 1B4)51 599 : assert. break. class. continue, def, del, elif, else. except. exec,
finally, for. from. global. if. import. pass. print. raise. return. try fllwhile
« ZRE199 : as. import Ml in
« 3B3%4¥ : and. in. is. lambda. not flor

KRR A Y8 2R SyntaxError,

RE5IR

REGPUREIAE MBI E M HIEAH, KB ERRE TFHEMER @ i, elif. else. for.
while, try. except. def fllclass, XEBEMRFSIATNEESFHF (1) UAREER, Hl40

if x =
y
z

elif:

y
z

o b WN -

(A RSB TE SR, AR KR Java —HEEERIAERS S, BB AR EYRTE 1T G 2[R — (L &,
SRR AR B SR RIS IREE R, R, AP 2o, B A 22T AN 2 R R G it
1To MIEMZEFEHITIRSY, BERERINZRAFIIT OIS —FI0T4E, SNR%4L SyntaxError,

A BEiER (DU ESRHIER) WAl IafsE—1TH, FFL0S50kE, Hlal:

if x ==1:y =2; z = 3;

e Ra A

NSEUGRAINAIFE AR, KONXFRRATLE G HAMAMNERHITER, EaniT eS8 ER
HIFK sys.argv RIEHITES, AT len(sys.argv) ATLURIFTESIIENEHE, Fl40

import sys

print "testl"

print sys.argv[0]

print sys.argv[1]

print len(sys.argv)

FERBIF, import i B TS AN sys 2K, DUER]DUERSXNSEHEERN T E, Bldl argv,
A DU DU AT R A R B A A

/u/mjloos/testl mike don

ZER ML T i
/u/mjloos/testl mike don
testl
mike
don
3
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T
print XEFFHTHREEENSH, NBEOEIES, BaRRERMTHE 7. HIK:

print "This demonstrates the use of a",
print " comma at the end of a print statement."

ORFAE A T it
This demonstrates the use of a comma at the end of a print statement.
for IEAHTRAUAGER,  BiAD

mylistl = ["one", "two", "three"]
for 1v in mylistl:

print lv

continue

FEMRII, FERFIR myListl S0 3 DFH S, WE, SHTEZSIRITEE, STREM T, 55

AR T R
one
two
three

TEHRBIH, ERER Lv FHRICR AR mylistl N TRIVE, KDY for 1EIAA TSI TRV
B, EAER A DU ERE KT A BRI,

1f IEARSRIFER, XIBARNSREAITRAE, FARBESRIESS RO true 5L false,  BiI4N

mylistl = ["one", "two", "three"]
for 1v in mylistl:

if 1v == "two"

print "The value of 1lv is ", 1lv
else

print "The value of lv is not two, but ", 1lv
continue

TEMRBI, XEREE v AT 7 RAE, AR v BEN two, IRAFHRE—DNFRER, ZFEREART 1y
FIEAZ two ILREIRYFAF R, SORFA LT FiH

The value of 1lv is not two, but one
The value of 1lv is two
The value of 1lv is not two, but three

BFEHE
JEFT LU math BESVT VARG A7k, FRIIN T Hp—Le 5k, IRIES AU, ST R

REGR[E],

xR 7: FEHE

Method Hi&

math.ceil (x) B x B ERRVEDTE REORE], BIRTEEET x iR
INEERL

math.copysign(x, y) REH y fF51 x, copysign(l, -0.0) iX[H]
-1

math.fabs (x) IR [E] x P4 HE

math.factorial (x) RE x (i3, A0 x BHREEIERE, LM ELE
ValueError,
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R 7 BFFIE ()

Method

Mg

math.floor(x)

15 x BT PRI AB0RE, BVNFRE T x 19
KEesy

math.frexp(x)

B x BIEEL (m) FIFEEL (e) FEX (m, e) iKI[El,
mETEREL, e BEH, SFENEFHE x == m *
2%xe, IR x NE, ILEE (0.0, 0), HUER
[ 0.5 <= abs(m) < 1

math.fsum(iterable)

iR[E] iterable FR{ERIFEHAEE RUSA

math.isinf(x)

KA R x BEAEREZAER

math.isnan(x)

KRBT RE x 25N NaN GEEY)

math.ldexp(x, i)

RE x % (2%x1), MHTEARF EEERE frexp 1Y
KL

math.modf (x)

R[] x B/ NERTEERGR 7o SXANEERER TR x 1Y
155, FFHERF R

math.trunc(x)

E[EEEMTN Integral Y Real {8 x.

math.exp(x)

IR [E] exxx

math.log(x[, basel])

R[E A EME base NEMY x BITEL, AR ATEE
base, ABLNFHRE] x B HANEL

math.loglp(x)

KA 14x (base e) HYHEARXEL

math.logl0(x)

IREIL 10 AJERY x X5

math.pow(x, y)

EE x 1y X, pow(1.0, x) #lpow(x,
0.0) fRZGRE 1, BME x J93FEE NaN tant,

math.sqrt(x)

R[E] x BIFIHR

PRECABIRON, Rt 7 — A A=Ak, TR 7T,

* 8: ZAKEA

Method

&

math.acos(x)

IR [E] DIV R x B RARA

math.asin(x)

IR [E] IV Y x B R IEX

math.atan(x)

IR [E] IV FRRAY x BRI

math.atan2(y, x)

REILERER R atan(y / Xx)o

math.cos(x)

AR [E] DU R x (ARG,

math.hypot(x, vy)

AR LESTEE sqrt (xxx + yxy)o. XEME
REA (x, y) WEENKE,

math.sin(x)

AR [E] DU FREY x BYIERL

math.tan(x)

IR [E] I R x FIIEY]

math.degrees(x) FFARE x MWILEE e Hh
math.radians (x) FHAE x NEREEINE
math.acosh(x) IR[E] x (19 SO AR5%AE

H2EMAES 19



xR 8: ZAHBE L)

Method %

math.asinh(x) IR[E] x B RO E L E
math.atanh(x) IR[E] x B9 RO E Y E
math.cosh (x) IR [E] x HRHE XA
math.sinh(x) IR[E] x HYAHTEX(E
math.tanh(x) IR[E] x HYAHEYE

EEMNMUEE &, math. pi WENEEE & pi. math.e WEAFEHE e

fEBIE ASCII FH&F

ZLHHIE ASCII “£5F, Python FRZERAAMLNG F7F B gL AIf#RS A Unicode, fE IBM SPSSModeler #, &
Python MIZASRH UTF-8 #HT4mtY, 32 7#IE ASCIL FRFHIARUE Unicode Zifid, LU T BIASIHL T4 %, X
SR SPSS 5 AR EURF Python gmi¥#Ri%E N UTF-8,

stream = modeler.script.stream()
filenode = stream.createAt("variablefile”, "T X F./— F", 96, 64)

HI2, ARRATT RO AR IERIAREE,

af§8,af af afwars

3: $R BRI S B IE ASCII FRMT 2ATE
PREEANIERS, RO Python ELRF 745 ER 7 HI{E B B 640ty ASCII F1F Hio
Python J#E £ 74 ER T IHMELRTANAN u FAFRTSCKSCRHEE Unicode 4% HR 7 IHIH

stream = modeler.script.stream()
filenode = stream.createAt("variablefile”, u"F 2 F./— F", 956, 64)

ORI Unicode 717 H, FF ERFIERA oRARES,

o]
TIE[I:].-

Fabk/—F
4: FIERNaEIE ASCII ZRNT A%

£/ Python #l Unicode B —MER R EM, Bl FASHERTER, 248 7P A EE0EAT 7 1
I HFEAEL BT,
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HRMRNIEFIZT
T A0 SRR P T BT AE AR e P O B AR TR BRI REVEE IR D T e s R Feit 1
U E R, Python 22— RIVIES. LI Python & XN REHR FAIRHLE :
« B, BPNREBAEIRARE, FHAHAT L HFHER TR, is flis not MR AT HAY,
- BE BPINREOHREB IS, BIE BIANTEMKHIZER) AT IHHER,
< TH. BIONRECDIEBIBEIING, TR T E,
Python $Z2{# 1 SZRF AN REVRE P I T TAIRFE
« HTRANRANE, FEEMATORNRIENR, XNREEA KT NIIBIRS,
- BEZEMMAR, Python SIRFERARNIZ BARK, Fif Python SLBITIEBAZ SN, FHHAILIHF

KB,
o BBRIIEIEE, Python UVFREMUE M. FRHS, RFFARRET JER G IEMNIHNERTT IR E 1, JES
T AT ESEREN 5 .
ES
£ Python 28+, AILUE X BAITE. 5 Java R, EAILUE Python Fxt A MNESCE (BUEEL) & AT
BERENAEZE, Wik, "TLUAK Python HIUREEE LT Java AR,
£ Python H, 282 class IEAIE XM, class IBAIRIERAIT ¢

class name (superclasses): statement
B

class name (superclasses):
assignment

function

T SCER, SR DOEFEIR AR D eiEm DL ERETE A, SRR AR B 2SS TR LI = 2R
P, ROERTLERBFR AN EFE D LUERIERROE o X BOE SO I TR, H3EHI R IIERY,

FER—fE PR (BDBER, ORGSR | AR —, MEATLUS 2N RE O IR — 2%,
el e e

KT (B3E=) BE, AT aEEHl, ROIRIANSELH], TERFZIESMENRBOEA T,
Blan, 1EE BT

class MyClass:
pass

XEMEM T pass iff), RATREMEARIENSE, EATEUGET AHITIEMERE,
DUFTEAIFFOIESE MyClass HYSEH

x = MyClass()

[RZELHIARMETE

5 Java AN, FFHLA]LUE Python FRIAIZESLBITRINE . RAE— PRI AAEES, B4, ZaEsdl x
AENE, ETEIRSEH B RERTE

x.attrl = 1
x.attr2 = 2
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X.athN =n

EXEREMAE
PRSP R R R . (LTSRN R /i, RIS GBRHH
self) MEHE N EER, B, BE X LeRmIERE, LU AL TS -

class MyClass
attrl = 10 jtclass attributes
attr2 = "hello"

def methodl(self):
print MyClass.attrl  #reference the class attribute

def method2(self):
print MyClass.attr2 i#reference the class attribute

def method3(self, text):
self.text = text #instance attribute
print text, self.text #print my argument and my attribute

method4 = method3 #fmake an alias for method3
e, BN R IRER AN EEREH, il MyClass.attrl, Wi self &R ERH
W SCEEERIS I 5 Bl self. text, TEFANE, BN IZMHZES (B4 MyClass.attrl) s{HA2ER

KB (BIAN x . attrd, Hr x BIEASEH) BREFTEXZEBIERIGIH. 1ESEHME, N R SLBIRE
AR XTSI RIS T 5 B4 x . text,

fRREE

AT LU QRS A ROR R, A R AR R E T, AR N xxx 2
__xxx_yyy (HI, H#FERIAHIE FRIZ) M4F5, 54 Python AT BT E i B 2RI & Lo
B ey S

class MyClass:
__attr = 10 d#private class attribute

def methodl(self):
pass

def method2(self, p1, p2):
pass

def __privateMethod(self, text):
self._ _text = text #private attribute

5 Java AN, f£ Python HHRMEH self BREATA A KHIZ RIS ; RESHEM this,

4R
MIEHATAR AR BT RE SR AN RAVRRF IV EERL,  Python RN SR AR KR L EHARK, FRARAFRIR HAE
N, ZEPRFRAILIFEZS M,

AN AR 7 IERKB, 172 Python JEARRTLURMZE,  ££ Python #Y Jython SKEIFH, HAEM—
> Java ZEHHTIER SRR R, LRHRIEAHEZE,

R e R e S e 726, HHRERE e ERER, 288 STz P AL a] LA
FEXEEE M0 R, AT DUEAEIOL E (] 7 SEREISCR, I H AT DU SRR SE ] 5 302 2 S MR,
IXEEHIE SCRS 2 AIEARY

BNl
class Classl: pass #no inheritance
class Class2: pass

class Class3(Classl): pass #single inheritance
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class Class4(Class3, Class2): pass #multiple inheritance
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¥ 3 & 7F IBM SPSS Modeler Hit17HIA 4kl

i A< S BY
£ IBM SPSS Modeler #, & 3 fiZsRIRIHIA
o TRHIAR, FTFYERIENRTHE e EE TR,
o R AEIAS, Tz AT N
o AT RTERIA, ATHTFBEZ N ANRRYNERIT.

T2 71 IBM SPSS Modeler FHRIIAIA IR Z ROTIE, 0] DUE RS 3R A 25 SPSS Modeler
Yift. SV, XEETTIEATESS 33 TIHY U35 4 & ARSI APLY Hh A T G2 B I L

. SuperNode jRFIER

ZREHT, FUXNARRE—NE, LIRRMFINERTGEZ SuperNode HHEE R RYFRARZ AN, @
BT, EFRRERE AT RES, (B2, BATIRIEHIEET AT SZ S0, SXFoRH
ARG 5N BN RIE T IEAE B P TR AR 1A

- -

L
W2 F IBM SPSS Modeler SCRS2EMY,  RIAYEGHATERTE. NEk. RERIT, TRERILIESE. 2RE. W
A, DU G-HAE R ERHEARE R,

SuperNode &

SuperNode Jit;2 SuperNode HFETHBITRAER, SARER—F, EOSERE RN A, SuperNode it
GirERF A T AR 24 :

o SHLIRATIA S B SuperNode Jify SuperNode tH KB, i 25 SuperNode jfiAs B tH KBk,
« SuperNode JitE M INAE ARG HOERZ 88 T 5, SXHURT SuperNode YR, SXELERZAR T i TRHE

BSAMSH SuperNode #iit, F H1EGI%# SuperNode 2 f52 B 2 Il @ e 28 19 5o

BRI SEARAE A SuperNode FUSSSCRIVINAE, BIANTRANFIMMBRT &, DANAEST 2 [AIRTERZ

AT
BUFRBHS BT AT, I FLC R A

modeler.script.stream().runAll(None)
DU REIH RSB TR AT A nf AT A

stream = modeler.script.stream()
stream.runAll (None)

FEMHORBIF, FIFEESHN stream WZRP, FFEELETIEREH, KNRAES H T ESaheim
PRI R OV TAAIETRAY AL RO AR R — D N T A AR

A 4wHlETFX

modeler.script BHHRME THEEFPUTHIAN LT, HEIURTESITHR B35 A SPSS Modeler HIAR
o IEBIHUE T LU 4 DB, SCEE R B r] U IR HBU TR R REIAS




« session() B, ATREIMAKWEE, HWARTEEYIESREEE RN AT B AR SPSS
Modeler J5 i (Zliﬂﬁlﬁ&ﬁﬂﬂélﬂl SPSS Modeler Server) .

« stream() BNEK, MLENET LS IRIA R SEIARBC S, HERECRHR EHE IEES TR TR AR S E
T R AR

« diagram() BREL, MERBOTLIS BT SHIAR G, HEREREREET SANE, AT HARA
B ERECREIINNA S stream () BREHEFEL,

« supernode () B#, BRI LIGET RMAE SR,  HEECRHREHE E1ES TRIIA R T .
TR TP BRSO H

% 9:modeler.script BEIHE

JHIA S session() stream() diagram() supezxnode ()

EiavA R A TE ERRZHARE |5 stream() #HIE | A5&EH
[\ FTZEN (F
i, s A
R -stream EifE
IR B None,

b R[B|TE R [E] R 5 stream() MR | FiEH
SuperNode RE&TE IR A IR [BIEETT RR IR [EEE T A

modeler.script BHUAE X T —FAEHBK AN X, exit(exit-code) BEURHE LT
AFEIR [E] A AL R EGE A,

NUE X HEAR—R57R2 runAll (List), 5 EFHBITATA PIAT . ST T Rl AL A AR SR
i ARSI S RIS R R

TRAAT I8 B AL BTN S A o DU He e . SRR, A A] DR — MR L IRV &,
fan

stream = modeler.script.stream()
results = []
stream.runAll (results)

PATZERUE, FILAM results FIRYIRIHATRA A BB 5,

| IMEDTR

VA E B — SIS, FERITIRZ ATAESCXE SR, BUGXES S N THIUES
1. fEME TR AR RS A,
2. BT R/ BRI B
FRDR
TRt T2 RMERIE T RV, TREED TR,

K 10: ERINETRBIAE

Method B fiiih
s.findAll(type, label) g£E RE BEf e SRR A T

RINFIER, KB REE AT LR
None, TEXFIFHL T H A
S8
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xR 10: EHRIMBTRNFE (AE)

Method U I By fifiih

s.findAll (filter, ®£5 R A6 E i AR AT e SZ IR A 19 A

recursive) S, MR EN True,
HR G 2245 58 TR N AT rT ke
o

s.findByID(id) Rifs R[] B R AEARIR AT ek

None (AISRAFAIEMIETIH) o
TR I RN 2 AT

s.findByType(type, label) |77 R[] A R S R B R /Y
WRle FBUEAFATLLN None,
TECRPE LT 18 F H A S
ARAE 2T B, AR AFHIERE
FEREMEE— DN A AER%
BVCECHIT R, ARAREHME N

None,

s.findDownstream(fromNode |#£4& MFTHRBERTHT AR A I TR,
s) FRIR (o] Frd@ ALY s NI T AR
Ao IRBIFIRCE R ALY
R
s.findUpstream(fromNodes) [£4& MR LR IR P TR,
FEIR BT AT IRy s R
Ao REINFIR G R AR AR
R
s.findProcessorForID(Stri | i R [E B A PR AR IR A1 mEk
ng id, boolean recursive) None (AISRAFIEHIETT D

HIESEARREN true, FBAiRHE
IR I T L 215 £

4N, ARFTE EMATE E YT RAT AN LIRS, AR AT DUE R DU AR EREZ 981 A

stream = modeler.script.stream()
node = stream.findByType("filter", None)

FA%, GIREAHLE T RRIARIR QT RO IEHERY “TERE IR RARATR) |, BRI LUE A IR IR ORE R
W LU

stream = modeler.script.stream()
node = stream.findByID("id32FJT71G2") # the filter node ID

TR . BUAR HES B AT LA R ERZ RO T rT UR B E M, SR M@ A T SO RIvT
NS, B TR H T  RATSE N SR E T .

® 11: BFihRMRENRBIER S E

Method B EERY filisd

p.getPropertyValue (proper | X5 R[EFEE JE ERIEEL None (AR
tyName) REIEREM)
p.setPropertyValue (proper | RNi&H WEEE R EIE,

tyName, value)
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® 11: BFHEMIRENRBIERGE @5

Method B ] Y

T

p.setPropertyValues(prope | RN5&EH
rties)

EEE N E, BT
MR E - PRREERN
B, DU NsE S BRI E,

p.getKeyedPropertyValue( RS
propertyName, keyName)

IR [AIFE TE & 1 B R ok B ry Bt
¢ None (AIERATFIENMLE ML
)

p.setKeyedPropertyValue (
propertyName, keyName,
value)

B R MR E AT

Ban, AREEN TR A BN RS R BIME, AR AT DU AT A

stream = modeler.script.stream()
node = stream.findByType("variablefile", None)

node.setPropertyValue ("full_filename", "$CLEO/DEMOS/DRUG1n")

o, RERTHER ARYE L I8 T RO IR T B, XML T, SERHRYE T B M AE, BIAn

stream = modeler.script.stream()

# Locate the filter node ...

node = stream.findByType("filter", None)

# ... and filter out the "Na" field
node.setKeyedPropertyValue("include", "Na", False)

BT R ARSI

FERLEEAROUT, fnaTRER LR IA RIS e B TR s 59 M T AIMESS

1. AT R
2. FFT R EEERIPLA

TR
VR T SO R, TR TR i,

K 12: QIBTRBTA

Method $1q [1] B3|

fiiisd

s.create(nodeType, name) |TrL

O BAEE AT R IR
INEHEE R,

s.createAt (nodeType, R
name, X, Y)

O BATRE SRR R HR
INEHEERPATEEIE, AR x
<08y<0, ARARIZENE,

s.createModelApplier (mode | ¥
10utput, name)

BIEEIRAE B e SRR R H N R
AR F 5719 o

fan, FEAERRA QU I S, ST DU DT IA

stream = modeler.script.stream()
# Create a new type node
node = stream.create("type", "My Type")
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HEENEUEREET R

TEFR AP AIEERT T RN, ST R UEE R RS, RIEF A, TRIRAE T S AMRERT S B
BRI, TR T,

® 13: BT EEMEUEEET R A

Method B EERY filisd

s.link(source, target) iEH TEIR A5 B AR T R [l Bl 3 i
o

s.link(source, targets) |AS&EH TEIR RGP AR P &N E
FRT U2 TR BT HE R

s.linkBetween (inserted, iEH FEERE A HAR T /L] (5 A

source, target) BT R) ZHETH R, N

AT RBIALE B E DAL T AT
RSBz B, R ESERBPRIFT
5 BHAR R IR FTE R R

s.linkPath(path) AiEH FETT RSB TR BT B, 58
=T R R RS AT, T
BN R BE R RS = R '5

eIt e HE,
s.unlink(source, target) [A&H FERRIETT s 5 HAR T RUZ [
B R,
s.unlink(source, targets) | &M FBRIE T RS BRI R DTSR
Z BT a2 55 1
s.unlinkPath(path) & H FEBRTT S5 2 [ FEAE AR ART i
{j:o
s.disconnect (node) AEH P ERFTR AL s Se E TRl H
7T f5 2 TR AT AT B
s.isValidlLink(source, BOOLEAN WRAEFEE IR A5G- BARTT A
target) R G RE R R, AL TTE

SPRIE True, M5 BAPRAH
MRRES Eﬁ%FTEfEOm, TR R
AT DR R LU HAR T 2 S
AT DA R, #Eﬁﬂ}\ﬁUﬁiﬁt*%
BRI 5 RGN,

AR EIEIARHALT 5 IFT{Fl :
1. O AR S AT i, SR T SRR B H Y A
2. PR TR — to
3. FE“ RS AT R R E S £
4. HRAEA B T IR T B A
5. TR

stream = modeler.script.stream()

filenode = stream.createAt("variablefile", "My File Input ", 96, 64)
filternode = stream.createAt("filter", "Filter", 192, 64)

tablenode = stream.createAt("table", "Table", 288, 64)
stream.link(filenode, filternode)

stream.link(filternode, tablenode)
filenode.setPropertyValue("full_filename", "$CLEO_DEMOS/DRUG1n")
filternode.setKeyedPropertyValue("include", "Drug", False)
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results = []
tablenode.run(results)

FA. ERMBFET S

GOVENNER T R —FF, BRI . TREE 7 RTHATS AL BRI R S 5

%o

x 14: BFEA. SRR T 2895 %

Method e 0 it b

s.replace(originalNode, EH e e E T R, R

replacementNode, TR RIS T AR TR E

discardOriginal) o

s.insert(source, nodes, VIES FERTTR LRI B 2 Hh e AT

newIDs) A, BEFTHRMYIRAPBIFTE T
M EETEIRETY, newIDs
FREFERI 2NN AR BT
PRI, BN % & Sl LA AR
W BETRHATE T AT B A M
—FRiR, SAEETRIR 546 E TAH T
G T, AR IR R E A
True, /7 EFHREHHE AT A
2R, MAIFRAARE T RN
FF (BN, FA—E 54 ASIERH
i R BIREAERD o

s.delete(node) AEH MIEE TR ERTEE T . &
AUATETHEE TR

s.deleteAll (nodes) TEH MIETE TR R A A F8 2 19 5o
L EPIIFTE T S AR THEE
o

s.clear() FiEF MFEE TR ERPTE 1

BT S

ARIUREE 7 sl b 1 BT DAY 79 02— TR LR SR

XTIk,

TPRGE T — R TARPRET GG, TREE T

® 15: BFRIR LT R M TN REAE

Method BRI ERY fifiid
s.iterator() AR IR[EERHEE TR A T &R N SR
HARER.  WIERTE next () BEX
IR IE FH 2 [ A T T8 L,
BB L AFEHE E SGEARERHIAT o
s.predecessorAt(node, A IR [ AL SRR E E R AT E
index) None (AISRZR5[EEHTERD .
s.predecessorCount(node) |[int R[] i AT U E AT R
s.predecessors(node) SIES IR [EI R AL R RV IE 2R TEE,
s.successorAt (node, A REIFR AL R TE & B G R EL
index) None (AISRZR5[EHTERED .
s.successorCount (node) int IR [EIFTR AL RV IE B S AR 5L
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& 15: BTFARR DR mAl T ma0 s ()

Method {1 By fifiih
s.successors (node) VB R [EIFRFR AT R TE 4 S 2K

APREAS RN

[HIIA RIS F; clear MBS FIAE, BIA0 :
« clear outputs HT MNEHLARIE R -HIHERAR A i 0,
« clear generated palette HT MIERLEHMRHIEBRATA BRI,

- clear stream HTHRTHINNE.

Python FIAGw il S — IRV EL ; removeAll () w5 H TIERRR

- [HFRITEE A

session = modeler.script.session()
session.getStreamManager.removeAll ()

- (kR HE A

session = modeler.script.session()

session.getDocumentOutputManager () .removeAll ()

. [HRREAYVEFEEE |

session = modeler.script.session()

session.getModelOutputManager () . removeAll ()

RETHRNEAXER

. RHIAEAYE EER, B4

TR NZRARIRZER], BT T AR ST R, BT SRR &, B RER A T
—EER T AL R R EER T,

TR TR TR RATARIA,

I HIFREERT /T %o

& 16: BT HRIT RBRIR. RAIFIRERITT A

Method

RIS

fitiids

n.getlLabel ()

string

REHEE T ST RS, HE
1)@ custom_name ZIEZ2FHF
FIt HJEM use_custom_name
ARTIRENER T, ST 2
Ai—BIERE ; B0, R
getName () HIE,

n.setlLabel (1label)

WERE T RN TR, Al
RIFRENIEZE T R, LN
HigE®4 )8 M custom_name,

I} H2fF False I5E4LE

£ use_custom_name, LUiifs
TEIFRBALSE 5 BN, XFFZERT
B E4AE M custom_name,
IR True FEEL BN

use_custom_name,

n.getName ()

string

R [ E T I o
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® 16: BTFRECT RBIRIR. BARMIREERY TR (R 4E)

Method R EERY filisd
n.getID() string R[EFEE T RIARIR, 2RI

B RN AR A — BRI,
T R TR RGER 0 B T OR A7
I, ARULREREY 5 R R AT,
DUELEFTIFFRIN PR T bRIN
HI2, ANSOR CARIF YT sl AR
H, IBAS AR WA HT
XRIFAHETE—HHRIR,

TERBDLA TR TR R AR KRB R AT,

xR 17: BFRET KRB XERNAE

Method B ]2y ik

n.getTypeName () string R[] IR GG B 44 FR, 1
ZAREIA AT F T 3% s s
N2y

n.isInitial() BOOLEAN AR R A (H, AT
TR BN ), AT
FRHRE] True,

n.isInline() BOOLEAN AR AT A (H, AT
TRHEBTT ), ARA T ERRR
B True,

n.isTerminal() BOOLEAN AR R e (BN, I F
TINERA BN ) , Abaltrs
ERHRE True,

n.getXPosition() int R[5 SETR AR x A B R &,

n.getYPosition() int R[5 SETR AR y B R &

n.setXYPosition(x, ) TiEH BB RTETR P RYAL &,

n.setPositionBetween (sour | Fi&EH BENEERPINE, DEEEN

ce, target) T AR ALY R Z (A,

n.isCacheEnabled() BOOLEAN MREER%ER, AT ERMER
[\ True, EHNPFHERE False,

n.setCacheEnabled(val) 5EH KA R e %7, a8
17Ot HE 7 IRe i A SRR
B, BLARFIFHTIEC,

n.isCacheFull() BOOLEAN WMREEHRE, LN TIERER
| True, BN KRE False,

n.flushCache() AEH TBZEI T R T, WIRE TR

JEFBE AR, AR EARE
e,
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o 4 55 A Zhirtl] API

RIAZRE API fE

A 5. APT $2 B S AR [EHY SPSS Modeler THREMIG IR,  HEGHRIIATA /52 API ARG, "I
TERHIAR N RS RHIT X IR A T — P IS A, (B2, WRES|H APL 2, A FEH L T iER T
XF A API:

import modeler.api

T ATE AR VFZ A SR APT R BIFT TR

£ (IBM SPSS Modeler Python IlIA%% 5 API Z#&15F4) SR, A]LUKELEE A G APT S2IHHVE, 77
EIE S GRF S Tea s

a1 EFHEHITERERERTR

55 26 T TET R0 — TR 7R TR RS MR R ER P R SHRfl, L
BT, REMTEIMEBMVER, JHER R NodeFilter ZEMI £indA1L () JFERELH, X
MR EFELL TR

1. B2 M TP NodeFilter F5LH accept () JTIEHEHIIRARIHFI L,

2. fEAHTRAY BRI £1indA11 () J5#k. SXRRREIFTA TR accept () J7EHE XIS AHIT

o
DU 7™ s g E R BB T iR R T e AR BN 512 AT T 22 el A A 27

import modeler.api
class CacheFilter(modeler.api.NodeFilter):
"""A node filter for nodes with caching enabled"""
def accept(this, node):
return node.isCacheEnabled()

cachingnodes = modeler.script.stream().findAll(CacheFilter(), False)

a6 2 ! RITBAPETENRRIE RENXMHER

Jyik s m F FATHE PSAPL, RILGET A PSAPI ERER B SCIF RGN Gk 44N
session. getServerFlleSystem() 77,

LU R ER T A 7o P B T35 453 IBM SPSSModeler RS 25 1Y PO FR S FREY H B E B,

import modeler.api
stream = modeler.script.stream()
sourceNode = stream.findByID('")
session = modeler.script.session()
fileSystem = session.getServerFileSystem()
parameter = stream.getParameterValue('VPATH')
serverDirectory = fileSystem.getServerFile(parameter)
files = fileSystem.getFiles(serverDirectory)
for £ in files:
if f.isDirectory():
print 'Directory:’
else:
print 'File:'
sourceNode.setPropertyValue('full_filename', f.getPath())
break
print f.getName(),f.getPath()
stream.execute()



TR : EXBIENGER

AR R EERAE i, RIRE IR e N el FIAIel RIS R, B4, 1€ Modeler UI
o, AT DA R B R R R F BUC R T B, IS B o Bda iz,

BAIASE AT LAT AR, 7B AR R B, T IREEAT A, fa A R SR AR R,
an, “PER W RO IC R TEG PR, (B ESRdRE, A (B, “IRAE" T RD AlaIE ¥
B, THMT R (BN, SIS RD AIEMAEBRRT B

FELUTRBIR, EIA R FARME IBM SPSS Modeler druglearn.str i, HHXTENTE, WEHAP—4
A TFE ORI, DU P RERAT

1. NS 0 A e R R
2. fek BRI 1 T B
3. BSEFNMA TERRT L B8 AR R
A, BEUERTEIIERIF R,

5. SB TR o

1¥: 7F druglean. st FHSEITHIA Z |, TEICHRIAIE S 1B N Python (Ji2TESCRIRARY IBM SPSS
Modeler H AR, KIEFRHAIESZENIHRK) o

import modeler.api

stream = modeler.script.stream()

filternode = stream.findByType("filtexr", None)
typenode = stream.findByType("type", None)
c50node = stream.findByType("c50", None)

# Always use a custom model name
c50node.setPropertyValue ("use_model_name", True)

lastRemoved = None
fields = typenode.getOutputDataModel ()
for field in fields:
# If this is the target field then ignore it
if field.getModelingRole() == modeler.api.ModelingRole.OUT:
continue

# Re-enable the field that was most recently removed
if lastRemoved != None:
filternode.setKeyedPropertyValue("include", lastRemoved, True)

# Remove the field
lastRemoved = field.getColumnName ()
filternode.setKeyedPropertyValue("include", lastRemoved, False)

# Set the name of the new model then run the build

c50node.setPropertyValue ("model_name", "Exclude " + lastRemoved)
c50node.run([])

DataModel X A&t 117 M RHERR b 5 By (5 B BBIE B2 T ik, T RMhE 1Tk,

& 18: BFRRIFERE R IYEEH DataModel IJFR 7574

Method R ]S fiiisdh

d.getColumnCount () int R B EHEE R H1 R
d.columnIterator() ERER IR Al TR A" 1 AR 14551 1
ERER,  EREHR B S5,
d.nameIterator() EIER IR [l IR A H AR [B]£5571 4
FRIIERAR

d.contains(name) BOOLEAN W It DataModel F{EEE B T
BEHFRA, ABLGRIE] True, &
MK A False,

d.getColumn(name) ¢l REEHTEE LI,
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* 18: BT iHRFRER®INIE BH DataModel SR 575 (Lh4E)

Method

RIS

T

d.getColumnGroup (name)

ColumnGroup

REFRENIFIHE None (ATERA
FEHRAIAH)

d.getColumnGroupCount() |int R[] AR TR SR

d.columnGroupIterator () ER AR RG] TR [ DAY EAR
%go

d.toArray() A1) FEHBAHR PR ARERY, 4k

B AN PR THER

BNFE BN SR TR ENZMGE, TREGXEE S FERE,

x 19: BFiRRTIE BRFIFR A E

Method BRI ERY fitiid

c.getColumnName () string IV LY

c.getColumnLabel() string ANRAFEAE G HE K IRAIAEAATAR
%, LR EIFIRIFRZS R [a] 2325
i,

c.getMeasureType() MeasureType A ER ISR 3t

c.getStorageType() StorageType R[EF TR fEE R,

c.isMeasureDiscrete() BOOLEAN AR ZEES, AARE True,
DRHER RS BRRICIFII BB
Fllo

c.isModelOutputColumn() |BOOLEAN NSRS, IR0 E]
TIer

c.isStorageDatetime() BOOLEAN ARFN AN TR, H SR A
BidE, A4aKE True,

c.isStorageNumeric () BOOLEAN ARF I R R R R, AR A
SBIEI TIer

c.isValidvalue(value) BOOLEAN R[] True (WIERIEEMEXN T I
TEEERERD flvalid (FEER
HIMEEEIN) o

c.getModelingRole() ModelingRole IR [ FI A AR A £

c.getSetValues() R[] REFI A RUEEEHE None (401
RIERFBLEINRZESD) -

c.getValuelabel (value) string ANRAFLE SAEAE K ERHIEARTFR
%, AR EIFN AR G
ZEF R R

c.getFalseFlag() POEH R[EFH “false” & RFFHEEL None
GNRERAKETIABIRE) o

c.getTrueFlag() PIEH R[EIFH“true” 5~ FHESL None
AR ERFHETIZIRE) o

c.getLowerBound () POES R[EFHER T FRIEE None (41

RAEARHBLE SN ESR)

% 4 T HIAYRT| API 35



x 19: BFRESIERNTINR G E 5

Method R EERY filisd
c.getUpperBound() PO R[EFFERY_FFR{EE None (4

RERMBIEINTIES) .

THER, VRBERRIRZHOTIEME DataModel XRA G HIE X THEMTHR. B4, LUTFNERIZEFEL
E"JO

dataModel.getColumn("someName") .getModelingRole ()
dataModel.getModelingRole ("someName")

BRI B E NI R

PUTEA TS W MR AN O SR SXEEHIA R ATREZ TR, W rTRE R B e ST R Y
B R W H
ELUT RGN, druglearn. str A XAMERAVES R, EHORBIF, RAUTRPIFIET A, FHHER

RFEESIRP, RNa, WAEMERER, FHMAITERIEIRI G # AR 770 IBM SPSS Modeler
B (L gm) >XfF, I HBARLZE S HEY PMML,

import modeler.api
stream = modeler.script.stream()

# Set this to an existing folder on your system.
# Include a trailing directory separator
modelFolder = "C:/temp/models/"

# Execute the stream
models = []
stream.runAll (models)

# Save any models that were created
taskrunner = modeler.script.session().getTaskRunnex ()
for model in models:
# If the stream execution built other outputs then ignore them
if not(isinstance(model, modeler.api.ModelOutput)):
continue

label = model.getlLabel()
algorithm = model.getModelDetail () .getAlgorithmName ()

# save each model...

modelFile = modelFolder + label + algorithm + ".gm"
taskrunner.saveModelToFile (model, modelFile)

# ...and export each model PMML...

modelFile = modelFolder + label + algorithm + ".xml"
taskrunner.exportModelToFile(model, modelFile, modeler.api.FileFormat.XML)

EF5 B TaHR At T — B TSI WAESSERE T, T REbE 7 ISR Ry /5%,
® 20: BT HITELESHESSITHREL A

Method BRI ERY filiid
t.createStream(name, i AR EFR. EEE,
autoConnect, autoManage) TSN TFFF5 AR TR A A

F P SRR R A ARD B 120
autoManage fREREN

False,
. ) & H i e E B S A8 SO A AR 5
.exportDocumentToFile( =
documentOutput, filename, j:jl##o

fileFormat)
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£ 20: BFHITENESHESSITRESE (4D

Method R EERY filisd

t.exportModelToFile (model | F5&EH FRfEER USRS R

Output, filename, B4 oS

fileFormat)

t.exportStreamToFile(stre | F5&EM i R E R SRR S B

am, filename, fileFormat) .

t.insertNodeFromFile (file | ¥is MFEE SRR R A, A

name, diagram) Ja RFEAER AP E A, TETE
B, M7 TERT T RN S O
SAEETT RN SR

t.openDocumentFromFile (fi | DocumentOutput MFEE SRR B SR,

lename, autoManage)

t.openModelFromFile (filen | ModelOutput MFEE SRR EIA,

ame, autoManage)

t.openStreamFromFile (file | MIETE S BT IR [E] i,

name, autoManage)

. ) iEH PRI R E RIS E,

.saveDocumentToFile(

documentOutput, filename)

t.saveModelToFile (modelOu | F5&EH PR RIFE E R ST

tput, filename)

t.saveStreamToFile(stream | &M FHRIR TS E RIS,

, filename)

W IFEEIR

Python 1B ST Tl try. . .except [RAH B/ THIENRMC B /57, AT DUFERHIA A FH I 5 2ok 3R =
L AR SEHAR L - (Al

TELLTRBIA A, B2 M IBM SPSS Collaboration and Deployment Services Repository
PRI, HERERTRER SBAMIE TR, BIANTRTRER (ERA % B 7 R B UL S S 108 R IS R A 15
fEffiA ) SXATRES B H ModelerException (IBM SPSS Modeler 4RI =4 Ik H
modeler.api.ModelerException) ,

import modeler.api

session = modeler.script.session()
try:
repo = session.getRepository()
m = repo.retrieveModel("/some-non-existent-path", None, None, True)
# print goes to the Modeler UI script panel Debug tab
print "Everything OK"
except modeler.api.ModelerException, e:
print "An error occurred:", e.getMessage()

TE: B RA G R AT RE R F B HIARUE Java 74 XS HHIEIRE H ModelerException, EHiiik
XEESE ATDUERIFTINGY except HUORIZRFTA Java S, BiAN

import modeler.api
import java.lang.Exception

session = modeler.script.session()

try:
repo = session.getRepository()
m = repo.retrieveModel("/some-non-existent-path", None, None, True)
# print goes to the Modeler UI script panel Debug tab

% 4 7 HIAYwH| API 37



print "Everything OK"

except modeler.api.ModelerException, e:

print "An error occurred:",
except java.lang.Exception, e:

e.getMessage()

print "A Java exception occurred:", e.getMessage()

. RIENET RS

SEERML T — MBI TG B E T A B A P B E A TS YA 0. SENEENE X
FHRGFAERE, BIE SCATREGE T S SR P ISGEERGSITHRNSE. RSB s T — 4
ParameterProvider Xf 57 XL, W TRAIR, 2IERMET getParameters () VA, AR FHEIE

TE SUSEEFR RTINS 5

% 21: B ParameterProvider 3SR E X BIEKEL

Method S 31 filiidk
p.parameterIterator() AR R[] O SRS AR

p.getParameterDefinition(
parameterName)

ParameterDefinition

R BAEE AN BRI B ROE
X8k None (AERILIRHEREFF A
TS o ZRALUZNE

P IRR I E ARG, I HANTER
B G R R e X 1% S R
(ELVIERCIEEL T

eterName, value)

p.getParameterlLabel (param |string REFEE ZEIARZEE None (A1
eterName) RAFEHESED
p.setParameterLabel (param | Ri&H EEE S BIIRE,
eterName, label)
I ParameterStorage R[EFEE S BINTEEE None (1
pérameteIName) %xﬁﬁ&t;’é{;};%&) o

<3 VL L £ S et 0 £
p.setParameterStorage ( A W IEE SR
parameterName, storage)
p.getParameterType (parame | ParameterType R[EHEESEIIEAIE None (W
terName) RAFEHESED S
p.setParameterType (parame | RNi&H WEEESBIIEAL,
terName, type)
p.getParameterValue (param | X5 RS E S EIEE None (AT5R
eterName) TRIEHESED .
p.setParameterValue (param | RN5&EH WETEE S EIE,

FELLT R, AR 1728 Telco BURELIEILEA RARFIWALIRII XK, A5, R XIRE
— NS, TR, FHEEE SRR S MR PRI XK, AR IRIERIR AR R A

L GtH

BORBIFFAEL, SORRNEAARG AR T R TR, FRLEEAE IR M ZSA P E A R
B, (H2, FusHZHCHE, KEdXRmhs NgES R T A HEREL,

RBPIHIARI S B0 T RIS, ZRSEIFE & FEARARENXE, 55, HEAERELE D
FIRAIAG 7 S AT A, R ROE A — i,

import modeler.api

stream = modeler.script.stream()
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# Initialize a stream parameter
stream.setParameterStorage("LowestRegion", modeler.api.ParameterStorage.INTEGER)

# First create the aggregation branch to compute the average income per region
statisticsimportnode = stream.createAt("statisticsimport", "SPSS File", 114, 142)
statisticsimportnode.setPropertyValue("full_filename", "$CLEO_DEMOS/telco.sav")
statisticsimportnode.setPropertyValue("use_field_format_for_storage", True)

aggregatenode = modeler.script.stream().createAt("aggregate", "Aggregate", 294, 142)
aggregatenode.setPropertyValue("keys", ["region"])
aggregatenode.setKeyedPropertyValue("aggregates", "income", ["Mean"])

tablenode = modeler.script.stream().createAt("table", "Table", 462, 142)

stream.link(statisticsimportnode, aggregatenode)
stream.link(aggregatenode, tablenode)

selectnode = stream.createAt("select", "Select", 210, 232)
selectnode.setPropertyValue("mode", "Discard")

# Reference the stream parameter in the selection
selectnode.setPropertyValue("condition", "'region' = '$P-LowestRegion'")

typenode = stream.createAt("type", "Type", 366, 232)
typenode.setKeyedPropertyValue("direction", "churn", "Target")

c50node = stream.createAt("c50", "C5.0", 534, 232)

stream.link(statisticsimportnode, selectnode)
stream.link(selectnode, typenode)
stream.link(typenode, c50node)

IR BIREIASRF Q1 DU T .

El -

telco.sav Adaregate Tahle

P> (B A

Select Type churn

5: R BIRIA A AR
TRBUBEIAS Y AT B0 F T AT AL LR 0 SOR Y719 /o

# First execute the table node
results = []
tablenode.run(zresults)

TRBIIAIAE LU 8800 T 5 AT 2R A A R e BlJE, AR R RPN SATHATIAN, D&
PP BRI X

# Running the table node should produce a single table as output
table = results[0]

# table output contains a RowSet so we can access values as rows and columns
rowset = table.getRowSet()

min_income = 1000000.0

min_region = None

# From the way the aggregate node is defined, the first column
# contains the region and the second contains the average income
row = 0
rowcount = rowset.getRowCount ()
while row < rowcount:

if rowset.getValueAt(row, 1) < min_income:
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min_income
min_region
row += 1

rowset.getValueAt(row, 1)
rowset.getValueAt(row, 0)

TAVAS BT AT 350 506 P S MR AR DX SR 18 i e i BT “ LowestRegion " B 2K

FRHERR THEE IR LT, AR B TR AR,

# Check that a value was assigned
if min_region != None:

stream.setParameterValue ("LowestRegion", min_region)
else:

stream.setParameterValue ("LowestRegion", -1)

# Finally run the model builder with the selection criteria
c50node.run([])

SERHIRBIIAAT T FR,

import modeler.api
stream = modeler.script.stream()

# Create a stream parameter

R

7N

J&, TEMIIZREHE

stream.setParameterStorage("LowestRegion", modeler.api.ParameterStorage.INTEGER)

# First create the aggregation branch to compute the average income per region
statisticsimportnode = stream.createAt("statisticsimport", "SPSS File", 114, 142)
statisticsimportnode.setPropertyValue("full_filename", "$CLEO_DEMOS/telco.sav")

statisticsimportnode.setPropertyValue("use_field_format_for_storage", True)

aggregatenode = modeler.script.stream().createAt("aggregate", "Aggregate", 294, 142)

aggregatenode.setPropertyValue("keys", ["region"])
aggregatenode.setKeyedPropertyValue("aggregates", "income", ["Mean"])

tablenode = modeler.script.stream().createAt("table", "Table", 462, 142)

stream.link(statisticsimportnode, aggregatenode)
stream.link(aggregatenode, tablenode)

selectnode = stream.createAt("select", "Select", 210, 232)
selectnode.setPropertyValue("mode", "Discard")

# Reference the stream parameter in the selection
selectnode.setPropertyValue("condition", "'region' = '$P-LowestRegion'")

typenode = stream.createAt("type", "Type", 366, 232)
typenode.setKeyedPropertyValue("direction", "churn", "Target")

c50node = stream.createAt("c50", "C5.0", 534, 232)

stream.link(statisticsimportnode, selectnode)
stream.link(selectnode, typenode)
stream.link(typenode, c50node)

# First execute the table node
results = []
tablenode.run(results)

# Running the table node should produce a single table as output
table = results[0]

# table output contains a RowSet so we can access values as rows and columns

rowset = table.getRowSet()
min_income = 1000000.0
min_region = None

# From the way the aggregate node is defined, the first column
# contains the region and the second contains the average income
row = 0
rowcount = rowset.getRowCount()
while row < rowcount:
if rowset.getValueAt(row, 1) < min_income:
min_income = rowset.getValueAt(row, 1)
min_region rowset.getValueAt (row, 0)
row += 1

# Check that a value was assigned
if min_region != None:
stream.setParameterValue ("LowestRegion", min_region)
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else:
stream.setParameterValue ("LowestRegion", -1)

# Finally run the model builder with the selection criteria
c50node.run([])

£RiE

2RMEATIHEEETFERNSINCRSG T, AT ERPNE LA E AT EE], e, Tt
MmeRE, X—mR5RSEHEL,. 2RESRSBNEZRET, RBHMEREIRERRE"T BT E
SNEATER, A RE ARG A ST REE,  PILUE TR getGlobalValues () JiEKi(A]
RN EN SIS

GlobalValues X5 E X T R BRIVEIEL

3R 22: GlobalValues FRPIE X 9B

Method BRI ERY fifiid

g.fieldNameIterator () ERAR REEDER - PMRRENENT
BRI RER

g.getValue(type, PO R[EFEE B AF B AP 2 R E

fieldName) 8 None (ANRILAZME) ., &=

SAARIIDIRE ] RE IR (M]3 AME S
R, AHEE R EHEA T

g.getValues (fieldName) WL REIEEHEE TG HIZH
IEIEL None (AR TFBILA I
f%H) .

GlobalValues.Type & X ATHMC RS YR, THCESIHAIT
« MAX : FERY IR AKAE,

« MEAN : FEIII(HE,

« MIN : FEAYR/ME,

« STDDEV : “FERHIFRHER,

« SUM @ FERHERYEA,

Bgn, LU AR A WO By 3aME, HEE B B2 RE Y RE

import modeler.api

globals = modeler.script.stream().getGlobalValues()
mean_income = globals.getValue(modeler.api.GlobalValues.Type.MEAN, "income")

ERAZN - LA
FFEHZANR, HAERAMNIIA, FILE IBM SPSSModeler UL INgrfR AR THONZIIAS, ] DIfEH AR
7 TN A E R @S T S BOTIE 8,
DUR ST AR TR DR, HA— DA TSR msE = /N Fas miEr 72 1.

# Change to the appropriate location for your system
demosDir = "C:/Program Files/IBM/SPSS/Modeler/19.0.0 /DEMOS/streams/"

session = modeler.script.session()
tasks = session.getTaskRunnexr ()

# Open the model build stream, locate the C5.0 node and run it
buildstream = tasks.openStreamFromFile(demosDir + "druglearn.str", True)
c50node = buildstream.findByType("c50", None)

results = []

c50node.run(results)

5 4 F HIAYGH API 41



# Now open the plot stream, find the Na_to_K derive and the histogram
plotstream = tasks.openStreamFromFile(demosDir + "drugplot.str", True)
derivenode = plotstream.findByType("derive", None)

histogramnode = plotstream.findByType("histogram", None)

# Create a model applier node, insert it between the derive and histogram nodes
# then run the histgram

applyc50 = plotstream.createModelApplier(results[0], results[0].getName())
applyc50.setPositionBetween(derivenode, histogramnode)

plotstream.linkBetween (applyc50, derivenode, histogramnode)
histogramnode.setPropertyValue("color_field", "$C-Drug")

histogramnode.xrun([])

# Finally, tidy up the streams

buildstream.close()
plotstream.close()

DUFTRBIE 58 AT DU ARG 2O TR TIEN. (FTETREE T ET R o WER, M5
AN A 32 5

for stream in modeler.script.streams():
print stream.getName()
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o 5 5 ARG 55

ARER BN AE ARSI, e ESRIT, AR MEZEE LU 1BM SPSS HMES:
TR B R 55 B AR R

ESGRHIAT

BATHN, FHERE T TR RCIRFE R T HE I T R B0 T, S RTRE S B K DA R R A1 T
BESCRIIPTING, IETEE X IERER ST TR L5l T3

L AT —ANZEIA,
2. Bl T AR EAEBIMSRE AL H R AN ER A TR A
3. RHERE TRAIAS AR TR AT I S8 SO S A SRR T I

T2 HITIEIF

RERTDUER for PRI TR EYFT A 19 WA TIEER, B4R,  LUT P NEIASR B X B 9 A TR A1
IR R T B BEORE,

A LEBA S8 S BERRA AL IEA, RIESEPR EASE IR T Bt 2 4ltt, RRRInEEa 7
FRHSE N A AE R T B R E SO A

# Alternative 1: using the data model nameIterator() function
stream = modeler.script.stream()
for node in stream.iterator():
if (node.getTypeName() == "filter"):
# nameIterator() returns the field names
for field in node.getInputDataModel () .nameIterator():
newname = field.uppexr()
node.setKeyedPropertyValue("new_name", field, newname)

# Alternative 2: using the data model iterator() function
stream = modeler.script.stream()
for node in stream.iterator():
if (node.getTypeName() == "filter"):
# iterator() returns the field objects so we need
# to call getColumnName() to get the name
for field in node.getInputDataModel().iteratoxr():
newname = field.getColumnName() .uppex()
node.setKeyedPropertyValue("new_name", field.getColumnName(), newname)

IERIATE M RTIRAVATE 1 R TIEIR, HRES NN ARE IR TR, WRE, IAMARHEIRIZT &
FRIENTE, FE field.upper () 5¢ field. getColumnName () . upper () BEEFAMEICH K
H,

ifie) IBM SPSS tMESERE RS HiFE PRI R

ANRAEAE 1BM SPSS PMEGHRB AR VIR R RIVFRTIE, AR AT DU FIRIAS di S AEA70E PR R AR SN R
AP, ] DUERNE N R T MBI T S5 i PR ER S AR PR 5% i SR
A,

%1%%| IBM SPSS thMESEBBIRS =R RE

B A2, Mﬁﬁ%LLS%s@ﬁ%mFﬁﬁmI LS A E T e S TN SRR B RN ROE R,
BEHEZER, ESME 59 Ty TIBM SPSS UMES- B IRSS RIRE EHES m o




IhElfEfERE
A LUEE IV A, B4

repo = modeler.script.session().getRepository()

MEFERE ISR S

TEMAH, ] retrievex BBORVIMAMN R, wfbifl, BAL WHATYR, TRPERT X THRRE

EAGRETES

& 23: K ERM ARG B

XRIER FAIE R

i repo.retrieveStream(String path, String version, String label, Boolean
autoManage)

f5iHY repo.retrieveModel(String path, String version, String label, Boolean
autoManage)

i repo.retrieveDocument(String path, String version, String label, Boolean
autoManage)

REDc repo.retrieveProcessor(String path, String version, String label,
ProcessorDiagram diagram)

Bilan,  fEATLUE T B BB FE B E AR
stream = repo.retrieveStream("/projects/retention/risk_score.str", None, "production", True)

RGN E R SRS risk_score.str i, % production FRIRERRIITRIRA, M5
—NBEFEE SPSS B AS FFE R (4N, 405 SPSS EAEsas P el I, ARATRRFHEEIERIETF
H) o MENEBRGTE, BERARIREIREERAR, 15 H TR :

stream = repo.retrieveStream("/projects/retention/risk_score.str", "0:2015-10-12 14:15:41.281",
None, Tzrue)

T ARARAFISREZ LT None,  ARAKRRR [FIEAThAR

EFEEREFHENR
LA GEACAEOE R F BN R, THEH storex Bk, TRIDR T X TIREREBIIRE,

K 24: FREMARE ThEE

XFRIY TAIBIE B

i repo.storeStream(ProcessorStream stream, String path, String label)

fEiA repo.storeModel(ModelOutput modelOutput, String path, String label)

T repo.storeDocument(DocumentOutput documentOutput, String path, String
label)

R repo.storeProcessor(Processor node, String path, String label)

Bign, AT LUE T A BB ST A Y risk_score.str i :
versionIld = repo.storeStream(stream, "/projects/retention/risk_score.str", "test")

HRBIRHFRERTIAEY TR, FFIF "test" ARG MHEIT KEK, KGR B OIEIIRRARIRAIR L,
TE: AR ERRE G-ZHRRA T KRR, T IZARZEAE 3 None,
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ERTFHEEX X

S E R R SR, SERTLUR N G dm AR ERZH, MITITE S TEBME XN SR, @A
createFolder () BNELAIE S R, LU REIH AR

newpath = repo.createFolder("/projects", "cross-sell")
HRBIRFFE " /projects" XHFRABIEY N "cross-sell" WHTCHER, ZERBORHR [RIHT I 523
PRI,

FTEMAREN R, 1EHEH renameFolder () B :

repo.renameFolder("/projects/cross-sell", "cross-sell-Q1")

H— SRR EE MG SRR, T NSRBI ES Z SR 4,
FEMiERZE S 2, & deleteFolder () Bi%K :

repo.deleteFolder("/projects/cross-sell")

BIETREBIITR
AT, EAIBGE— AR, DB IR PR E— DU R SR A, SR AT U B E Bl X
Ro

BUERIFRBON RAVIBEEN
repo.lockFile (REPOSITORY_PATH)
repo.lockFile (URI)

repo.unlockFile (REPOSITORY_PATH)
repo.unlockFile (URI)

X TEERIFZR AT S, REPOSITORY_PATH $5 I RIEMFEET RN EB, BRENHHF IS S5 I LUE
RHTE R BERY. BEAX D KNE,

repo.lockFile("/myfolder/Streaml.str")
repo.unlockFile("/myfolder/Streaml.str")

Britt.2 5%, E ] DUERISE— B IRAR IR (URT) MIEFIBERS BRSSO RIVAZE, URT 2AJE & LR
spsscr:, [ANBIGERIEESISH. JEERMLA] DUWENBED IR, OIS, e
B %20 B Z22k%, URI AXTR/NE, REIATT

repo.lockFile("spsscr:///myfolder/Streaml.stx")
repo.unlockFile("spsscr:///myfolder/Streaml.str")

ER, NRBUTEN TRREOFTARA - EEEDUE s A,

F RE I IREIBIERY
FEAEOLT, nIREREEMAT TSN, FIAN, EnTRERR iR Z F R ORI BRI, N al FHAE
o BSCHR TR B HE T LY U
- BRFIRS HNHHITELEE
o TEOELE par XM (FE ST RV RAR IR A RIS RO BRI RE T

S A PR, T DU R — A T EARYE Blowfish BIERAERBNEZN (B R 1EMER, 1ESH http://
www.schneier.com/blowfish.html) . Zif3)5, BT E HIZREHNEFERIRA GG SITS8H, H
F databasenode fll databaseexportnode FI7i siJE M epassword BN Z R,

1. BRI RS, TEN TH SR
XTI T RS .
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http://www.schneier.com/blowfish.html
http://www.schneier.com/blowfish.html

2. TR SCRREREE — M E T,

3. b, DU VIR RS A sBE NS

A, P GHARE, DR gt 65 & 2 DR,
5. FFHE ARG NG EI T TR VA B S 2R,

HFEE

i B RS A X TEAE T B FRVLL A A ], AT DU S AT 2SR A Y IE I,

) B el e (@
& 6: TR TR E

IA G AR S G AR R VB O oI, EEBHTT, 1HR GO TEHE T80 1 5t
R REALT (22 H R B R

M BITRITHIFEE

S g G A R] DUBAT @ A P SR U TRYIR(E, B30 IBM SPSSModeler I,  RFF{EA FATHHEEA
AT MR IA, B

client -script scores.txt -execute

-script FRICERMBEEEMA, T -execute FRICETRHATEMA S AHRYFTE 63,

SXmhRAFBREE

FELLRTIRASHY IBM SPSSModeler FHOIEEHYHIASIE B N 12 0 75 B C0Rk ] LUE S RTRRA 5817, A5, AR
BER LB SE AR (MOyBRERE) |, IR e LB BRI, IR OUR G SLhr Ak
AER T A AR e R B I i (LB > B0 > Pk > @D o flan, SEnRedR

B ARTRRAS FRATIAIA,  FEIZRRAS A SR U 2 it A PRI P B fefy AT AR BOR SEi

& RTARAS R R IIAAE LLRT I RRA A AT REE TR IE 81T,

ARATE BRI R IIA G T Ecg e (SRl s, ARAEAIBEar mrIBIA T ARG E]
HFE, ERER-EBENE, B4, 3P generated XEEFEM model #fft, H clear generated
Cf% clear generated palette B, nHAIHEANMIATARLLZTT, B ER—FESHE.

IBERAITES R

YF% IBM SPSSModeler i /BRI AT &R, GIATERRL, ERMEMEIE, HPwrZmtasameE, W
A DA FXEEERE R IR 26817, XEEDHTINAES (WOVAER) o, LI LLEd AT IRIE A
ArfIARICEAROR T AR A AR, 15 A B A )T SR TI% A a8 A AR Cai AR AL

Bilan, 2 iR S A FH AR PMML B XML 22 (ASRFOR K TRBINER,  BIATR L D7) <8
FIMRLEF-BY, BB R LS F AT AT B2 DU DU B TR . (] PMML AYRA B R A3
AT VIR R XML AR, fil4n

stream = modeler.script.stream()
# Assume the stream contains a single C5.0 model builder node
# and that the datasource, predictors and targets have already been

# set up
modelbuilder = stream.findByType("c50", None)
results = []

modelbuilder.run(results)
modeloutput = results[0]

# check how many contents are there and what are their names
tags = modeloutput.getContentModelTags ()
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print "Content Model Tags :" , tags

# Now that we have the C5.0 model output object, access the
# relevant content model
cm = modeloutput.getContentModel ("PMML")
if (cm != None) :
# The PMML content model is a generic XML-based content model that
# uses XPath syntax. Use that to find the names of the data fields.
# The call returns a list of strings match the XPath values
dataFieldNames = cm.getStringValues("/PMML/DataDictionary/DataField",
"name")
print "Data Field Names:" , dataFieldNames

TERIAH IBM SPSSModeler 37#% R4l A AR |

« RNEBRIH T 5 MR AT A 116 2 RAS R
« XML AR T-T5 AL XML 38 XAEERT N A

+ JSON NAEBRIA T/ L ISON A& AFE I N A
« HIGEHNABRH T RA XRPE T BRIVILES 1T,
o FBOMHIGEH AR T177 0] D BT S St T EE  B R o B ME
HERE, T ARSI AR

« ITEFFH

« 50

« SLRM

« TCM

« ATA Python 1 55

« & Spark T st

o P B R T R

« PR

.« STP

RAFTIRE

RN T — MR, T U5 R R R T BRI R,  RPEshIE R R 2
FIefE (BIANTFFEREERD .

API
+ 25: API
A Method Hiod
int getRowCount () IREXN R TEL
int getColumnCount () IR[EBZANRAIFIEL
String getColumnName (int REHEEFIZR T [ AERIFIRI T,
columnIndex) HZE5 LG T 0,
StorageType getStorageType (int R[EFEE RS R F TG,
columnIndex) HIZR 5T 0,
Object getValueAt (int rowIndex, |iREHEEITERSIFIFIZEGIEHIE,
int columnIndex) TR IFFNR T LG T 0,
void reset() FHEAAT 5t N AT AE K BRI PR
FEERIE B,
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ipdatiit ik
TR T, T SR S S AR

5 26: T Ak

T RARH LTI IRy ) ahnif
table table "table"
T IR

stream = modeler.script.stream()
from modeler.api import StorageType

# Set up the variable file import node
varfilenode = stream.createAt("variablefile", "DRUG Data", 96, 96)
varfilenode.setPropertyValue("full_filename", "$CLEO_DEMOS/DRUGIN")

# Next create the aggregate node and connect it to the variable file node
aggregatenode = stream.createAt("aggregate", "Aggregate", 192, 96)
stream.link(varfilenode, aggregatenode)

# Configure the aggregate node

aggregatenode.setPropertyValue("keys", ["Drug"])
aggregatenode.setKeyedPropertyValue("aggregates", "Age", ["Min", "Max"])
aggregatenode.setKeyedPropertyValue("aggregates", "Na", ["Mean", "SDev"])

# Then create the table output node and connect it to the aggregate node
tablenode = stream.createAt("table", "Table", 288, 96)
stream.link(aggregatenode, tablenode)

# Execute the table node and capture the resulting table output object
results = []

tablenode.run(results)

tableoutput = results[0]

i# Access the table output's content model
tablecontent = tableoutput.getContentModel ("table")

# For each column, print column name, type and the first row
# of values from the table content
col =0
while col < tablecontent.getColumnCount():
print tablecontent.getColumnName(col), \
tablecontent.getStorageType(col), \
tablecontent.getValueAt (0, col)
col = col + 1

TERA I IR rp, R HUREERLT
Age_Min Integer 15

Age_Max Integer 74

Na_Mean Real 0.730851098901
Na_SDev Real 0.116669731242

Drug String drugyY
Record_Count Integer 91

XML AR
XML NEBRFHTFhRIETF XML IIAE,
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XML PR F T T XPath ZARMILRIA . XPath Rk L —SeFH, 30w Fe5E SR
EFI AR, XML IS | R T SUUR P R RIGATS, T XPath SR A BUBH
TRELIAN T, AR M Python BIAF3E (T ST 28,

XML WAL @ & — DRI ER B ZGR [E] XML SRR R, 3XAE Python BAIAS FH 7 BEAS (5 F HLAR 2 19

Python JZERf#HT XML,

API

& 27: API

B Method Hiod

String getXMLAsString() Pl iR E XML,

number getNumericValue(String AR EIEE R, REIZERY
xpath) B (Flan, HESREZRARK T

BCRTREH)

boolean getBooleanValue (String IR[EDN e E B A KRS
xpath) ARG R,

String getStringValue(String R [E] 55 E B R PCRCHY i MR E ER

xpath, String attribute)

XML 7 ifH,

List of strings

getStringValues(String
xpath, String attribute)

REI—MIE, HPaarrh G
SE SR VERCHYJE MEE R XML 75 5
{EL

List of lists of strings

getValueslList(String
xpath, <List of strings>

REI—NFIE, HPaarrh G
TEG VLR ME, AR ERSE

value:list of string)

attributes, boolean & XML 7 A,
includeValue)
Hash table (key:string, getValuesMap (String RE—NEFIR, XPREHEE

xpath, String
keyAttribute, <List of
strings> attributes,
boolean includeValue)

PEER XML 15 S EE N,
—HIFEE 8 B R,

boolean isNamespaceAware () R[E] XML fdT 882 S N T R 5
Z4H], HRE{EN False,

void setNamespaceAware (boolean | %iE XML ik as 2 & M. 1 4 FR

value) ZeMm), GERHEH reset (), X

T R e B2 8 FH SR R TR R B 2

void reset() FHEART 5 (e N AR K BRAY AR
fEfifds (BIANZRAFHY DOM XN 5R)
EREns

pel=tiikh

TR T, T SR & S AR

& 28: T =

TR LT Ry i) A anbiif
Most model builders Most generated models "PMML"
"autodataprep" n/a "PMML"
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T IR A

T ViRAER Python IIAAS ATREAN T AR -

results = []

modelbuilder.run(results)
modeloutput = results[0]

cm = modeloutput.getContentModel ("PMML")

dataFieldNames = cm.getStringValues("/PMML/DataDictionary/DataField", "name")

predictedNames = cm.getStringValues("//MiningSchema/

MiningField[@QusageType="'predicted']", "name")

JSON &5

JSON WABAUTHEA ISON A XA RIS,  MARTURAE 7 HA APL, I TERCE I & A8 R 215
FIFEIIEOLT, TRVFIE R,

API

% 29: API

B Method fiih

String getJSONAsString () DL R GR E] ISON WA
Object getObjectAt(<List of REFEE BRI R, TRAEY

cbjecta> path,
JSONArtifact artifact)
throws Exception

WTHATEEN Null, 7EXRMIEN

T, MEHANENR, RERE

AIRERSCF R, B, SRR
{8, B2 IJSON TfF (JSON Xt
%8 JSON $4H)

Hash table (key:object,
value:object>

getChildValuesAt(<List
of object> path,
JSONArtifact artifact)
throws Exception

ARG E MBS R4E M ISON X4,
BB 2SREZ B TUE, BNER
[\ Null, FHVEZFRE, W
R RBEE AT DUR SO 8, B8
SRS AR/RIE, sHE 2 ISON T4
(JSON X}5¢8% ISON %)

List of objects

getChildrenAt(<List of
object> path path,
JSONArtifact artifact)
throws Exception

AR E ISR FEI] JSON %44,
AR 2GR AR IR SR 3R,
ENGRE] Null, REIFETREZ
X, B SEAR/RME, 5.
& JSON T4 (JSON Xf5e(
JSON #£H)

void reset () FHE(T LA B XD
fEfes (BIANZETFHI DOM X 5)
e,

TR

TRINH LT, T R L B IS P A A

& 30: T

Q=B LT Ry BRI
"applykmeansas" n/a "JSON_MV"
"applyxgboosttree" n/a "JSON_MV"

50 IBM SPSS Modeler 19.0 Python Scripting and Automation Guide




T2
DUT HEIAS F 4228 ISON S

applykmeansas = stream.findByType("applykmeansas",6 None)
mvjson = applykmeansas.getContentModel ("JSON_MV")
print(mvjson.getJSONAsString())

applyxgboosttree = stream.findByType("applyxgboosttree", 6 None)
mvjson = applyxgboosttree.getContentModel ("ISON_MV")
print(mvjson.getISONAsString())

SR BIER AT AT IEE
G NEEB ATV RARE R DO N BRI RS T (RERS) » BRONGETHTNEEEAH T iR
TE— X2 AEE EDF RPN — B Z B EN ST,
A[REMIGETT LB AN T PR
- Count
« UniqueCount
« ValidCount
« Mean
e Sum
e Min
« Max
* Range
- Variance
« StandardDeviation
- StandardErrorOfMean
- Skewness
- SkewnessStandardError
« Kurtosis
« KurtosisStandardErroxr
- Median
- Mode
« Pearson
- Covariance
« TTest
« FTest
FAEOGEH T HAG,  MEAMESGER T BN Gt
A BSGXEEAR Y 9 R B
« “GEH W RERIGE, fERRE TR, BRI DA St
o “BHBHR VRSN GE, TEHEE TEETEN, BRI AN ST
o YAV TR B R BB G H A - B A T LRI AL BN G2 1
A AR NS BRI G BEIR TR E 7 s ShRE, WHEGRTIZT IR IR E,
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ColumnStatsContentModel API

3R 31: ColumnStatsContentModel API
B Method Hib
List<StatisticType> getAvailableStatistics() |REIAEERIFRIAST, HIE
P E B e B A A TRE St
HIME,
List<String> getAvailableColumns() REEHEHEST 4,
Number getStatistic(String R[E 5z HAE KB SE THHE,
column, StatisticType
statistic)
void reset() FHEART G- (e N BRI 5K BRAI AR
FEfBaRE O,

PairwiseStatsContentModel API

& 32: PairwiseStatsContentModel API

B Method fiiih
List<StatisticType> getAvailableStatistics() [REIERFNAIHS, HIE
e BE N E B A HTIE S
M,
List<String> getAvailablePrimaryColumn |iR[EIEHHEHES Y EYI4,
sO)
List<Object> getAvailablePrimaryValue [R[EIEHHEHSIHIYEFIFIE,
sO)
List<String> getAvailableSecondaryColu |R[EIEHHEHESIHHIVHENZI,
mns ()
Number getStatistic(String IR [E] G- FIAE KRR SETHE,
primaryColumn, String
secondaryColumn,
StatisticType statistic)
Number getStatistic(String R [E 5 EHEREB)SE X BRI St
primaryColumn, Object HHHE,
primaryValue, String
secondaryColumn,
StatisticType statistic)
void reset() FHEAR G M N BRI K BBRAT PR
AR TE O
Re) ik

TRANH LT, X U B B I P A A A

x 33 mRMELE

TR

LR

H bRl

"means”

(“SE" T )

"means"

"columnStatistics"
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*® 33: Rl (4R

RIEA ) LT VEZY D BEbRiR R
"means” "means” "pairwiseStatistic
it
(“YE" T )
"dataaudit" "means” "columnStatistics"
(“BHREHZ" T KD
"statistics" "statistics" "columnStatistics" |{CUKERETFERNT R
A2 o
(“HEH" T =)
"statistics" "statistics" "pairwiseStatistic |14 RBEFEI Y 24
s" %o
(“BEit" 1 )

TR

from modeler.api import StatisticType
stream = modeler.script.stream()

# Set up the input data
varfile = stream.createAt("variablefile",
varfile.setPropertyValue("full _filename",

"File", 96, 96)

# Now create the statistics node. This can produce both
# column statistics and pairwise statistics
statisticsnode = stream.createAt("statistics",
statisticsnode.setPropertyValue("examine", ["Age",
statisticsnode.setPropertyValue("correlate",
stream.link(varfile, statisticsnode)

llNall ,

results = []
statisticsnode.run(results)
statsoutput = results[0]
statscm = statsoutput.getContentModel ("columnStatistics")
if (statscm != None):

cols = statscm.getAvailableColumns()

stats = statscm.getAvailableStatistics()

print "Column stats:", cols[0], str(stats[0]), " =",
statscm.getStatistic(cols[0], stats[0])

[IIAgeII, IINaII,

"$CLEO/DEMOS/DRUG1N")

"Stats", 192, 96)
IIKII])

"K' )

statscm = statsoutput.getContentModel ("pairwiseStatistics")
if (statscm != None):
pcols = statscm.getAvailablePrimaryColumns()
scols = statscm.getAvailableSecondaryColumns()
stats = statscm.getAvailableStatistics()
corr = statscm.getStatistic(pcols[0], scols[0@], StatisticType.Pearson)
print "Pairwise stats:", pcols[0], scols[0], " Pearson

= ", corr
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Hm

He6mmBiTHZE

ARG

] LUE AR ERF 517238 "IBM SPSSModeler, 41 TRz,

Microsoft Windows

1. fEZ&%E 7 1BM SPSSModeler FYTTH&EH L, FTH DOS s S RIF &1,

2. YJE] IBM SPSSModeler &Z%Ep8 % (4 [Installpath]\Program
Files\IBM\SPSS\Modeler\19.0\bin) ,

3. B HAEA S S "IBM SPSSModeler Fi, 1E# A "modelerclient @4y, AEHAMENSE, #
a0

modelerclient -stream report.str -execute

RERTLMER AT HIZE (Bil) EHERSS . INBRURTR, ST IA SRR R Ba g Hth B8

Mac 0S

1. $F IBM SPSSModeler Y Mac 0S 3% (Fl4 [Installpath] /Applications/IBM/SPSS/
Modeler/19.0/IBM SPSS Modeler.app/Contents/Mac0S) .

2. BPIZH S5 "IBM SPSSModeler 5l IEafTEME T, AERAFRNSE, Hla0

./modeler -stream report.str -execute

EAMTITEH

AT LU ST 5 (FRoARE) MHINEI 944 modelerclient a4y, LASXZEXT IBM SPSSModeler Y
o

TFEZ MR AT H 2SR, AT AV REJS AR HE T8,

* 34: i pITETEMHE

H 2 R 1/ Y DATE

ARG TR B TUE 56 Y TRGHTRE) , THES
FE,

SHEALE B2 EWE 57 I FSHEELE) , THES
FE,

RS ARIEHESE S 58 Y VRS SIEESEY |, T
E B9

IBM SPSS tIME G- B AR S RIRE EHES BXEZER, ESHEM 5 59 11y 'IBM SPSS
W’E%ﬁﬂ%ﬁﬁiﬂﬁﬁﬁf EESEU

IBM SPSS 7 ATHRSS 88 EHES H%E%m_, S 3 55 59 Ty FIBM SPSS

IHTARSS A% ) %’%m o

B, aJLU#EA -server, -stream#l -execute WRICKIEERIIRS 88, REMEIHBITR, TR -

modelexrclient -server -hostname myserver -port 80 -username dminer
-password 1234 -stream mystream.str -execute



HER, SBTAMEPYIZEERN, AR ARG SEES .
ARG PSR O & 22 i U B U, BN -

modelerclient -stream mystream.str -Pusername="Joe User" -execute

IBAT LB AR, B -state Al -script ARERIST IBM SPSSModeler R ZAFIIEIAS,
H: WREM SR ERASECSE, IBABTIES S ETH I _ERRHT,  3ORFRH - R AR 71 BRI R RS BRI 5 |

o

ARG ITEEE
ZEI A A1T, EMH modelerclient fm N B & KE 5] IBM SPSSModeler, 3XAERT LU UE AR
A A GIAERAAEETT, BRI DIE“RIESHBNTERE (“TE S > EEIESK) PR HGST
BB SEOHATIIA,
REETE
TREAH TR RG-SR T &,
® 35 RpBATE
ER'3 R JkiEaN
@ <commandFile> @ FTEEEREX4, WX TFREEMSHIE, X modelerclient @Y
@ LB, EFRHEIZ XS ar S TIRE, BRANFE ST —FE,
BREZERE, ESREME 60 1y THEZ M SHU .

-directory <dir> WERE TEE S, EAMERT, Z%HEICNFERHTEERERGE T «~
i : -directory c:/ B¢ -directory c:\\

-server_directory |NEIEKEMREIRSEE R, @ -directory FriciEEM TOE HRNFH T
<dir> Ho

-execute RSN TESIN AR, IRSEEA, AERERBURA A NE 7
A, URAIACRE SR ERLAT

-stream <stream> BEaIRmEisENTR. ATLUEEZ MR, HERE— M ENTRMEEE N Y

EIRT
-stream_password RSN, ZEABMBEBN. 4], rILUBITAI T di4: clemb. exe
<password> -stream enc-streaml.str -stream_password Passl1234 -execute
-script <script> BB INEFEE I IA, AT ATE, FBRIRBCRAZSY, HARIEER] T8
TERIA, BLER SN AT N — A,
-model <model> EEF INEFEENE AR (L gm M09t o
-state <state> EEBhI, hn#EFEE v ERPIRS.

-project <project> IEFEE TR, TEBSHNARIINE—D T,

-output <output> TEEFMECREFNREETE (. cou #&NHSH)

-help TRt HERAIR, feEEts, MR RESEotrRi A
Feo

-P <name>=<value> HATFRERNSH, T TFRENSEE GBESE .

1 %ﬁu&%ﬁﬁﬁtmﬁﬁﬁﬁ Ht, Zyjin) babideni, TEE SO st il T H s E i Sy
%% E Ko
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mES X4

A TR, BRI LB TE B3NN E & M A INEON RV X SECRINEZ MR, RSN, Ha,
EINEALBI TP PN report. str Ml train. str BYIR, ERTLUFERLWI T a4

modelerclient -stream report.str -stream train.str -execute

M 1BM SPSS tiME5EREARSS FH iR INFIT R

RO SERT DAM SR EE IBM SPSS MMES-HRBARSS Uik (AR CARISVFA]) HARELEN R, L4 aiss
spsscr: Ml (AiE) file: O TREAE RAYXSR) XA IBM SPSSModeler fEMEER AN 5, HiZEA] 514
THRICELEEA -

e -stream

e -script

e -output

- -model

« -project

IEAT LUE F RTZE A1 URT LIS EXN RIVAE, Flal -stream "spsscr:///folder_1/

scoring_stream.str", HWIRFE(E spsscr: Big, FFTEER—mAHIEES IBM SPSS WMMES-E8E
ARSI WA ROER:, ik, SERERIaRS MIZANL T B7RHA)

modelerclient -spsscr_hostname myhost -spsscr_port 8080
-spsscr_username myusername -spsscrr_password mypassword
-stream "spsscr:///folder_1/scoring_stream.str" -execute

HEE, EmSfTh SHU#H URL, A3ZHH% REPOSITORY _PATH SXFERYfAIBARREE,  (HAMBERIGER T
fIA, ) % IBM SPSS IME G BARS R IEE TR URI IIEAIE R, ESHEE 43 TUiY A IBM
SPSS WMES B ARSS RIRE PRy SRy FE/,

BHETE
S A] FYETE IBM SPSSModeler i ST HUATEARIMIRIC, fEMSITHZEF, -PAREHTER -P
<name>=<value> RS EL,
S EATLUE
- PSS (HI, B CLEM AP .

- BiSH, OB SSEATATBUOR P T RRE, BSREE-E 63 THY T sl
dy , DHRIEZER,

- MATTHZR, FHTHEUY IBM SPSSModeler YA,
4N, A DR EBEREIR A P 2SR E NS TRE, TR ¢

modelerclient -stream response.str -P:databasenode.datasource="{\"ORA
10gR2\" ,usexrl,mypsw,falset"

Hi% X5 databasenode T siE R datasource 28R, B REZER, ESH 5 79 11
Fdatabasenode JE1%J -

AR IEAEARBLT ISR, ARG — NSRNIREN true, HIEER, 1EREEEM P2 RTE
AREEAAT G2 (BRIE, AP AeE LR a G S 22) o

T AR E T R, BT RIS E RS 15, FEEM BRI G ST Bilal, AR BdoR
BIFR AR TR 5440 Source_ABC, HRAMLSEHAN TR

modelexrclient -stream response.str
-P:databasenode.\"Source_ABC\".datasource="{\"ORA 10gR2\",
userl,mypsw,truet"”



RFARRERES R 5 S ATE TR ZA BORAT, a1LLT TML Bl plh TS

clemb -server -hostname 9.115.21.169 -port 28053 -username administrator
-execute -stream C:\Share\TM1_Script.str -P:tmlimport.pm_host="http://9.115.21.163:9510/
pmhub/pm"
-P:tmlimport.tml_connection=§\"SData\",\"\",\"admin\",\"apple\"}
-P:tmlimport.selected_view=%\"SalesPriorCube\",\"salesmargin%\"?}

ZI AR datasource BHEHIVEEEAHEE — P D2, AR (WA “A)E”) 8T RIZk, AR

Tuﬁiﬁﬁ“ﬁ%ﬂﬂ%l‘:'”*%THE{’WJ%??%#_??&JE!EO Bilan : "$\"db2v9.7.6_linux\"}" &
"{\"TDATA 131\"¥". A}, 4A%RF datasource FRFEMBEFEIEANG [SSHIAEIESH, ALLTRBEIF AT
7~ "$\"SQL Server\",spssuser,abcd1234,falset",

AR5 2RERS R

-server FrEE A IBM SPSSModeler ‘BN iZIEEEI N RS 2%, 1M -hostname, -use_ssl, -port., -
username, -password Fl -domain FRENHT 5% IBM SPSSModeler WIANZERE| N RS 85, WA
fE67E -server Z8L, NIFARE siAM" AR5 25,

il
SRR AR5 45

modelerclient -server -hostname myserver -port 80 -username dminer
-password 1234 -stream mystream.str -execute

ERERIRSS A sR it

modelerclient -server -cluster "QA Machines" \
-spsscr_hostname pes_host -spsscr_port 8080 \
-spsscr_username asmith -spsscr_epassword xyz

TR, ERRIIRSS AR iR 208 IBM SPSS WMERERERSS MR, KU -cluster
B {7 B E I (spsscr_*) SiEfEH, HZ MR 59 TRy [1BM SPSS WM G- HRE MRk 5s HR
JE RS, DARIEZER,

x® 36: RS BRIEESH

HAsh 7Rk
-server LIRSS 25 #7021 T IBM SPSSModeler, [AI# AARE -hostname. -

port. -username, -password*[l -domain EEEINHARS AR

-hostname <name> RSS2 ENLHR. (NTEARSS 2 TR H,

-use_ssl TN R SSL (BB TR) o MANCAlEIR, HRERE N A
FH SSL.

-port <number> TEEMRSS RIS, EMRS e T Al .

-cluster <name> feEfamiRss ettt (MAREMAAIRSSER) HNER | B EETHRER

hostname. port fluse_ssl ¥, %A NERAEH, HFRIH IBM SPSS
e S E B AR S VI FHIRZEHIME— URL, ARSS424E R IBM SPSS HME
MIEBBARSS PR EASRER, B XEZER, 1H2ME 59 1y lBM
SPSS PMES-HBIRSS B E EHES R FH,

-username <name> OB TEFIRG SR %, AERSS T R,

-password <password> | R TEHRARSG iV EL, (TEARSS 2t T AT o
AR -password B8, AARGEIHERIE M AZ D,
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x® 36: RS BIEESE (U

HA R

1/ Hiid

-epassword
<encodedpasswordstring>

R T ERRFG AT i, eSS a T A .
TE: AU IBM SPSSModeler [ FI TR A9 “ T 532 B A I 1 o

-domain <name>

ORI TR BNRSS diisl,  (AEARSS 8 T Rl

-P <name>=<value>

AT RERSNZH, ErIHTRETREE GEBESE .

IBM SPSS tMESEREIRSS HiREE EHSH

ANSRAE L A AT RAF BB SR IBM SPSS WIMERTFRE MRS FREYAN SR, WLAJiTEE —MEF1% IBM SPSS )
VE5-BRE S5 BRI FER0ER., Bla

modelerclient -spsscr_hostname myhost -spsscr_port 8080

-SpPssCr_username myusername

-spsscxr_password mypassword

-stream "spsscr:///folder_1/scoring_stream.str" -execute

ik,

TRAN 7RI OERN H

3 37:1BM SPSS IMESBREBRRS RIRE EESH

HZR

1/ ik

-spsscr_hostname <hostname or
IP address>

2% 1BM SPSS WMEGERE IRSS T IRE KRGS a5 EA L4 8 1P Hh
fik,

-spsscr_port <number>

IBM SPSS tIME G- BIRS RIRE #2EH Wm0 GAEY, ThE
&% 8080) .

-spsscr_use_ssl

FEEER N R SSL (Z2EHTE) o HARICHRNEDT, HRE%
BN SSL,

-SpsSscr_username <name>

X5k E| IBM SPSS WMES-BRE MRS5S B IR FIM F %4,

-spsscr_password <password>

X E| IBM SPSS WM EGARE IS5 W IRA B,

-spsscr_epassword <encoded
password>

% E| IBM SPSS HiME SR B iR S5 IR HHNE R,

-spsscr_providername <name>

T8 573 1IBM SPSS WMES- 8B k55 %% (Active Directory
8¢ LDAP) HUIANIEARSSTREART, ANIRMERAANL (RHfEEE) 12
BT, AL RANTHEN,

IBM SPSS S 1hBR38% EiES

AR ELE S S TG EAE 2R IBM SPSS AR SS 85 RN R, ABARTEE 5 IBM SPSS TR 48 A

ROESR

1 TATARSS A RUBREGLIEZ M SPSSModeler Ak554s ZREY,  F PRI LA T H > Analytic Server i%#%

X H a3 RS dnE R
TRANH 7RI T EAOERN B ',

5% 38: IBM SPSS DiftBRE 28 EES

HAER

TPoh/4thid

-analytic_server_username

FHTF&5% IBM SPSS AR S5 85 R F %o

-analytic_server_password

FHTF 5% IBM SPSS 74T RSS2 Y25,




3% 38: IBM SPSS DHBRE 85 EHESE (hHh4)

HA R fioh/4thid

-analytic_server_epassword | HT%5% IBM SPSS 0t ikSs 5 HIS S Smtd Y251,

-analytic_server_credential | FF%5% IBM SPSS ARG 4% HIEIE,

HEZIER
EEECHRSG A @ bRiT, PTOUERFAIRRER G A 2N SR SRR T A 4TI

H, FET IR ERSA X Tar S KERS], #lal, T startup @5 H <commandFileName> 5]
RIS ieE SR

modelerclient @<commandFileName>
AR Zers, WIEH S S5 B SRS AR R FRRR, AT AR ©

modelerclient @ "C:\Program
Files\IBM\SPSS\Modeler\nn\scripts\my_command_file.txt"

AR R A S Z BRSPS SR, BT 1S Hl:

-stream report.stzr
-Porder.full filename=APR_orders.dat
-Preport.filename=APR_report.txt
-execute

B AMG HRSCER,  AGEELLT BRI -

- BS&amn ST,

o REIEMDHXXHHHRA @CommandFile 44,
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# 75 JEEZEER

BESE LT

AU R, . TR T RIEE S D ARNEE, KRR AR mm, Sl srs, “ER
“THFOR”, RN NPT R, HER MRS @R iie, BN ERa s s
TR AlEEARAER PSR (BIATSF T ISR T RO ) ViR E e, i rl UM E e
T

- iETHABSELE WAERD) . BXEZELR, ESH 5 61 Wiy VEMiEE .

o AAEHET R SR T AR M

- f£/53) IBM SPSSModeler I, ] BUR T s E I Ean A TIEIIHY — 880 (EH -P AR o

1£ IBM SPSSModeler WiIAZR GIREH, TRMITUEIEEFE N @ES . EARTERET, NN A
s P,

BIEEE
ATLA R AR B R

OBJECT.setPropertyValue (PROPERTY, VALUE)
B

OBJECT.setKeyedPropertyValue (PROPERTY, KEY, VALUE)
AILUE A T AR R SR 8 PERIME

VARIABLE = OBJECT.getPropertyValue (PROPERTY)

5

VARIABLE = OBJECT.getKeyedPropertyValue (PROPERTY, KEY)

Hr OBJECT /2 17 salffiiHi, PROPERTY J&2AF05 | I s MR, M KEY 2= ErEE,
a1, DUFEERTEREIEY S, AGREREGEULEENE FEFHRE TR IE Age FE :

filternode = modeler.script.stream().findByType("filtexr", None)
filternode.setPropertyValue("default_include", True)
filternode.setKeyedPropertyValue("include", "Age", False)

IBM SPSSModeler F i AR A 17 8l al LUE AR £indByType (TYPE, LABEL) BEN¥GHITEN, ME
DFgE—/> TYPE 8¢ LABEL,

HrfbiEE

A gw SoEd s5 ML, SEmiERRATE M ERy e =

 TEEE AT RUR MR MISSA, BIANSERIYT R, U8 R Y
o JRft—Ria] —XfEE 2B IR

g #2EONSMIL

HARMHEE RO R CGERL BRI /) B TUEIE R 8 IS5 LA IE A fRdT, 530
JEMERER AL MRIRA I E Z 2%, WP Ry, B, SugTsm, Sy (B E
) FETITECRAIRES, A T5IRHER, TR RSN TR CEIRILTEON true 352 false) 7%



—MEEIL, IEMMERRER (BFEEN) True 5 False, fBi%% 7 mynode S IE T s (TEH EiF
Ui) B— 1NN Age T, BEXMTE, 1HNER XY Age BWEME include WYHIZE )Y False,
ATFF7R

mynode.setKeyedPropertyValue("include", "Age", False)

higEZERMEMEML
TV S, AT R 2 R, NS AR R L,
ERLERGIL T, GoRfLRAERTY S 2%, RBIATT

sortnode.setPropertyValue("keys", [["K", "Descending"], ["Age",
"Ascending"], ["Na", "Descending"]])

SHMCBMER 5 — MERET, ERDTRRE LA EIZ T R EIRES T M e, REERT, ZHEE
ERERET RN EIERENRIEST.200, ERTPREFGREIE. BN, ARAEE SCEE SO SN o R
RETERENE, BT TRERNDMRESERZATRN 3, NRSFBREHR UZEREGHENE
P, PSR BOREE AT E RPN B, MRS bR 4,

45517
TET RUBPEIE R P E AR S, T A S A B FATREIAS,

xR 39 IBEAPERANTARE

1A R4

abs EERSI=]

len KA
/ME wIME

S ONE] KA
correl FH KM
covar i
num By sdE
pct Bkt
transp A
xval XX EIE
var fiEsrR (FTRH)

TRMRREERA

£ IBM SPSSModeler A AT LA AT sUBE T i MITUE ML, ISR MR H IR —E8 00, 1Fh JSTHIA
Fy—8 0 FH LUK 2 D TREER(E R B 3L 5 SR BRIAS 89 —50 0 AT KIS N RNERR S R B 3k, i
AR R AT RS ECRIEE T RS, RIS, BYEER R S TIETOR IS5
IBM SPSSModeler, Ff -p M Ean AT —ER 0,  RTLAE TR MR S i E,

K 40: T 2FRE MR

Jg 1t P

s.max_size WIET A s BB max_size,
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xR 40: TRARBIETA @5

Ja aX

s:samplenode.max_size fg?’@ﬂ%)ﬁ s WEME max_size, HAIUMEEART
:samplenode.max_size g%ﬂéijﬂiﬁ?ﬁjg%ﬁmﬁﬁ max_size (e
s:sample.max_size ﬁﬁ&ﬂ*ﬁlﬁ s MEM max_size, HIUNFEAT
t.direction.Age PO RE B p AR T B A £
:.max_size wRx JEARAE AR E T AL BT R,

il s : sample.max_size WRHAR—E B G H T AU 2 F5,

Tl t.direction. Age BiHH, YEEANT AR M A A AMERY AINENE 8 260, SELSEM A FT T4
k. HSSEER Ny G5kt 5 5 2% JB 1k,

T R E LT

AR RIS EARENESE, SMEM AR, 2RI DUEH AT, RSETAE,
It PRI BRI R IR R, NSRRI TomR AR e, AR RASE R, BA, EdE ML | T LEE
EEERTEE, 40 Discard, PairAndDiscard flIncludeAsText, UEINAISRRAEE(E, WIRFHIZE
R, MOECSRAME true B false RIEINERERSEM,  (REENHATIBIAN T2 RME @ 0ff,
OFF, off. No. NO. no. n. N, f. F, false. False. FALSE {0, {HfEFLE{EN T iHUEMEER =
HiES. FTE EMEER 2 E true,  #H true Ml false REREF—BORFRI LB IRIE, ) TEARIERNSSE
F, BRI SRR AT T U, A T B R RS

BATREY
IBM SPSSModeler HYRZ B M EH TATE T A (B4EE T )

K41 NHETEBEMN

<)

JBPEA R BmEny Ja VA

use_custom_name ¥

name string BEE TAE X FR AN s ARy HLIsE
B (B3 BES)

custom_name string FEET R B E X B

tooltip string

annotation string

keywords string FEE G X5 SRR K B Y RIS

FfbsdE (Fl4n ["Keywordl"
"Keyword2"]) .

cache_enabled ¥

PG | AT R R

Bian, Frsa g R (A0
D erminal supernode real_income) Z4f, LU
it W4T ERE (H4 userinputnode
HHIA 231 gk filternode) ,

nOde_type source_supernode




B BN T BT MBI, AR ERER, ES I 399 Ty I 21 & i@
BT o
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o3 8 & sk

A G ] IR 2 AT 5 IR, RAURAIT R E N (A

stream = modeler.script.stream()
stream.setPropertyValue ("execute_method", "Script")

Nl
node J& M T 5 S RIRARIT e AN FREFRIA R — Rl

stream = modeler.script.stream()
annotation = stream.getPropertyValue("annotation")

annotation = annotation + "\n\nThis stream is called \"" + stream.getlLabel() + "\" and
contains the following nodes:\n"

for node in stream.iterator():
annotation = annotation + "\n" + node.getTypeName() + " node called \"" + node.getlLabel()
+ II\II n

stream.setPropertyValue("annotation", annotation)
7RG node EIEQNE T — DM ETRFTA T RVAIR, IHRZFIRGEARNTRES, ARVERES
e

This stream is called "druglearn" and contains the following nodes:

type node called "Define Types"

derive node called "Na_to_K"

variablefile node called "DRUG1n"

neuralnetwork node called "Drug"

c50 node called "Drug"
filter node called "Discard Fields"

TBER BRI LT T 2R,
xR42: REE
JE By JE e

execute_method Normal

Script




R 42: KB @)

JEtE B JE A8

date_format T —

"MMDDYY"
"YYMMDD"
"YYYYMMDD"
"YYYYDDD"

DAY

MONTH
"DD-MM-YY"
"DD-MM-YYYY"
"MM-DD-YY"
"MM-DD-YYYY"
"DD-MON-YY"
"DD-MON-YYYY"
"YYYY-MM-DD"
"DD.MM.YY"
“DD.MM.YYYY"
"MM.DD.YYYY"
"DD.MON.YY"
"DD.MON.YYYY"
"DD/MM/YY"
"DD/MM/YYYY"
“MM/DD/YY"
"MM/DD/YYYY"
"DD/MON/YY"
“DD/MON/YYYY"
MON YYYY

q Q YYYY

ww WK YYYY

date_baseline 14

paiil

date_2digit_baseline 159

pi

time_format e ——

"HHMM "
n MMSS n

"HH:MM:SS"
“HH:MM"

"MM:SS"

“(H)H: (M)M: (S)S"
“(H)H: (M)M"
“(M)M: (S)S"
"HH.MM.SS"
“HH.MM"

"MM.SS"
“(H)H.(M)M. (S)S"
“(H)H. (M)Mm"
“(M)M. (S)S"

time_rollover ¥

import_datetime_as_string [#ii&

decimal_places AR5

decimal_symbol Default
Period

Comma

angles_in_radians bR

use_max_set_size bR

max_set_size Joanl
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R 42: KB @)

JE Tk BmI JE PEH A
ruleset_evaluation Voting
FirstHit
refresh_source_nodes bR FFAESRUTH B SRR o
script string
annotation string
name string T B e, AR
TRIEARR, SEROZAE e SRR
DURTE
parameters {5 FH 1L 1 AT DA N7 AR H B
MBS
nodes HEAEERSI T A,
encoding SystemDefault
IIUTF_8II
stream_rewriting BOOLEAN
stream_rewriting_maximise | BOOLEAN
_sql
stream_rewriting_optimise_cl BOOLEAN
em
execution
. .. BOOLEAN
stream_rewriting_optimise_sy
ntax_
execution
enable_parallelism BOOLEAN
sql_generation BOOLEAN
database_caching BOOLEAN
sgl_logging BOOLEAN
sgql_generation_logging BOOLEAN
sql_log_native BOOLEAN
sql_log_prettyprint BOOLEAN
record_count_suppress_inp | BOOLEAN
ut
record count_feedback_ int | %%
erval
BOOLEAN WA true, IRLTHERFEE

use_stream_auto_create_node_
settings

THATIRE, SR EE
I,

Al




R 42: KB @)

JE Tk BmI JE PEH A
. BOOLEAN NSAET true, ARATERAIMGESS
create_model_applier_for_new OEEEREAI I B AN TR SR A
models BB REREIN, RHAS I — RIS
RN FH 250
AR E 1BM
SPSSModeler #tX V15, HAFZ
AAE AR B A A A 5
create_model_applier_upda| .. . . TE X B BN R A 717 s 6l
te_llnks createDisabled @H"J%ﬁi&%%@o
doNotCreate
create_source_node_from_b [ BOOLEAN WSRAEN true, ARLAETRAEZRA
uilders BRI O B A TS BhR
ASHEFRERERS, SR I— TR
5 Ao
create_source_node_update| . . TE X E BN s QI R A B
_links createDisabled A,
doNotCreate
has_coordinate_system BOOLEAN WISREE N true, HRANFAEARRIN
TR,
coordinate_system string IR AR R FT
deployment_area ModelRefresh PRS2 AR IR
Scoring B None, AR FHAEL
None B%H.
scoring_terminal_node_id |string EBERP IR X, ERLUE
TR TR 283571 o
scoring_node_id string BRI 9 S IR,
model_build_node_id string IR A YA R
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o+ 9 B P U TE

AP RRERMN

A IR s B B YA T AR, e ) 802 B AR A K A5

a1

varfilenode = modeler.script.stream().create("variablefile", "Var. File")
varfilenode.setPropertyValue("full_filename", "$CLEO_DEMOS/DRUGIn")
varfilenode.setKeyedPropertyValue("check", "Age", "None")
varfilenode.setKeyedPropertyValue("values", "Age", [1, 100])
varfilenode.setKeyedPropertyValue("type", "Age", "Range")
varfilenode.setKeyedPropertyValue("direction", "Age", "Input")

Tl 2
A s R IR ST & 48 Region ITEY, ST A& REIT 1T 6,

from modeler.api import StorageType
from modeler.api import MeasureType

# Create a Variable File node that reads the data set containing

# the "Region" field

varfilenode = modeler.script.stream().create("variablefile", "My Geo Data")
varfilenode.setPropertyValue("full_filename", "C:/mydata/mygeodata.csv")
varfilenode.setPropertyValue("treat_square_brackets_as_lists", True)

# Override the storage type to be a list...
varfilenode.setKeyedPropertyValue("custom_storage_type", "Region",
StorageType.LIST)

# ...and specify the type if values in the list and the list depth
varfilenode.setKeyedPropertyValue("custom_list_storage_type", "Region",
StorageType.INTEGER)
varfilenode.setKeyedPropertyValue("custom_list_depth", "Region", 2)

# Now change the measurement to indentify the field as a geospatial value...

varfilenode.setKeyedPropertyValue ("measure_type", "Region",
MeasureType.GEOSPATIAL)
# ...and finally specify the necessary information about the specific

# type of geospatial object
varfilenode.setKeyedPropertyValue("geo_type", "Region", "MultilLineString")

varfilenode.setKeyedPropertyValue("geo_coordinates", "Region", "2D")
varfilenode.setKeyedPropertyValue("has_coordinate_system", "Region", True)
varfilenode.setKeyedPropertyValue("coordinate_system", "Region",

"ETRS_1989 EPSG_Arctic_zone_5-47")



R A3 BETARNEEM

JE e B JE A
direction Input FE A R B E 1,
Target M
Both NODE.direction.FIELDNAME
None T BIEARHEFE A In Ml Out o FEFERAVRRAH
AT REETHE A LA Y X o
Partition
Split
Frequency
RecordID
type Range FEAA, RRRzE IR E N Default, HRLFHE
FRFTE values EIEEE, AIHNF value_mode
Flag N Specify, WBAEAFEFIZIEN Read, HIH
value_mode E.I& &N Pass 5% Read, IRAERFA
2 type KERIFZN,
Set
MiERg
Typeless
. NODE. type.FIELDNAME
Discrete

Ordered Set

Default

storage Unknown FEAEEE N e s
String HiERE

Integer NODE.storage.FIELDNAME
Real
Time
Date

Timestamp
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R A43BETEARNEEMY @)

JE AR BigIeny JE b
check None F BB A 8 1,
Nullify MiERg
Coerce NODE.check.FIELDNAME
Discard
Wazrn
Abort
values [value value] MNFiEsA i) FEmE, - Nem/ME, &

—MNERKE, NTFHY (BEE) FE, EiEER
BlH, MNhrEFEMNE, 55— MENRSEK false, 5—
MERSR true, B IZEER BB value_mode
JBYEBLIE N Specify, 1Fifdn e RIBYIRFRIE—
{EIER, flan, aNRE—MER Frr8, AT
A RFIE N String,

AR

NODE.values.FIELDNAME

value_mode Read WaE T — KEHEE AL E AN T BRAEM 5
Pass RS
Read+ NODE.value_mode.FIELDNAME
Current R, FRERIEMEEBARE N Specify ; BLiH T
EfH, FXE values &\,
Specify
default_value_mode |Read fee a5 R ETE T E,
Pass HiERE
NODE.default_value_mode
ZILBE A LUEEH A value_mode B, FAREF
B TE S,
extend_values Fr& 24 value_mode &i&E N Read RHRFMN H, &R T

TR EAR NI B E, %@ F
EF A EF AU,

FHERS A

NODE.extend_values.FIELDNAME
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R A43BETEARNEEMY @)

JETE By JE b
value_labels string HFIeEERE, EEE, DAt EE,
enable_missing Fr& LB N T, TIBTE X T B R AE I ER B

R

NODE.enable_missing.FIELDNAME

missing_values

[value value ...

FERE RN IR ISR A R (B
ARG

NODE.missing_values.FIELDNAME

range_missing

PR

R PERE N TH, $EERENTBOE XRKE (22
H) e,

R

NODE.range_missing.FIELDNAME

missing_lower

string

Y range_missing NEN, fEEBRIETEREIYT
R

ARG

NODE.missing_lower.FIELDNAME

missing_upper

string

Y range_missing WEN, f5EHRIETEER L
PR,

R

NODE.missing_upper.FIELDNAME

null_missing

PRi&

YEPEIRE N TH, FRHZ ERKFHERN
$null$ AUREXME) FoRBRARIE,

ARG

NODE.null_missing.FIELDNAME

whitespace_missing

PR

YiZEIEREN T, Xa&E22y (224, HIRFH
BATHY)  AIECRIR 5 BRI

R

NODE.whitespace_missing.FIELDNAME

description

string

MTHEE 7 Bebr sl i,
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R A43BETEARNEEMY @)

@A B JE A

default_include FrRa& MTHEE BT RALEE IR 7 B @ 1k
NODE.default_include
NI
set mynode:filternode.default_include
= false

include FRi& ATHEH RO R IR T BB R
NODE.include.FIELDNAME

new_name string

measure_type Range / AN REEMS type WAHLLZAAMET, ErTLH

MeasureType.RANGE

Discrete /
MeasureType.DISCR
ETE

Flag /
MeasureType.FLAG

Set /
MeasureType.SET

OrderedSet /
MeasureType.ORDER
ED_SET

Typeless /
MeasureType.TYPEL
ESS

Collection /
MeasureType.COLLE
CTION

Geospatial /
MeasureType.GEOSP
ATIAL

TEX G 7B RN E, XAlZAET, 15
Python [IAgm 5 A, SR RILAA] setter BEUL B H
H—> MeasureType {H, [Mi getter FEAZGR ]
MeasureType {H,
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K43 FTRREEMN )
JE 4R Bimeny JE PR
collection_measure |Range / NFEETFE RENO E’WU?\?) ISR 1 e

MeasureType.RANGE

Flag /
MeasureType.FLAG

Set /
MeasureType.SET

OrderedSet /
MeasureType.ORDER
ED_SET

Typeless /
MeasureType.TYPEL
ESS

5Kz {E?I‘H?éﬁfﬂ’ﬂu%

geo_type Point XTIz R B, R M T BT RN
PR ZE AT RISEARY, SN I G B IR TR S
MultiPoint —H
LineString
MultilineString
Polygon
MultiPolygon
has_coordinate_syst [BOOLEAN A F 2SR B, R MEE LB S BEA R
em P
coordinate_system string AFHIFRZE R B, B E M T BRI A bR

Fo
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R A43BETEARNEEMY @)

JEtE

B

JE A8

custom_storage_type

Unknown /
MeasureType.
WN

String /
MeasureType.
G

Integer /
MeasureType.
ER

Real /
MeasureType.

Time /
MeasureType.

Date /
MeasureType.

Timestamp /
MeasureType.
TAMP

List /
MeasureType.

UNKNO

STRIN

INTEG

REAL

TIME

DATE

TIMES

LIST

EAEE S custom_storage MARLLZ A TE
¥, B TE X FERNE R E, XAlZAE
T, 7E Python JIAGREH, EATLUA setter BNEUE
SBHA— StorageType 1H, i getter FHIAZIR
[7] StorageType fH,

custom_list_storage
_type

String /
MeasureType.
G

Integer /
MeasureType.
ER

Real /
MeasureType.

Time /
MeasureType.

Date /
MeasureType.

Timestamp /
MeasureType.
TAMP

STRIN

INTEG

REAL

TIME

DATE

TIMES

MNTPNRTE, R E KR ETEIEER,

custom_list_depth

B

MFINRTE, MR MR E T BRI,
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R A43BETEARNEEMY @)

&,

JETE By JE PEE
max_list_length B SGE F TIN5 oy B 22 R s 85 A I EdE., @

ARSI R DU & M TR F ORI E S R K

max_string_length

£e254 PCER TR, T HAEA AR SQL LARIAEZRMY

. EABIRHRATITERIE ; SR ERF
AL RN RIS RIS DL & % T ER

asimport [E1%

TIMTARSS 2 IRAESE T LUTE Hadoop 73 A S 5R 4t (HDFS) L5517,

Rl

node.setPropertyValue("use_default_as", False)
node.setPropertyValue("connection",
["false","9.119.141.141","9080", "analyticserver", "ibm", "admin", "admin",6 "false

"’""’""’""’""])
3R 44: asimport B
asimport 1@k BmI JE PEH A
data_source string BRI T,
use_default_as BOOLEAN AR E R True, BBANHE AR

%85 options.cfg X HHAECER
TRE TR 45 1R, ANERIZ
B False, 1M AT SNE
o

connection

["string", "string", "strin

gll,

"string","string",6 "string
","String",

"string" ,"string","stzrin

gu, "String" ,"String"]

ROE RS 2R &
BIFAEEFIREME, %K
N :["is_secure_connect",
"server_url",
"server_port",
"context_root",
"consumer", "user_name",
"password", "use-
kerberos-auth",
"kerberos-krb5-config-
file-path", "kerberos-
jaas-config-file-path",
"kerberos-krb5-service-
principal-name", "enable-
kerberos-debug"], Hr:
is_secure_connect: 2
EEH R 2%, HHHZ true
X SE false, use-kerberos-
auth: 5/~ 2744 Kerberos
INIE, HAEN true 5f false,
enable-kerberos-debug: f§
T Kerberos IAIERYIEIR
i, HAEN true 5 false,
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cognosimport TS E1E
@ The IBM Cognos J5 77 si M Cognos Analytics HiEE S A BHE,

Nl

node = stream.create("cognosimport", "My node")
node.setPropertyValue("cognos_connection", ["http://mycogsrv1:9300/p2pd/
servlet/dispatch",

True, "", "", ""1)

node.setPropertyValue("cognos_package_name", "/Public Folders/GOSALES")
node.setPropertyValue("cognos_items", ["[GreatOutdoors].[BRANCH].
[BRANCH_CODE]", "[GreatOutdoors]

. [BRANCH] . [COUNTRY_CODE]"1])

5 45: cognosimport T R B M
cognosimport VixigEt: | BEIERY JE PR
mode Data fEEZS A Cognos 8l (Hh4E) E2MR
He
Ho
Report
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5 45: cognosimport TS mB 1 (44E)

cognosimport 1ifi)E 1k

B!

JE A&

cognos_connection

["string",flag,"string",
"string" ,"string"]

K@M, HATE Cognos

IR ERIVEEAE R, K
3 : ["Cognos_server_URL",
login_mode, "namespace",
"username", "password"]

Hrp e

Cognos_server_URL 2T &R
Cognos k5545 1Y URL,

login_mode f8/~/& & i FH BB 44 5%,
FHHN true 5k false ; AISRIEEN
true, ARARCFFLATFREILEN "".

namespace 5EMH T EFIRS 2R L S
IR AR 7

username il password /&H &%
Cognos ARS5 2R P & RIS,

RSP LAE R DT 7 2R

login_mode :

- anonymousMode, 4l :
['Cognos_server_url',
‘anonymousMode ',
“namespace", "username",
"password"]

. credentialMode, 40 :
['Cognos_server_url',
'credentialMode’,
"namespace", "username",
"password"]

« storedCredentialMode, 4 :
['Cognos_server_url',
'storedCredentialMode’,
"stored_credential_name"]

Hr, stored_credential_name

SEAFAEZEH Cognos FEUERY AR,
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3 45: cognosimport T B (4k48)

cognosimport VrUEM: | BiEIeHd JE P b
cognos_package_name |[string IEEREIEN RS AHAHY Cognos HiiE

LSRRI FR, Hilan .
/Public Folders/GOSALES

I A ERATA

cognos_items ["field" "field", ... ,"field"] ZG AN — DN EEEXN RV,
field #8358 [namespace).
[query_subject].[query_item]

cognos_filters field FABIERTE N N — DB SRR
% F5o
cognos_data_paramet %5 BB RSEEIE, “&F/E"NETE
ers EHESWN, HAZINLLES 7R, M
NIRRT TGS N,
Bk
[["param1", "value"],...,["paramN",
"value"]]
cognos_report_direc |field FNH G AR 1 S RE EIRY Cognos
tory BEEE, 4N

/Public Folders/GOSALES

H: A IERAT A

cognos_report_name |[field FLF AR & W &AL B YRR A%
i
cognos_report_param [%l# WESHAIE, “BFE NS
eters W, HFEZINLEES DR, MR
BTSN,
L5
[["param1", "value"],...,["paramN",
"value"]]
databasenode E1%
P Y “BHEE" T o] T A ODBC UFEHRZEZERE) M2 RHEAMEEE S ALKE,
_ % IXEEHHE T E4E Microsoft SQL Server, Db2 #il Oracle %5,
ANl

import modeler.api
stream = modeler.script.stream()
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node = stream.create("database", "My node")
node.setPropertyValue("mode", "Table")
node.setPropertyValue("query", "SELECT * FROM drugln")

node.setPropertyValue("datasource", "Drugln_db")
node.setPropertyValue("username", "spss")
node.setPropertyValue("password", "spss")
node.setPropertyValue("tablename", ".Drugln")
3R 46: databasenode &%
databasenode 1@k BmIey JE PERR
mode Table BB ISR, 8B Table EREIEWE
FEZe, BifEBh SOL RIEEH Query &k
Query ERARPE,
datasource string BIRESAFS (BiESE THRNER) .
username string BIREERIEMER (BESH FHEWE
)
password string
credential string IBM SPSS WMERIEREARSS HHFIERY IR
WM. HEMERTH TR username
Ml password B, HFEUERIH 4 R01%
WA 5177 [P B 2 T R B F P S A5 R T
At
use_credential &IEHN True 8¢ False,
epassword string FEE — NINE R VE 9 A - R N2 2 R Y
LT,
BREZEE, HZHFEME 45 iy M4
RS ISR o EHATERES, It
JEME H 3,
tablename string Ei R R4
strip_spaces None EFFFFER PRSI 50 2R 1Y IR I
Left
Right
Both
use_quotes AsNeeded ARG CI LY g r LN praay 2t CAR = i
%%Hﬁﬂﬁ’ﬂ%ﬁﬁ (BIANAE €l & 2R BUhm s I T
Always T o
Never
query string FEE BHR B AN MY SOL Zwtid,

TE: 4R datasource BWIEPIEUREAM L Z2EE, IALSEA] LUEALI TR ENE, DU

Bf#i ] datasource, username 1 password FI&NEM: :
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5 47: databasenode B1% - FE T EIETR
databasenode 1@k Bamaem J& PR
datasource string =5

[database_name,username, passwor
d[,true | falsel]

B — NS 5 A A O £ e
HIFARFEIL N true, FERTEM AN
RS T AR

AR AR E AR, Rl A s =X Ao, AR AR O P 44 e RS, WA username B
password J& 1,

datacollectionimportnode B4

- BRI B S AT S ARTE T 0T 727 S (8 A Y R R B Aok & &R
Yo RAIIZEEE RN SR R 2y T o P T o

Nl

node = stream.create("datacollectionimport", "My node")
node.setPropertyValue("metadata_name", "mrQvDsc")
node.setPropertyValue("metadata_file", "C:/Program Files/IBM/SPSS/
DataCollection/DDL/Data/

Quanvert/Museum/museum.pkd")
node.setPropertyValue("casedata_name", "mrQvDsc")
node.setPropertyValue("casedata_source_type", "File")
node.setPropertyValue("casedata_file", "C:/Program Files/IBM/SPSS/
DataCollection/DDL/Data/

Quanvert/Museum/museum.pkd")
node.setPropertyValue("import_system_variables", "Common")
node.setPropertyValue("import_multi_response", "MultipleFlags")
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% 48: datacollectionimportnode @14%

datacollectionimportnode

etk

B

JE A8

metadata_name

string

MDSC B8, HiFkR{E DimensionsMDD

FOR P FIRAE BRI TTRARE SO,
ftb AT REAIE clE

mrADODsc

mrI2dDsc

mrLogDsc

mrQdiDrsDsc

mrQvDsc
mrSampleReportingMDSC
mrSavDsc

mrSCDsc

mrScriptMDSC

R5R{E none f8/RANTESE MDSC,

>

metadata_file

string

TEETTRARRI S AR,
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3 48: datacollectionimportnode B (44%)

datacollectionimportnode | Z%i3s%Y
A @tk

JE A8

casedata_name string

CDSC 4 FF,  ATREAI(E CLE

mrADODsc
mrI2dDsc
mrLogDsc
mrPunchDSC
mrQdiDrsDsc
mrQvDsc
mrRdbDsc2
mrSavDsc
mrScDSC
mrXmlDsc

R5k{E none 8/ RANEFE CDSC,

casedata_source_type Unknown
File
Folder
ubL

DSN

& HI CDSC HITRIERY,

casedata_file string

¥4 casedata_source_type N File i,
& oL & WINME BE 59 S

casedata_folder string

24 casedata_source_type 4 Foder

I, IFEE & WM ERR AT S PER,

casedata_udl_string string

24 casedata_source_type 7 UDL I,
T el B WA B Ry B g T4 & OLD-DB
BT,

casedata_dsn_string string

24 casedata_source_type }y DSN, N
NEHEIRTEE ODBC & T 4T,

casedata_project string

M BARENCER i 2 s ORI E KR N
AU A TR, T ArE HAAy XL
TERAER,  RORT IR B 2
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3 48: datacollectionimportnode B (44%)

datacollectionimportnode | Z%i3s%Y JE A
Atk
version_import_mode All TE SURA AR5 Ko

Latest

Specity
specific_version string 4 version_import_mode 4 Specify

IF,  E B AL E FARE IR AR

use_language string TE B NAE G E T 5 PR
language string W15 use_language MIMEA True, NIE X

FANZEANESE, BSRENN
ML R ) 5 — P A AR

use_context string ESCERMNSARFEN LTS, WEEATH
F X 735l W7 A 5% B9 R

context string W% use_context ENE, NEYXS
AN, PRI 2 WM E R iy 5 — 7]
FHIREL,

use_label_type string TE SRS NS AR E R,

label_type string W5 use_label _type WENE, MIEX

TG ARINRESERL, AR IR NV WLINE

R R A — ] AR,

user_id string X EOR BB SRR, AhEd R At
PP AR URI S B R 75 AL B T

password string

import_system_variables Common FEEES AMLERA L&,
None
All

import_codes_variables Fr&

import_sourcefile_variabl [FrE

es
import_multi_response MultipleFlags
Single
excelimportnode B1%
Excel 5 A7 sim] M\ Microsoft Excel A xlsx XF## VS AR HE, FEKIEE ODBC %
EXCELT R,
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N/l

#To use a named range:

node

node.
node.
node.
node.
node.

= stream.create("excelimport", "My node")
setPropertyValue("excel_file_type", "Excel2007")
setPropertyValue("full_filename", "C:/drug.xlsx")
setPropertyValue("use_named_range", True)
setPropertyValue("named_range", "DRUG")
setPropertyValue("read_field_names", True)

#To use an explicit range:

node

node.
node.
node.
node.
node.
node.

= stream.create("excelimpoxrt", "My node")
setPropertyValue("excel_file_type", "Excel2007")
setPropertyValue("full_filename", "C:/drug.xlsx")

setPropertyValue ("worksheet_mode", "Name")
setPropertyValue ("worksheet_name", "Drug")
setPropertyValue("explicit_range_start", "A1")

setPropertyValue("explicit_range_end", "F300")

5 49: excelimportnode &%

excelimportnode NEM: Bimreny J& Pt b
excel_file_type Excel2007
full _filename string TR (AR o
use_named_range BOOLEAN EnAEEERE, WMRAE, WA
named_range JB MR8 E BHGER], ({HZ
s H e TAERMEGEEREILE,
named_range string
worksheet_mode Index fEE R EL R [ FRE TR,
Name
worksheet_index B TR TAERNE S|, FFEEIEE— T AE
EIRTI N0, AN TIERNET N1,
HIEIEHE,
worksheet_name string FRITAER AT,
data_range_mode FirstNonBlank fEE I E ORI =
ExplicitRange
blank_rows StopReading 2 data_range_mode 2y FirstNonBlank
W, fEE2 T A
ReturnBlankRows
explicit_range_start string ¥ data_range_mode 4 ExplicitRange
I, e B B R o
explicit_range_end string
read_field_names BOOLEAN FEE B & N ETE RIS — 17 FEF B
() %#5.
scanLineCount B TEE BEHMMFIRITEER R T, E
B2 200,
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extensionimportnode B1%

E'@_ BRSPS A S, EATLUBAT R 8 Python for
= Spark IASK S A EHE,
Python for Spark =

JHHHHE Script example for Python for Spark

import modeler.api

stream = modeler.script.stream()

node = stream.create("extension_importer", "extension_importer")
node.setPropertyValue("syntax_type", "Python")

python_script = """

import spss.pyspark

from pyspark.sqgl.types import =*

cxt = spss.pyspark.runtime.getContext()

_schema = StructType([StructField('id', LongType(), nullable=False), \
StructField('age', LongType(), nullable=True), \

StructField('Sex', StringType(), nullable=True), \

StructField('BP', StringType(), nullable=True), \
StructField('Cholesterol', StringType(), nullable=True), \
StructField('K', DoubleType(), nullable=True), \

StructField('Na', DoubleType(), nullable=True), \

StructField('Drug', StringType(), nullable=Tzrue)])

if cxt.isComputeDataModelOnly():
cxt.setSparkOutputSchema(_schema)
else:
df = cxt.getSparkInputData()
if df is None:
druglist=[(1,23,'F', 'HIGH', 'HIGH',0.792535,0.031258, 'drugY'), \
(2,47,'M','LOW', "HIGH',60.739309,0.056468, 'drugC'),\
(3,47,'M',"LOW', 'HIGH',0.697269,0.068944, 'drugC'),\
(4,28,'F', 'NORMAL', 'HIGH',0.563682,0.072289, 'drugX'),\
(5,61,'F','LOW', "HIGH',0.559294,0.030998, 'drugY"'),\
(6,22,'F', 'NORMAL', '"HIGH',0.676901,0.078647, 'drugX'),\
(7,49,'F', 'NORMAL', 'HIGH',60.789637,0.048518, 'drugY'),\
(8,41,'M','LOW', 'HIGH',0.766635,0.069461, 'drugC'),\
(9,60, 'M', "NORMAL', 'HIGH',0.777205,0.05123, 'drugY"'),\
(10,43,'M',"LOW', "NORMAL',0.526102,0.027164, 'drugY')]
sglcxt = cxt.getSparkSQLContext()
rdd = cxt.getSparkContext().parallelize(druglList)
print 'pyspark read data count = '+str(zdd.count())
df = sglcxt.createDataFrame(rdd, _schema)

cxt.setSparkOutputData(df)

node.setPropertyValue ("python_syntax", python_script)

R 3l

JHHHE Script example for R
node.setPropertyValue ("syntax_type", "R")

R_script = """# 'JSON Import' Node v1.0 for IBM SPSS Modeler
# 'RISONIO' package created by Duncan Temple Lang - http://cran.r-project.org/web/packages/
RJISONIO

# 'plyr' package created by Hadley Wickham http://cran.r-project.org/web/packages/plyr
# Node developer: Danil Savine - IBM Extreme Blue 2014
# Description: This node allows you to import into SPSS a table data from a JSON.
# Install function for packages
packages <- function(x)i{

X <- as.character(match.call()[[2]])

if (!require(x,character.only=TRUE)){

install.packages (pkgs=x,repos="http://cran.r-project.org")

86 IBM SPSS Modeler 19.0 Python Scripting and Automation Guide



require(x,character.only=TRUE)

k
# packages
packages (RISONIO)
packages (plyr)
JHHE This function is used to generate automatically the dataModel
getMetaData <- function (data) {
if (dim(data)[1]<=0) {

print("Warning : modelerData has no line, all fieldStorage fields set to strings")
getStorage <- function(x){ireturn("string")?

t else {

getStorage <- function(x) {1
res <- NULL
#if x is a factor, typeof will return an integer so we treat the case on the side
if(is.factor(x)) {
res <- "string"

t else §
res <- switch(typeof(unlist(x)),

integer = "integer",
double = "real",
character = "string",
"string")

return (res)

3
¥

col = vector("list", dim(data)[2])
for (i in 1:dim(data)[2]) %
col[[i]] <- c(fieldName=names(datal[i]),

fieldlLabel="",
fieldStorage=getStorage (data[i]),
fieldMeasure="",
fieldFormat="",
fieldRole="")

3
mdm<-do.call(cbind,col)
mdm<-data.frame (mdm)
retuxrn(mdm)
3t
# From JSON to a list
txt <- readlLines('C:/test.json')
formatedtxt <- paste(txt, collapse = '')
json.list <- fromJSON(formatedtxt)
# Apply path to json.list
if(strsplit(x="'true', split='
' ,fixed=TRUE) [[1]]1[1]) %
path.list <- unlist(strsplit(x='id_array',6 split=','))

i=1
while (i<length(path.list)+1)4{
if(is.null(getElement(json.list, path.list[i])))1{
json.list <- json.list[[1]]

telsef
json.list <- getElement(json.list, path.list[i])
i<- i+l
¥
3
# From list to dataframe via unlisted json
i<-1

filled <- data.frame()
while(i < length(json.list)+ 1){
unlisted.json <- unlist(json.list[[i]])
to.fill <- data.frame(t(as.data.frame(unlisted.json, row.names = names(unlisted.json))),
stringsAsFactors=FALSE)
filled <- rbind.fill(filled,to.fill)
i<- 1+
%
# Export to SPSS Modeler Data
modelerData <- filled
print(modelerData)
modelerDataModel <- getMetaData(modelerData)
print(modelerDataModel)

node.setPropertyValue("r_syntax", R_script)
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5 50: extensionimportnode B4

extensionimportnode 4@ BmI JE PERE
syntax_type R FeE BTN IA - R &2
Python (RZREE) -
Python
r_syntax string BLEITHY R AR 56T,
python_syntax string FE1THY Python [IAYR 51E
fixedfilenode &%
F [#6] 7 A A MENE FB AR (RIS B E S, T2 MAHEIRYALE 4R B
_ KEREE) S ABIE, oA BEE sos FRE @ 5 DUEE 7 B8 A
NGl
node = stream.create("fixedfile", "My node")
node.setPropertyValue("full_filename", "$CLEO_DEMOS/DRUG1n")
node.setPropertyValue("record_len", 32)
node.setPropertyValue("skip_header", 1)
node.setPropertyValue("fields", [["Age", 1, 3], ["Sex", 5, 7], ["BP", 9,
10], ["Cholesterol",
12, 22], ["Na", 24, 25], ["K", 27, 27], ["Dxug", 29, 32]1])
node.setPropertyValue("decimal_symbol", "Period")
node.setPropertyValue("lines_to_scan", 30)

5 51: fixedfilenode B4

fixedfilenode 1MEE: B Ja PEAE
record_len DAl e BRI SK IR
line_oriented Fr& Bl FESRI0 SR BRI T
decimal_symbol Default R T EAE IR R 3 77 R 28,
Comma
Period
skip_header B FEE FARICFI L ERIIT, HTZ
WEHBRER
auto_recognize_datetime PRi& FETETRBHRE 2 45 B BRI H B A,
lines_to_scan DAl
fields HllZ iR IE 1,
full_filename string FRRCUER e (AFEET .
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5% 51: fixedfilenode B1% (444:)

fixedfilenode @M

B

JE A8

strip_spaces

None
Left
Right

Both

TEF AR ZF7 715 B A A R BB Y 2248

invalid_char_mode

Discard

Replace

MEHEE AR AT (22H, 0 By
RIS AT A AT, BORTEERT By
(BERREN =T oy EZEN

invalid_char_replacement

string

use_custom_values

PR

custom_storage

Unknown
String
Integer
Real
Time
Date

Timestamp
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5% 51: fixedfilenode B1% (444:)

fixedfilenode MM B JBERGAR

custom_date_format "DDMMYY" B MENTETEE B E X FEsfE S
"MMDDYY"
"YYMMDD"
"YYYYMMDD"
"YYYYDDD"

DAY

MONTH
"DD-MM-YY"
"DD-MM-YYYY"
"MM-DD-YY"
"MM-DD-YYYY"
"DD-MON-YY"
"DD-MON-YYYY"
"YYYY-MM-DD"
"DD.MM.YY"
"DD.MM.YYYY"
"MM.DD.YY"
“MM.DD.YYYY"
“"DD.MON.YY"

“DD.MON.YYYY"
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5% 51: fixedfilenode B1% (444:)

fixedfilenode @M

B

JE A8

"DD/MM/YY"

“DD/MM/YYYY"

"MM/DD/YY"

"MM/DD/YYYY"

“DD/MON/YY"

"DD/MON/YYYY"

MON YYYY

q 0 YYYY

ww WK YYYY

custom_time_format

"HHMMSS "

"HHMM"

"MMSS"

"HH:MM:SS*"

"HH:MM"

"MM:SS"

"(H)H: (M)M: (S)S"

"(H)H: (M)M"

"(M)M: (S)S"

"HH.MM.SS*"

"HH.MM"

"MM.SS"

"(H)H.(M)M. (S)S"

"(H)H. (M)M"

"(M)M. (S)S"

RPEAEREE B € X7k a5E Mo
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5% 51: fixedfilenode B1% (444:)

fixedfilenode 4@k BwIemy JE PEHR
custom_decimal_symbol field HEEREE T EHFERE T ¥ &,
encoding StreamDefault FERE SURIRIS /5 1%

SystemDefault

"UTF-8"

gsdata_import =@

-.0.1
b

AECRT DU FH TR 22 ) 0 o st P B ZE (R RS 5 | AR R E I =I5 R,

% 52: gsdata_import T 2B

gsdata_import 1ifijgE 1k BimIery J& Pt b
full_filename string TEHAEINERT shp SXHRSCEERER,
map_service_URL string T A EEREEIHIE AR SS URL,
map_name string Y T map_service_ URL i, EHESF
B3, IF B el E R R SS B TR S 254
jsonimportnode E1¥
JSON JET7 S M ISON 15 ABUE,
[4SON]

3R 53: jsonimportnode B4

jsonimportnode 4 &1k By JE TEAd
full_filename string SRS (USRS .
string_format records fEE JSON FrFEtg, BREEN
records,
18
auto_label £ V18.2.1.1 HHiE,
sasimportnode B1%

SAS 5 A s R]RF SAS BiE S A E| IBM SPSSModeler H,
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N/l

node = stream.create("sasimport", "My

node.setPropertyValue("format",
node.setPropertyValue("full _filename",

node.setPropertyValue ("membexr_name",
node.setPropertyValue("read_formats", False)

node")

"Windows")

"Test")

"C:/data/retail.sas7bdat")

node.setPropertyValue("full_format_filename", "Test")
node.setPropertyValue("import_names", True)
3R 54: sasimportnode B4
sasimportnode 4@k BwIe JE PERR
format Windows LG ASUFRIRE
UNIX
Transport
SAS7
SAS8
SAS9
full_filename string AR e S (TSR
member_name string FEEENFFE SAS & T AR
Ao
read_formats PR MIEE R A S RIS X (BlaE &
PR o
full_format_filename string
import_names NamesAndLabels FEETE T AT ILER 25 S A4 R AR HY 77 1
LabelsasNames

simgennode B1%

R T R T — A R IR A R B 5 K - B R PR ERISELE oA KT 4G
] RIS, B RN A P S BE s T RS AR Y 0 A B Eh A R,
REAREA AR A AT AE A E PEROTR O T PR OB A5 R, 5K A o

5 55: simgennode B1%

simgennode 4@k BRI J& PEfD

fields gty et IEE BN

correlations giktiE ESERA

keep_min_max_setting BOOLEAN

refit_correlations BOOLEAN

max_cases TR B/IME N 1000, wAMEAN
2,147,483,647
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3R 55: simgennode [B 1% (442)

simgennode 4" Jg@ 1k BRI J& PEfD

create_iteration_field BOOLEAN

iteration_field_name string

replicate_results BOOLEAN

random_seed R

parameter_xml string Pl BT UR E S8 XML
fields

LRSS, AT

simgennode.setPropertyValue("fields", [
[fieldl, storage, locked, [distributionl], min, max],
[field2, storage, locked, [distribution2], min, max],
[field3, storage, locked, [distribution3], min, max]

D
distribution BofAMIIAE, WAFERESEEAM/EXNIISIE, STHRELENT T REX

[distributionname, [[parl], [par2], [par3]]]
simgennode = modeler.script.stream().createAt("simgen", u"Sim Gen", 726, 322)
simgennode.setPropertyValue("fields", [["Age", "integer", False, ["Uniform",[["min",6"1"],

["max","2"11], "*, "*]])
fan, ZEAIHEMTAEREA IO I AT BT, SR DU A

simgen_nodel = modeler.script.stream().createAt("simgen", u"Sim Gen", 200, 200)
simgen_nodel.setPropertyValue("fields", [["Education", "Real", False, ["Binomial", [["n", 32],
[Ilprobll' 0.7]]]' IIII' IIII]])

ZIE AR AN n Ml prob, BT IR A SR IMEATIR RME,  IHSEP DS RO 22
TR,

e B REEAEINE distribution ; FILUNES fields B —EEH.

LUF BB R rIRERT 0 A 288, 1EF R, BUETE NegativeBinomialFailures #l
NegativeBinomialTrial H¥J%i AN thresh,

stream = modeler.script.stream()

simgennode = stream.createAt("simgen", u"Sim Gen", 200, 200)

beta_dist = ["Fieldl", "Real", False, ["Beta",[["shapel","1"],["shape2","2"]11], "", ""]

binomial_dist = ["Field2", "Real", False, ["Binomial",[["n" R ["prob","1"1]1], W)

categorical_dist = ["Field3", "String", False, ["Categorical", [[”A” 0.3], [”B”,G &1, [”C” 0.2111, ", ""]

dice dist = ["Fieldd", "Real®, False, ["Dice". [["1" ."8.5"],["2","@. 57179, "l

exponential_dist = ["Field5", "Real", False, [”Exponentlal”, [[”scale”,”l”]]] ””, "

fixed_dist = ["Field6", "Real", False, ["Fixed", [["value","1" 1171, "", ""]

gamma_dist = ["Field7", "Real", False, [”Gamma [ scale”,”l”] [”shap ',” 1"111, ", ""]

lognormal_dist = ["Field8", "Real", False, [" Lognormal“ [Lva™, 2], (b, " J17, “v, e

negbinomialfailures_dist = ["Field9", ”Real” False, [”NegatlveBlnomlalFallures” [[”prob” "0.5"], ["thresh","2"11]1, "", ""]
negbinomialtrial_dist = ["Field10", "Real", False, [" NegativeBinomialTrials", [["prob","0.2"], ["thresh®,"1"117, "", "]
normal_dist = ["Field11", "Real", False, [”Normal” [["mean","1"] ,["stddev","2"1]1], "", ""]

poisson_dist = ["Field12", "Real", False, ["Poisson", [["mean", “1“]]] e,

range_dist = ["Field13", "Real", False, ["Range", [["BEGIN" "[1,31"] ,["END" "[2,4]"]1,["PROB","[[0.5],[0. 5]]"]]] e,
triangular_dist = ["Field14", "Real", False, [”Trlangular [["min","0"], ["max","1"], ["mode","1"]1], **, ™

uniform_dist = ["FieldlS", "Real", False ["Unlform [[umlnu ||l||]’[ max", ||2||]]]’ n ||||]

weibull dist = ["Field16", "Real". False. ["Weibull". [["a","0"],T"b","1 "1, [*c" "1"177, ", "]

simgennode.setPropertyValue("fields", [\
beta_dist, \

binomial_dist, \
categorical _dist, \
dice_dist, \
exponential_dist, \
fixed_dist, \

gamma_dist, \
lognormal_dist, \
negbinomialfailures_dist, \
negbinomialtrial_dist, \
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normal_dist, \
poisson_dist, \
range_dist, \
triangular_dist, \
uniform_dist, \
weibull_dist

D

BxTH
SORAMLES R, HIBERDT

simgennode.setPropertyValue("correlations", [

[fieldl, field2, correlation]

[fieldl, field3, correlation]

[field2, field3, correlation]
D

MRPERTLUZ T +1 5 -1 Z TR T

’

’

RERTLURIE TR EEE A K1, IR TEE UM X BRI E

N 0o MIRIAEAEMARMTEL, AR KRR (30%) RIREMAXME, HULOARERIZHE,
AFRAFERAIT B, IBATERT T R

statisticsimportnode B1%

S~ IBM SPSS Statistics X4 M IBM SPSS Statistics {#FHHY .sav SLEEAR R ARTELE
' IBM SPSSModeler FRNEE 170 (Hb MRS SREEdE,

ARETEBMHENER, ESHE 377 TR Tstatisticsimportnode JE 1 o

tmlodataimport H = EHE

IBM Cognos TM1 JET7 si )\ Cognos TM1 £ E 5 A KE

% 56: tmlodataimport TR @M

tmlodataimport 1ixij@E B Ja P
credential_type inputCredential 8% | e UESEEL,

storedCredential

input_credential

LIES

Y credential_type 4 inputCredential
I feEiE. PR,

stored_credential_name

string

ff credential_type hy
storedCredential i, 57 C&DS AR%5#s L
ARy

selected_view

["field" "field"]

HIREM, HAPTUERNE TML S4ERIEENTE
HE B LU N RHEEE S AE SPSS Y2455
TR R4 FR,
TM1_import.setPropertyValue("selec
ted_view", ['plan_BudgetPlan',
'Goal Input'])#il4n :

is_private_view

&

67 selected_view BEEAEMNE, #rE
{80 false,
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% 56: tmlodataimport T2 /@ M (4¥4L)

tmlodataimport 1)@k BimIen JE P b
selected_columns ["field" ] feEPmEY ; HegteE— M,
Bian

setPropertyValue("selected_columns
", ["Measures"])

selected_rows ['field" 'field"] | iRsEAIETT,
B
setPropertyValue("selected_rows",
["Dimension_1_1", "Dimension_2_1",
"Dimension_3_1", "Periods"])

connection_type AdminServer e, BRA{EN AdminServer,

TM1Server

admin_host string REST API HYFALAHY URL, AR
connection_type & AdminServer, Wit
B R TEY,

server_name string M admin_host HiEEEH TML RS %4
% F5, IR connection_type 2
AdminServer, NIit/EMH2LFEN,

server_url string TM1 AR%5%5 REST API #Y URL, 45

connection_type /& TM1Server, MitjEM:
TERTEI,

tmilimport T REE (FHEFE)

IBM Cognos TM1 JE 13 s M Cognos TM1 $diE/E S A E,

1 %71 BT Modeler 18.0 HAHERE(EH, BT MR 2 tmlodataimport,

xR 57: tmlimport T REM

tmlimport 1isniEtk s JE PR
pm_host string HE: (UEH T v16.0 #1V17.0,
FH 4.

TM1_import.setPropertyValue("pm_ho
st", 'http://9.191.86.82:9510/
pmhub/pm") 40

tml_connection

["field","field", ... ,"fi

eld"]

¥: {GEM T V16.0 #1V17.0,

HIREME, Hbasd TML

AR5 ARHVERFME R, %K

. [ "TM1_Server_ Name","tml_
username","tml_ password"]

TM1_import.setPropertyValue("tml_c
onnection", ['Planning Sample',
1] adminu , ||app1e||] ){pljﬁu .
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£ 57: tmlimport T 2B (#H4)

tmlimpoxt Vi g1k

B

IEER R

selected_view

["field" "field"]

HIREME, HAPTUEHNE TML Z24E80EERF
M3 BN B M HRHEE 5 A SPSS Y2 4EEL
i Ry
TM1_import.setPropertyValue("selec
ted_view", ['plan_BudgetPlan',
"Goal Input'])f4n :

selected_column

["field" ]

TEEAEY ; HREEE— I,

setPropertyValue("selected_columns
", ["Measures"])Hl4n :

selected_rows

["field" "field"]

TRETIELT,

setPropertyValue("selected_rows",
["Dimension_1_1", "Dimension_2_1",
"Dimension_3_1", "Periods"])#il4l :

twcimport BB

TWC J55 55 M The Weather Company, an IBM Business § A K5 8dE, AT LU#
‘ ERIREE— O & DT B RS, XA DAF Bl E RARIRSN BN S iR i %8, X
A5 FH R 1) e o fe SR SRS Al HH TR R R DR

% 58: tweimport TR BN

twcimport Yirxim Pk Bme J@ VA
TWCDataImport.latit |REAL LI#R [-90.0790.0] 5 ELEE
ude

TWCDataImport.longi |REAL

DIt [-180.07180.0] 5 ELE(H,

tude
TWCDataImport.licen |string ¥ M The Weather Company FREUY I
seKey AJIEEEEA,
TWCDataImport.measu |English fEEEE AN, AIRERVMEN English,
rmentUnit Metric 8{ Hybrid, Metric Zft%
Metric {H
Hybrid
TWCDataImport.dataT |Historical feE B M AR RS EGEEA, rIRERYE
ype 5 Historical 8{ Forecast,
Forecast Historical 2ft&{E,

TWCDataImport.start |#&%k
Date

AN TWCDataImport.dataType &
5E Historical, NI yyyyMMdd
feE e H i,

TWCDataImport.endDa |%&%k
te

15N TWCDataImport.dataType &
& Historical, MILUE= yyyyMMdd
FEESE R H I,
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3R 58: twcimport T =B (452

twcimport 15 gk BRI JE PERER

TWCDataImport.forec |6 415N TWCDataImport.dataType 15

astHour JE T Forecast, NHEE 6. 12, 24 5
12 48 1E N/ NHE,
24
48

userinputnode B4

F P AT AR Bt T — R T OISR S BAERI R 5 3K - RTLAMNSKTIT AR 01t aT L
N E I BRI TARE, YRR A, B, e AIE IR
i, BIATE A T

Nl

node = stream.create("userinput", "My node")
node.setPropertyValue("names", ["testl", "test2"])
node.setKeyedPropertyValue("data", "testl", "2, 4, 8")
node.setKeyedPropertyValue ("custom_storage", "testl", "Integer")
node.setPropertyValue("data_mode", "Ordered")

5 59: userinputnode &%
userinputnode 7@k Bsgem JE PERR
data
names BB EOR [E1 U4 R T B PRI SR £
AU BTN
custom_storage Unknown A T E BOR E A B A,
String
Integer
Real
Time
Date
Timestamp

98 IBM SPSS Modeler 19.0 Python Scripting and Automation Guide



5 59: userinputnode B4 (4¥4R)

userinputnode Mgk B JE P H b
data_mode Combined WEFEE T Combined, ARAE(MEN

INEKRABN NGB E B — MR,
ordered A RHVIE SR B T D F B E B E 3
. HRIEE T Ordered, ABAREMED
IERE—F IR —ME, DUEAER—1T
BiE, AERINEREBET — N5 FEBHE %
iR AREIE, FFNFTAEERER DT
IRINZEE,

values TE: HEMEH userinputnode. data HY

R, NRYESHE,

variablefilenode EB1%
—=— B HAS 2 S B A8 S BRI rR EdE, B, Hidsgol & e EEn
_ FE, HUSNERE TR, 7 O T BEAREE K EFREUCANHIRE R E 2
AU R S IR A H
il
node = stream.create("variablefile", "My node")
node.setPropertyValue("full_filename", "$CLEO_DEMOS/DRUG1n")
node.setPropertyValue("read_field_names", True)
node.setPropertyValue("delimit_other", True)
node.setPropertyValue("other", ",")
node.setPropertyValue("quotes_1", "Discard")
node.setPropertyValue("decimal_symbol", "Comma")
node.setPropertyValue("invalid_char_mode", "Replace")
node.setPropertyValue("invalid_char_replacement", "|"
node.setKeyedPropertyValue ("use_custom_values", "Age", True)
node.setKeyedPropertyValue("direction", "Age", "Input")
node.setKeyedPropertyValue("type", "Age", "Range")
node.setKeyedPropertyValue("values", "Age", [1, 100])
3R 60: variablefilenode B4
variablefilenode 1NEM: By Ja PEfb
skip_header &R FaIE SR ISR SR 2 A8
num_fields_auto bR HEHE BRI R TF B, DR
DIHATRI 1k
num_fields DA%l FafeE BRI TP FEBE,
delimit_space FRi& FeE SR T RIE T B A Y AT
delimit_tab Fr&
delimit_new_line Fr&
delimit_non_printing bri&
delimit_comma PR 1025 BER T B 0 bR T SUZ A/ N Y
FRATHIEL T, 1R delimit_other i%
BN true, FHEM other BWIEEEE S 1E
NIRRT
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3R 60: variablefilenode B (44%)

variablefilenode 4" J@ 4 By JaPEAd
delimit_other Fr& TCFIEEA other B+ E EHl 77 FRfT.
other string f£ delimit_othex N true i, feE@HfE
FHRYESAF,
decimal_symbol Default fe & T BARIEA Ay 25 0 BR T
Comma
Period
multi_blank Fri& T2 AR ZEAE E AT — N B —E Bt
FFALEE,
read_field names Fr& R S SR — TR N IRIARSS
strip_spaces None S AN ZFF7FF B P aim Al ARy 22
o
Left
Right
Both
invalid_char_mode Discard MBS APBRERA TR (ZHEH, 080Y
HIYRIS TR AR , SR ER 3
Replace SRS E= I RV E Y R
invalid_char_zreplacement string
break_case_by_newline Fr& FEEATE ST A TIF o
lines_to_scan % 5 feE BABERI AR TR,
auto_recognize_datetime bri& e e IR H BT B SRR H BAs
[E18
quotes_1 Discard fES NGRS SR,
PairAndDiscard
IncludeAsText
quotes_2 Discard fEESAEANG =R
PairAndDiscard
IncludeAsText
full _filename string FREAY 2R (TEE ) S
use_custom_values ) TV
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3R 60: variablefilenode B (44%)

variablefilenode /)& 1k

B

JE A8

custom_storage

Unknown
String
Integer
Real
Time
Date

Timestamp




3R 60: variablefilenode B (44%)

variablefilenode /)& 1k

B

JE A8

custom_date_format

"DDMMYY"

"MMDDYY"

"YYMMDD"

"YYYYMMDD"

“YYYYDDD"

DAY

MONTH

"DD-MM-YY"

"DD-MM-YYYY"

"MM-DD-YY"

"MM-DD-YYYY"

"DD-MON-YY"

"DD-MON-YYYY"

"YYYY-MM-DD"

"DD.MM.YY"

"DD.MM.YYYY"

"MM.DD.YY"

"MM.DD.YYYY"

“DD.MON.YY"

“DD.MON.YYYY"

HETEEE 1T aR IR0l - i
Ho
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3R 60: variablefilenode B (44%)

variablefilenode /)& 1k

B

JE A8

“DD/MM/YY"

“DD/MM/YYYY"

"MM/DD/YY"

“MM/DD/YYYY"

“DD/MON/YY"

"DD/MON/YYYY"

MON YYYY

q Q YYYYy

ww WK YYYY

custom_time_format

"HHMMSS"

"HHMM"

"MMSS*

"HH:MM:SS"

"HH:MM"

"MM:SS*

"(H)H: (M)M: (S)S"

"(H)H: (M)M"

"“(M)M:(S)S"

"HH.MM.SS"

"HH.MM"

"MM.SS"

"(H)H.(M)M. (S)S"

“(H)H.(M)M"

“(M)M.(S)S"

HETERE TR IIE 0L T i
Mo




3R 60: variablefilenode B (44%)

variablefilenode 7ME Tk BRI Ja PEfid
custom_decimal_symbol field HETERRE T ERIFEG2RIIE 0 T s
Mo

encoding StreamDefault FEE STRYRAS /5 10
SystemDefault
"UTF-8"

xmlimportnode ¥
i “XML 5”5 mURF XML AS S BEE S A, ATDLR AR S, he] IS AR H %
[<XML>| IR S, SRR DOEBE M E RS R, DUE A SZER XML Z544,
il

node = stream.create("xmlimport",
node.setPropertyValue("full _filename",
node.setPropertyValue("records",

"My node")
"c:/import/ebooks.xml")
"/author/name")

& 61: xmlimportnode &%

xmlimportnode 4NEE Bmem J& PR

read single RN RER S (R, BH SRR
H XML XX,

directory

Trecurse Fr& feE R &G A IMEREE H RN A T H &
1 XML S

full_filename string () FG AR XML SR 528 IR 2R
X% (W3R read = single) o

directory_name string (W) BEMNHFA XML XY E %
HITERE PR FR (A12R read =
directory) .

full schema_filename string FEMNAHIZEY XML £5#919 XSD 8% DTD X4
M SEEEBE RS- $h e ANSRIEANE T 1S
B, R XML ISR H ARG

records string XPath #&K50 (fl41, /author/name) ,
FLESOE D5, BRAETR S8 E
HoTREF, BRRNCIEHTRIIE %,

mode read HTAEREE (A |, BidEE EIE I
H,

specify
fields ESANIH CoEfEMN) 5k, IR

FREYEEIICN XPath 5K,
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o5 10 55l R U TE

appendnode B1¥

BN/l

node
node

BN RATIERZHICR, 55, WD T REHSSUE N A AR EEESREH
b g BE—i,

= stream.create("append”, "My node")

.setPropertyValue("match_by", "Name")
node.
node.
node.
node.

setPropertyValue("match_case", True)
setPropertyValue("include_fields_from", "All")
setPropertyValue("create_tag_field", True)
setPropertyValue("tag_field_name", "Append_Flag")

5+ 62: appendnode B

appendnode 1@ Tk B dery J& PiAb
match_by Position A DUARYE T BAE T BRI A AL B B AL
PR A BRI AL PR s £-
Name
match_case Fr& VEBL 7B SR B X 0 R/NE.,
include_fields_£from Main
All
create_tag field Fr&
tag_field_name string

aggregatenode E1¥

Nl

node

LT RV — R A A TSR 2 AT S A H D R

>

= stream.create("aggregate", "My node")

# dbnode is a configured database import node
stream.link(dbnode, node)

node.
node.
node.

node

node.
node.
node.

setPropertyValue("contiguous", True)
setPropertyValue("keys", ["Drug"])

setKeyedPropertyValue("aggregates", "Age", ["Sum", "Mean"])
.setPropertyValue("inc_record_count", True)
setPropertyValue("count_field", "index")

setPropertyValue ("extension", "Aggregated_")

setPropertyValue("add_as", "Prefix")




% 63: aggregatenode B14%

node = stream.create("balance",
node.setPropertyValue("training_data_only", True)
node.setPropertyValue("directives", [[1.3, "Age > 60"], [1.5, "Na > 0.5"]])

"My node")

aggregatenode 1@t BwI JE PEH A
keys SIS HIH AT REIC S 7B, Blan, 45 Sex
1 Region BHTE, HLAEFXENFS
M A F R INE—EHE (UDNHE—HE)
#HRFEA —SRILEIL %R,
contiguous FRa& AN SRAE R E S A B A A BEE R P 0 5%
B N—H, ALRILUEEE TR (flan,
SN KB LR AHITHET) o R
A B TR RE,
aggregates —RhE BN, B AR TR
BT B R e I S sE
aggregate_exprs HPEENE, WMAIRETFERAMLU A TIHHE
2NNV s 7= W | ]1 (T
aggregatenode.setKeyedPropertyValue
("aggregate_exprs", "Na_MAX",
"MAX('Na')")
extension string NEEILETEAERSEER (R
™ .
add_as Suffix
Prefix
inc_record_count Fr& BE— NN TFEE, R TFBAEE N5
ICEIESRILE T2 5Mm AL,
count_field string FEE IR T BRI AR,
allow_approximation BOOLEAN £ RSS2 HRRUA TS Fe A 7 B
FFatits,
bin_count B feEEEAE R ST B 0 98K
balancenode B4
“ T R T IR R PR, DRSBTS E SR, I s SRR
> FE BRI TE S BT I P o B BBl
AN

& 64: balancenode B4

balancenode 1@ By JE PR
directives HRHEHE & BT T B E LB R g LB 1

(B T EARED .
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R 64: balancenode B4 (4k4)

balancenode M@ BwI JE PEH A
training_data_only Fra& FEEPCEE IR 8dE, MR AEETX

TE, ML,

e RUBPERE I AU AS K

[[ number, string 1\ [ number, string] \ ... [number, string ]]o

H AARAEZSAAR A 775 E# (ERNE1S) |, IRARHHEZEE T AT ERRTHANE SCr A "\ " "\
"R RATIESI TR, NTEMEN, ST AR R R R

cplexoptnode B1%

f&B)) CPLEX Optimization i, AILUB L LIRIZIES (OPL) A S AR A T(L
% LI 8 Z82t,  IIhRERTE AR A2 32 F51Y IBM Analytical Decision Management 7= i
A, B2, BHRTLITE SPSS Bl H i CPLEX W&, 1M7L IBM Analytical
Decision Management,

3R 65: cplexoptnode B 1%

cplexoptnode 4@tk

B

JE A&

opl_model_text

string

P CPLEX Optimization ¥ si8173H4
BARLEE R OPL ((MLGRIRIES) AR
J¥o

opl_tuple_set_name

string

XJE OPL RIS I 15 AR e 5
B XNBAFEN, HHEHAET
AT B, E MU T g AT s
TR T BURES

data_input_map

it LRTERIEI R

BARTRAH A 7 BRSSP RRHRIY,
I Bl H AR ST AR TIE, e
T TGRSR PR 7 B
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3 65: cplexoptnode B4 (447)

cplexoptnode 4@tk

B

JE A8

md_data_input_map

LB TERIEI R

OPL HE Xy el & Xt b 7 BRI (A
¥R BTl R Bk,
FR] DO B IR B o, HodE AT il E
LI, ] DR E R P — R % E
FrAM,  IIRER T RN S,

FIR AR LR R S5 M (L2

BABIbRIL, PIERIRIR T higlsRd
HEMBARIRAIbRIC, BN, X+
0_Products_Type, FRiCHN 0,

BRIRRg . BARRIMERFS (R
50 o XHERE N HE

WY, BUEIEIET S GER) o X
A DUERARIR N H5 R APERE],  Hl4n,
XF 0_Products_Type, TETT AN
Products,

R R TSR AT CPLEX
Optimization 7 sAYSCER T ml GERR) o
XA DUIFE AR IE SRR AR A, A,
Xt 0_Products_Type, CJEHTEHN
Typeo

B S B, BIERPTHE S TR,
ERE OPL HE N A PERL,

T T B, BIRRI THE S TS
o B OPL STHES E X HE X
E{UNIT

1A, FEAFMEIRE, mIREMI{E N
int, float & string,

BB, BaRRN 7B,
7N 1/

[[0,0, 'Product', 'Type', 'Products', 'pr
od_id_tup','int', 'prod_id'],

[0,0, 'Product', 'Type', 'Products', 'pro
d_name_tup', 'string’,

"prod_name'],

[1,1, 'Components', 'Type', 'Components'

"comp_id_tup','int', 'comp_id'],

[1,1, 'Components', 'Type',
"Components', 'comp_name_tup', 'string’
, 'comp_name']]

opl_data_text

string

T OPL #9—£75 B sBURAYIE o

output_value_mode

string

AJREMVIE N raw B¢ dvar, A1SRIEE

T dvar, HBAHFAHE S ET < E
672 OPL HH FhH I R B &4
Mo BIRAIEE T raw, HLFFEREHHHE
FRENEL, TSP %,
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3 65: cplexoptnode B4 (447)

cplexoptnode Mgtk B JE P H b
decision_variable_name string OPL H7E IV BFREEZE B4 5, X

2 output_value_mode EIMI%EN
dvar, ¥ =EHIEME,

objective_function_value_ |[string T P Y B AR BB Y T B £ 5
fieldname fRE{ES _OBIECTIVE,
output_tuple_set_names string NREHRHRITE T %M. HE M

FARYRRERIYERS|, FFHRILEEEE
R TR, “RiH TS OPL H
MR RE N &, WMREZNERGI,
WRLTTHLRMLLES (,) &,

BN TEH— BN Products, AHR
#J OPL %E XN dvar float+
Production[Products];

ZA T —RBN
Products, Components, tHMNMHY

OPL & XN dvar

float+ Production[Products]

[Components];
decision_output_map Gty LR 51 2 OPL sz SERHE Ay R 25 Bt

Z AW FEB g, HIRAFRIFDLAAER 2

SRR -

WA, OPL A3k 2 &4,
I, mIERVEN int. float B

string,

W rBar. 4R GalsSd) iy
P B R

N1

[['Production', 'int', 'res'],
['Remark', 'string', 'res_1']J['Cost',
"float', 'res_2']]

derive_stbnode E1%
\ “Z2[B] I (AT RR I RUARE AR . BRI (A BRI A T 22 BN Rl BRI, SESE AT L
& SR 2 I B S,
ANl
node = modeler.script.stream().createAt("derive_stb", "My node", 96, 96)

# Individual Records mode

node.setPropertyValue("mode", "IndividualRecords")
node.setPropertyValue("latitude_field", "Latitude")
node.setPropertyValue("longitude_field", "Longitude")
node.setPropertyValue("timestamp_field", "OccurredAt")
node.setPropertyValue("densities", ["STB_GH7_1HOUR", "STB_GH7_3OMINS"])
node.setPropertyValue("add_extension_as", "Prefix")
node.setPropertyValue("name_extension", "stbh_")
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# Hangouts mode

node.setPropertyValue("mode", "Hangouts")
node.setPropertyValue("hangout_density", "“STB_GH7_30MINS")
node.setPropertyValue("id_field", "Event")
node.setPropertyValue("qualifying_duration", "3OMINUTES")
node.setPropertyValue("min_events", 4)
node.setPropertyValue("qualifying_pct", 65)

* 66: “ZE[EIIS[E]RE] T R B M

derive_stbnode M &E1: BmIen JE PEHAR
mode IndividualRecords
Hangouts

latitude_£field field
longitude_field field
timestamp_£field field
hangout_density ealicy B2 5B M densities MU T A

2 1A,
densities [density,density,..., FNEER DTSR, flan

density] STB_GH8_1DAY,

e N T AR, FERRA, AT
geohash, RILU# A GHL 2| GH15 HIY(E,
AT temporal #8473, RILUER THIE :

EVER
1YEAR
AMONTH
1DAY
12HOURS
8HOURS
6HOURS
4HOURS
3HOURS
2HOURS
1HOUR
30MINS
15MINS
10MINS
5MINS
2MINS
IMIN
30SECS
15SECS
10SECS
5SECS
2SECS
1SEC

id_field field
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& 66: “ZEEBYERE T RBIE (L)

derive_stbnode M@

B

JE A8

qualifying_duration

1DAY
12HOURS
8HOURS
6HOURS
4HOURS
3HOURS
2Houzrs
1HOUR
30MIN
15MIN
10MIN
5MIN
2MIN
1MIN
30SECS
15SECS
10SECS
5SECS
2SECS
1SECS

TR T Efo

min_events

B

B/INVAREBUEN 2,

qualifying_pct

B

AT 15100 Z A,

add_extension_as

Prefix
Suffix

name_extension

string

distinctnode B4

“BX0" T RGBS — N X ESRAGERIRAETR, 2 B — MERIFRHER
=t B R IOSRAGHEE AR, BIRERNIdR,

Nl

node = stream.create("distinct", "My node")
node.setPropertyValue("mode",
node.setPropertyValue("fields", ["Age" "Sex"])
node.setPropertyValue("keys_pre_sorted", True)

"Include")

& 67: distinctnode B4

distinctnode 1Na@ 1k Bimery J& A

mode Include BERT DURFEE — 2 X 3 18 SR e TR BB TR A,
WA U EFF X IERIFHEMEL L

Discard SRAE LRI AR

grouping_fields Hl| 5% HI1H T 2 e SR AR 7 B
1¥: M IBM SPSSModeler 16 2, A
g,

composite_value gERI S BZ LT R,

composite_values ER LR ST RBE,
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& 67: distinctnode B4 (4¥4)

distinctnode Mgtk BwI JE PEH A
inc_record_count Fr& ﬁ'JLg/\%’ﬁé’*?Fﬁ, T BARENE S
ICEIERICE T 255 Al 5%,
count_field string =R E N5 DEY 8
sort_keys Ll B 7E: M IBM SPSSModeler 16 &2, HERE(HFH
e,
default_ascending &

low_distinct_key_count [#ri&

TRE A BA D BIL R/ 8 B 7 B —
{H,

keys_pre_sorted Fr&

TR B A MR BERATE LSRR A 04
ik,

disable_sql_generation |fr&

composite_value B85
composite_value J& I —MAS AT -

node.setKeyedPropertyValue ("composite_value",

FILLOPTION k%=l [ FillType, Optioni,

A

node.setKeyedPropertyValue ("composite_value",
node.setKeyedPropertyValue("composite_value",
node.setKeyedPropertyValue ("composite_value",
node.setKeyedPropertyValue ("composite_value",
node.setKeyedPropertyValue("composite_value",
node.setKeyedPropertyValue ("composite_value",
node.setKeyedPropertyValue ("composite_value",
node.setKeyedPropertyValue ("composite_value",
node.setKeyedPropertyValue ("composite_value",
node.setKeyedPropertyValue ("composite_value",

FIELD, FILLOPTION)

Option2, ...J1.

”Age”,
”Age”,
”Age”,
”Age”,
”Age”,
”Age”,
"Date",

“Date“,
”Code”,
“Code",

"First"])
”last”])
“Total”])
Average"])
IIMlnII])
IIMaXII])
["Earliest"])
["Latest"])
["FirstAlpha"])
["LastAlpha"])

L
[
L
L
[
L

TERNEIREZ N EZ R, XEHEELIIRIZGM, Gl :

node.setKeyedPropertyValue ("composite_value",
node.setKeyedPropertyValue ("composite_value",
node.setKeyedPropertyValue ("composite_value",
node.setKeyedPropertyValue ("composite_value",

"Separated"])

node.setKeyedPropertyValue ("composite_value",
node.setKeyedPropertyValue ("composite_value",
node.setKeyedPropertyValue ("composite_value",
node.setKeyedPropertyValue ("composite_value",

composite_values EBirITA
composite_values B —HBAG AN T :

node.setPropertyValue("composite_values", [

"Name", ["MostFrequent", "FirstRecord"])

"Date", ["LeastFrequent", "LastRecord"])
"Pending", ["IncludesValue", "T", "F"])
"Marital", ["FirstMatch", "Married", "Divorced",
"Code", ["Concatenate"])

"Code", ["Concatenate", "Space"])

"Code", ["Concatenate", "Comma"])

"Code", ["Concatenate", "UnderScore"])

[FIELD1, [FILLOPTION1]],
[FIELD2, [FILLOPTION2]],

1)
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NI

node.setPropertyValue ("composite_values",

IIA eII [IIFiIStII]]'
Name ["MostFrequent",

[

[ "First"]],
[“Pendlng“ ["IncludesValue",
[

[

IITII]] ,
"Marital", ["FirstMatch",
"Code", [”Concatenate”, "Comma"]]

D

extensionprocessnode &%

"Married",

L

"Divorced", "Separated"]],

A

Python for Spark =l

JHHHF script example for Python for Spark

import modeler.api

stream = modeler.script.stream()

node =

node.setPropertyValue("syntax_type",

process_script = """

import spss.pyspark.runtime

from pyspark.sql.types import x

cxt = spss.pyspark.runtime.getContext()

if cxt.isComputeDataModelOnly():
_schema =

StructField("Sex",

stream.create("extension_process",
"Python")

StructType ([StructField("Age",
StringType(),

YT RAR T L, IR DR SRR, R
i R IIA%% 5.5, Python for Spark Hiiﬂzli?ﬁ%ﬂl?ﬁl%
N AR,

"extension_process")

LongType(), nullable=True), \
nullable=True), \

StructField("BP", StringType(), nullable=True), \
StructField("Na", DoubleType(), nullable=True), \
StructField("K", DoubleType(), nullable=True), \

StructField("Drug", StringType(),

cxt.setSparkOutputSchema(_schema)
else:

df = cxt.getSparkInputData()

print df.dtypes[:]

_newDF = df.select("Age", "Sex"

print _newDF.dtypes[:]

cxt.setSparkOutputData(_newDF)

nullable=True)])

, "Bp" , ||Na|| , g , ”Drug”)

node.setPropertyValue ("python_syntax", process_script)

R 3l

JHHHF script example for R
node.setPropertyValue ("syntax_type",
node.setPropertyValue("r_syntax",
next_day<-day + 1
modelerData<-cbind(modelerData,next_day)

IIRII)
"""day<-as.Date(modelerData$dob, format="%Y-%m-

9%d")

varl<-c(fieldName="Next day",fieldlLabel="",6fieldStorage="date",fieldMeasure="",6fieldFormat="",

fieldRole="")

modelerDataModel<-data.frame(modelerDataModel,varl)""")
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3 68: extensionprocessnode B4
extensionprocessnode 4~ | KiiEden JE PEH A
Ja
syntax_type R FeEB1 T NMEIAS - R 322 Python (R J2fik
HH) .
Python
r_syntax string BT R ARG B 15T,
python_syntax string FLE1THY Python HIANSR B8,
use_batch_size Fr& TV FH AL,
batch_size B FeE B O BTE R MR R EIE ID SR8 &
convert_flags StringsAndDoubles JlimriA i a2 T NE 42
LogicalValues
convert_missing Fra& T RHRIAE 4609 R NA BRI,
convert_datetime Fra& IR T EA H BAEk H B s X ry s
R R H A/ AR,
convert_datetime_class | , ... . SSCEEIE T 45 8 LR H s H HAR [R)A% X
POSIX1t AR B i H 28 K

mergenode 1%

“BH TN RERZ MAILE, ORGSR A TR Ml X
> X EFFRIEANFEE JEREH, BAINEE Bl e R AR g s,

N/l

node = stream.create("merge", "My node")

# assume customerdata and salesdata are configured database import nodes
stream.link(customerdata, node)

stream.link(salesdata, node)

node.setPropertyValue("method", "Keys")
node.setPropertyValue("key_fields", ["id"])

node.setPropertyValue ("common_keys", True)
node.setPropertyValue("join", "PartialOuter")
node.setKeyedPropertyValue("outer_join_tag", "2", True)
node.setKeyedPropertyValue("outer_join_tag", "4", True)
node.setPropertyValue("single_large_input", Tzue)
node.setPropertyValue("single_large_input_tag", "2")
node.setPropertyValue("use_existing_sort_keys", True)
node.setPropertyValue("existing_sort_keys", [["id", "Ascending"]])
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% 69: mergenode B4

mexgenode M@k By JE PAd
method Order FEE LSRR SR A HERHE SR 91 7RI
P TEIF, BEMBEH -SRI TECR
Keys I ERTFERPOUEHEEENILS, &R
EBIEW IR ESRMRNGIET ; R R
. SEFAT UG MR 3 I 5T 2% PR IR
Condition HATHEE,
Rankedcondition
condition string W5 method %IE N Condition, f&EIE
EFIORISEF,
key_fields S IES
common_keys PR
join Inner
FullOuter
PartialOuter
Anti
outer_join_tag.n Fr& EHEMEAS, n @k BdEE AEES
TRIFRIC S, R, AILEEZ Mrid
%, RN E N BEE R R TR e R
05K,
single_large_input bR fEEBRAHATIRAL, DUE—a A G- H Atk
AMEEEEE — M BRI AE,
single_large_input_tag |string R PR BE AR SR I IEHE Y R e E bR
o4, HEE, ZEWHNHES
outer_join_tag EMERIAHIEMERE (hr
WEFRFE) , EOUETE Rt e — M A
BHEE,
use_existing_sort_keys |#fri& fEEMAEZEGCORE—- D KR

HATHRF

existing_sort_keys

[['string, 'Ascending']\

mn 1

['string", 'Descending']]

TaE EPERRY T BN AR 51,

primary_dataset string 415 method 2 Rankedcondition, i&i%
BRATAHNFEIRE, SR LURFEM 4
RS IR,

rename_duplicate_field [BOOLEAN W15R method 2 Rankedcondition, It/&E

s MERER Y, FEEFERNEHEER TS
R EAREIRENZ N EATE, ANAKE
X EE R HR TR AR SR IR I E 51 7 Bebrdit
Ik,

merge_condition string

ranking_expression string
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% 69: mergenode B (442)

mexgenode /g 4 By Ja PEAE
Num_matches TR FRYE merge_condition Al

ranking_expression iX[ElfPLHC AL,
w&/MEN 1, ®AMEH 100,

rfmaggregatenode B1%
R, MM (RFM) SUE" W REERE & P I SRR, H B TR
%F'::'; ERRESE, FHRITAER TR BIEEHEI—1Trh, HpyHER EXRGEZ 51
). HEATHYZE 5 8 ARG A 5 ) B b th e
Nl
node = stream.create("rfmaggregate", "My node")
node.setPropertyValue("relative_to", "Fixed")

node.setPropertyValue("reference_date", "2007-10-12")
node.setPropertyValue("id_field", "CardID")
node.setPropertyValue("date_field", "Date")
node.setPropertyValue("value_field", "Amount")
node.setPropertyValue("only_recent_transactions", True)
node.setPropertyValue("transaction_date_after", "2000-10-01")

5 70: rfmaggregatenode &%

rfmaggregatenode NNEtE | B! JE Pk
relative_to Fixed FEE R A G aa K H A,
Today
reference_date date {NTE relative_to HEEE Fixed I A]
Ho
contiguous PR NSRS BAREAT T dehby, DUERTE AR

IR IE R — I ERdETR S, Ak
PRI AT DU PRAL BLE L

id_field field e T BARRIRAE F R HAL 5
date_field field FeEFFE AR T R KR H 1B
value_field field feExF B R R AR LT ME,
extension string EE BT BARE RSB A
add_as Suffix FEE =S NAE TS EUG SR
extension,

Prefix
déscard_low_value_reco Fri& é%ﬁﬁﬂ discard_records_below &
rds 0

AIEHE RFM ST, 88 —NMR/IME, L
BT IZMER R 5 AN E B A B, (E
(B0 5-FTIERY value FEHH X,

pi

discard_records_below |

only_recent_transactio [#R:& E A specify_transaction_date &
ns transaction_within_last i%&,
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3R 70: rfmaggregatenode @14 (4448%)

rfmaggregatenode NNEl: | BEIY JE PEH A

specify_transaction_da |#r&

te

transaction_date_after |date HE%EH specify_transaction_date ff
YR, $EERSHBMMUENTUEES
JEIE SR,

transaction_within_las [ HEWES transaction_within_last i

t FrlH. FEEMIEAEXN T LUT N K

35 Bl [m 9 e BAASCRT L AR R
JA. HBEE) |, 1R H B2 SRS SRR e

BTESEI 3,
transaction_scale Days HE%H transaction_within_last it
FalH, FEEMTEARXNTLUT ANAREE
Weeks H A7 BEPmR [a] (& HAEORD R BRSE A. CRL
JE. HBUE) , fFEHIHZ Fridsfal
ETESEBI R,
Months
Years
save_12 Fr& SRENMEPHE N ELR B H,
save_r3 Fr& HE%EF save_r2 NF A, ZRE8NES

BRI B H .

Rprocessnode B 1%

R EE CRER R A, ATLUEEF R 28 #e
R AU IBM(r) SPSS(r) Modeler FiFPFRECE R H #1715
B BUEIRE, SFEIEREEITR,

NGl
node = stream.create("rprocess", "My node")
node.setPropertyValue("custom_name", "my_node")
node.setPropertyValue("syntax", """day<-as.Date(modelerData$dob, format="%Y-

%m-9%d")

next_day<-day + 1

modelerData<-chind(modelerData,next_day)

varl<-c(fieldName="Next

day",fieldlLabel="",fieldStorage="date",6 fieldMeasure="",6fieldFormat="",
fieldRole="")

modelerDataModel<-data.frame(modelerDataModel,varl)""")
node.setPropertyValue("convert_datetime", "POSIXct")

5 71: Rprocessnode B

Rprocessnode 1@ B JE A
syntax string
convert_flags StringsAndDoubles

LogicalValues
convert_datetime T
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3R 71: Rprocessnode @M (44%)

Rprocessnode 1NgEM: By JaPEd
convert_datetime_class ——
POSIX1t
convert_missing Fr&
use_batch_size Fra& JE Rt AL
batch_size B FeE B O E B MR AR IR AL
samplenode E1¥
“FEARTT A TIERE G0 IlR, ZXFRINASIIATFZ, HpafEnR, RISH
T 2 FEREHL (M) FEAR, SREEAN THE S RE DA NGRFEAE K ID SR B FH S HHAT o+
TR,

Nl

/* Create two Sample nodes to extract
different samples from the same data */

node = stream.create("sample",

node.setPropertyValue ("method",
node.setPropertyValue("mode", "Include")
node.setPropertyValue("sample_type", "First")
node.setPropertyValue("first_n", 500)

node = stream.create("sample",

node.setPropertyValue("method",
node.setPropertyValue("stratify_by", ["Sex", "Cholesterol"])
node.setPropertyValue("sample_units", "Proportions")
node.setPropertyValue("sample_size_proportions", "Custom")
node.setPropertyValue("sizes_proportions", [["M", "High", "Default"], ["M",

"Normal", "Default"],

[IIFII, IIHighII, 0-3], [IIFII,

"My node")
"Simple")

"My node")
"Complex")

"Normal", 0.3]1])

& 72: samplenode B 1%

samplenode MEM: BmI JE PE AR
method i B
Complex
mode Include TR EFT R E S IE %,
Discard
sample_type First feE ke
OneInN
RandomPct
first_n TR FrofEsEFERFEEE L SRYIE R,
one_in_n DA%l B8R n-1 ZRIEREFEEREFT —RIET,
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% 72: samplenode B (444:)

samplenode &k B JaPEd
rand_pct R feE B AR EF LR H 7t
use_max_size FRa& FFFE maximum_size WiE,
maximum_size B faE B AR R BAR TR e E TR RORAEA
B, BEIUZIURIEI, KIHEE First
Include N XHEEH,
set_random_seed Fr& B FBEN AR I E,
random_seed TR fe & FTERE LA TRY1E,
complex_sample_type Random
Systematic
sample_units Proportions
Counts
sample_size_proportion [Fixed
s
Custom
Variable
sample_size_counts Fixed
Custom
Variable
fixed_proportions D
fixed_counts TR
variable_proportions field
variable_counts field
use_min_stratum_size Fr&
minimum_stratum_size B N4 A Sample units=Proportions 3£
HYE eI, Iy 3E
use_max_stratum_size Fr&
maximum_stratum_size R Y {# ] Sample units=Proportions 3k
HY B FAEARIN, Iy & A,
clusters field

stratify_by

[field1 ... fieldN]

specify_input_weight

PR

input_weight

field

new_output_weight

string
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% 72: samplenode B (444:)

samplenode 4@ B JaPEd
sizes_proportions [[string string value] W15 sample_units=proportions H
[string string value]...] |sample_size_proportions=Custom,
faE BT BAEF AT RELH S HUME,
default_proportion DA
sizes_counts [[string string value] e BTBRES N AIRENAEE,. HiES
[string string valuel...] |sizes_proportions MYHEMLL {HIgE
HUREREL, TIELLH,
default_count AR
selectnode Ef%
R RARER E SR M BRI R EUR R 0], BilAN, RILUERRGRYE
> G465 DI % 1910 %
NGl
node = stream.create("select", "My node")

node.setPropertyValue("mode", "Include")
node.setPropertyValue("condition", "Age < 18")

& 73: selectnode B4
selectnode MMEM: Bgdeny JE PE R
mode Include B B OE R R EFIEE LR,
Discard
condition string TIEREF IR,
sortnode B¢

o “PER” T RIS — DT BNV EILTH P SR e A TSR B TR
HHEN

AN/l

node = stream.create("sort", "My node")

node.setPropertyValue("keys", [["Age", "Ascending"], ["Sex", "Descending"]])
node.setPropertyValue("default_ascending", False)
node.setPropertyValue("use_existing_keys", True)
node.setPropertyValue("existing_keys", [["Age", "Ascending"]])

R 74: sortnode B4

sortnode NNEM: By JE PEf b
keys I #% 16E BRI AR B, AR RS E /5
], DU PR A (H
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2R 74: sortnode B (444L)

sortnode 1@ BwI JE PEH A
default_ascending Fra& feE R AT T .
use_existing_keys FrRa& T 2 A5 5 F LURT Sk = B BRI ok

PEAEBAERI PR

existing_keys

TEE CPERRRY T B HARFP Tl RS
X5 keys J& A,

spacetimeboxes B 1%

ZE (Al TRIFR I (STB) 21T 1 Geohash HHERYZERIMLERY B, HEMAHIYL, STBE
‘ — DR TR, RN RAUIN Y 22 R AT TR X

3 75: spacetimeboxes B 1%

spacetimeboxes Mg

B

JE PR A

mode IndividualRecords
Hangouts
latitude_field field
longitude_field field
timestamp_field field

densities

[density, density,
density...]

G EIEHLE — N7, STB_GHB_1DAY
fl

THER, XTI EA, FE LR
iillo

X T geohash, RILAfEFH GH1-GH15 H#Y
(=N

XtF temporal #65, FILUER THIE :

EVER
1YEAR
IMONTH
1DAY
12HOURS
8HOURS
6HOURS
4HOURS
3HOURS
2HOURS
1HOUR
30MINS
15MINS
10MINS
5MINS
2 MINS
1 MIN
30SECS
15SECS
10SECS
5 SECS
2 SECS
1SEC
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3 75: spacetimeboxes B (#42)

spacetimeboxes M@ M: BwI JE PEH A

field_name_extension string

add_extension_as Prefix

Suffix

—#HE (FZU L0

&

hangout_density eayicy

id_field field

=

qualifying_duration DAY BN TR ER

12HOURS
8HOURS
6HOURS
4HOURS
2HOURS
1HOUR
30MIN
15MIN
10MIN
5MIN
2MIN
IMIN
30SECS
15SECS
10SECS
5SECS
2SECS
1SECS

min_events R w/IMER 2

qualifying pct B ARAETE R 1-100 H

streamingtimeseries E1¥

“TREIN TR 179 U — D25 BRI [R] e SR ] N AT A AP 50

: T RN R 37070 s i SPSS ISR VA8 WA HERA(E AT S an “ sk TS7 7
e}

/YN0

& 76: streamingtimeseries &%

streamingtimeseries JEt & IR kR
targets field “OI [E 510715 RORT L

W — e Z N EHAR, /]
DORSEER — 1 i
AFBAE NN R, A
ERGRNNET B, A
REZER, HEHEH
55 189 TUHY TANHAEET

BN .
candidate_inputs [field1 ... fieldN)] FARY Fir s FH A A B ]
TEFK,
use_period Fra&
date_time_field field
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% 76: streamingtimeseries B (442)

streamingtimeseries Jg1%

=1

EqiR i

input_interval

None

Unknown

Year

Quarter

Month

Week

Day

Hour
Hour_nonperiod
Minute
Minute_nonperiod
Second

Second_nonperiod

period_field field
period_start_value B
num_days_per_week B
start_day_of_week Sunday
Monday
Tuesday
Wednesday
Thursday
Friday
Saturday
num_hours_per_day B
start_hour_of_day B
timestamp_increments B

5510 = OICRERET
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% 76: streamingtimeseries B (442)

streamingtimeseries Jg1%

=1

EqiR i

cyclic_increments

o

cyclic_periods

LIES

output_interval

None

Year

Quarter

Month

Week

Day

Hour

Minute

Second

is_same_interval

pras

cross_hour

P&

aggregate_and_distribute

LIES

aggregate_default

Mean

Sum

Mode

Min

Max

distribute_default

Mean

Sum

group_default

Mean

Sum

Mode

Min

Max
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3k 76: streamingtimeseries @ (4442

streamingtimeseries Jg1% 1H Je PR
missing_imput Linear_interp
Series_mean
K_mean
K_median
Linear_trend
k_span_points B
use_estimation_period T
estimation_period Observations
Times
date_estimation ES X AE A
date_time_field HA]
H
period_estimation S2ES {NTEMH use_period
AT
observations_type Latest
Earliest
observations_num B
observations_exclude B
method ExpertModeler
Exsmooth
Arima
expert_modeler_method ExpertModeler
Exsmooth
Arima
consider_seasonal ) TV
detect_outliers ) TV
expert_outlier_additive FRi&
expert_outlier_level_shift T
expert_outlier_innovational T
expert_outlier_level_shift ) T
expert_outlier_transient Fr&
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% 76: streamingtimeseries B (442)

streamingtimeseries Jg1%

=1

JE A&

expert_outlier_seasonal_additive

P&

expert_outlier_local_trend

P&

expert_outlier_additive_patch

PRk

consider_newesmodels

PR

exsmooth_model_type

Simple
HoltsLinearTrend
BrownsLinearTrend
DampedTzrend
SimpleSeasonal
WintersAdditive

WintersMultiplicativ
e

DampedTrendAdditive

DampedTrendMultiplic
ative

MultiplicativeTrendA
dditive

MultiplicativeSeason
al

MultiplicativeTrendM
ultiplicative

MultiplicativeTrend

futureValue_type_method

Compute

specify

exsmooth_transformation_type

None
SquareRoot

Naturallog

arima.p

£33

arima.d

B
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% 76: streamingtimeseries B (442)

streamingtimeseries Jg1% 1H Je PR
arima.q B
arima.sp B
arima.sd B
arima.sq B
arima_transformation_type None

SquareRoot

Naturallog
arima_include_constant T
tf_arima.p. fieldname B iR
tf_arima.d. fieldname B F T 8
tf_arima.q. fieldname B F T4
tf_arima.sp. fieldname B F T 56 # B 8
tf_arima.sd. fieldname B FA TS B B
tf_arima.sq. fieldname B FA T4 B 5
tf_arima.delay. fieldname B F T B 8
tf_arima.transformation_type. None F T 8
fieldname

SquareRoot

Naturallog
arima_detect_outliers T
arima_outlier_additive T
arima_outlier level shift ) T
arima_outlier_innovational Fr&
arima_outlier_transient Fr&
arima_outlier_seasonal_additive FRi&
arima_outlier_local_trend T
arima_outlier_additive_patch T
conf_limit_pct real
events FE
forecastperiods B
extend_records_into_future FRi&
conf_limits ) TV
noise_res T
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streamingts B (FIEEFE)

T AR TR (R FP 2119 I (E SPSS i@ fids VA8 e MEFEMM, FHHEHONETE

FIFH IBM SPSS 43 M1 AR S5 2 HIRE 1 A0 B R K 587 i “ it XIS ) 5 270745 R
“Prak TS” 1 sUAE T B A H LI ] e AR o0 LA TR, 17 35 22 Nk T ) B
T R
NGl
node = stream.create("streamingts", "My node")

node.setPropertyValue ("deployment_force_rebuild", True)
node.setPropertyValue ("deployment_rebuild_mode", "Count")
node.setPropertyValue ("deployment_rebuild_count", 3)
node.setPropertyValue ("deployment_rebuild_pct", 11)
node.setPropertyValue ("deployment_rebuild_field", "Year")

3k 77: streamingts @1
streamingts g1k BRI JEPEH A
custom_fields FRa& W custom_fields=false, ARAfFHE
F b R r R S R, AR
custom_fields=true, ABANIHEE
targets fll inputs,
targets [field1...fieldN]
inputs [field1...fieldN]
method ExpertModeler
Exsmooth
Arima
calculate _conf TV
conf_limit_pct real
use_time_intervals_node |frE LIPS
use_time_intervals_node=true, #l
AN s I b (NN ST ST s UV D 4= IS
use_time_intervals_node=false,
i1/ 0% k=]
%€ interval_offset_position,
interval_offset #fllinterval_type,
interval offset_position| ... .. LastObservation j2fei)a—4~ A ZOWM
LastRecord fli. LastRecord EfEMNmia—idatit
8
interval offset DAl
interval_type P
Years
Quartezrs
Months
WeeksNonPeriodic
DaysNonPeriodic
HoursNonPeriodic
MinutesNonPeriodic
SecondsNonPeriodic
events T

128 IBM SPSS Modeler 19.0 Python Scripting and Automation Guide




= 77: streamingts B4 (440

streamingts 1M g1k BRI JEPEH A
expert_modeler_method AllModels

Exsmooth

Arima
consider_seasonal ) TV
detect_outliers ) TV
expert_outlier_additive [#ri&
expert_outlier_level_shi [Fri&
ft
expert_outlier_innovatio |Fri&
nal
expert_outlier_transient |Fri&
expert_outlier_seasonal_ |#ri&
additive
expert_outlier_local_tre |#Fri&
nd
expert_outlier_additive_ [Fri&
patch
exsmooth_model_type Simple

HoltslLinearTrend

BrownsLinearTrend

DampedTrend

SimpleSeasonal

WintersAdditive

WintersMultiplicativ

e
exsmooth_transformation_

None
type SquareRoot

Naturallog
arima_p B XTI TR A AR U Al — s
arima_d B XTI TR A1 AT 2 R — R
arima_g B XTI AL A1) T R Rl — R
arima_sp B XTI L A1) AT R R — R
arima_sd LiES' XTI TR A1 AT 2 Rl — I
arima_sq B XTI ] 271 AR 1T 2 Rl —
arima_transformation_typ | XTI ] A A U Rl — B
e SquareRoot

Naturallog
arima_include_constant [#r:& X IR R A AR T R R — R
tf_arima_p.fieldname B XTI A A R R — B, T

AP
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= 77: streamingts B4 (440

streamingts 1M g1k BRI JEPEH A

tf_arima_d.fieldname B XIS R A A SR FE— e, AT
AR

tf_arima_q.fieldname B X B A A SR E— e . AT
AR

tf_arima_sp.fieldname B I TR 2 s R Rl —E M, T
AR

tf_arima_sd.fieldname R X “BSF R 2 A 2 | — e e, AT
AR PREL

tf_arima_sq.fieldname B XTI R A A R R — B . T
AR PR

tf_arima_delay.fieldname | %% XTI A A R R — . T
R

tf_arima_transformation_typ None

e. SquareRoot

fieldname Naturallog

arima_detect_outlier_mod

None

€ Automatic

arima_outlier_additive TV

arima_outlier_level shif [Fri&

t

arima_outlier_innovation |¥ii&

al

arima_outlier_transient [#ri&

arima_outlier seasonal_a |#ri&

dditive

arima_outlier_local_tren |Fri&

d

arima_outlier_additive_p |#r&E

atch

deployment_force_rebuild | #ri&

deployment_rebuild_mode S

Percent

deployment_rebuild_count |k

deployment_rebuild_pct LA

deployment_rebuild_field |<field>
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o 11 31 BERMEY sk

anonymizenode B1%
o “BEAL” T R TR T BT BETE TR, MR GEE, 0%
ﬁ FLCVFH M P S A BUBEEE (BANE P A Fre R4l G R AR ARASX
e YAN
MRt ER.
Nl
stream = modeler.script.stream()
varfilenode = stream.createAt("variablefile", "File", 96, 96)
varfilenode.setPropertyValue("full_filename", "$CLEO/DEMOS/DRUGIN")
node = stream.createAt("anonymize", "My node", 192, 96)

# Anonymize node requires the input fields while setting the values
stream.link(varfilenode, node)

node.setKeyedPropertyValue("enable_anonymize", "Age", True)
node.setKeyedPropertyValue("transformation", "Age", "Random")
node.setKeyedPropertyValue ("set_random_seed", "Age", True)
node.setKeyedPropertyValue ("random_seed", "Age", 123)
node.setKeyedPropertyValue("enable_anonymize", "Drug", Tzrue)
node.setKeyedPropertyValue ("use_prefix", "Drug", True)

node.setKeyedPropertyValue ("prefix", "Drug", "myprefix")

3R 78: anonymizenode B

anonymizenode gk EE e i JE R

enable_anonymize Fr& WEHN True B, FFEHIFEMENESRL Y TEHE
HATERL I RZTEOERR) .
use_prefix FrRa& WIER True i, AIRCHEEFRIATE, ABLIFHEHIZAT

2R SERTRhEEBONRES LR, mHFERTE
HAE R ERE AR OYIZ T Bk B SCRIER L

prefix string FRTAE S HE MIEHERY SOARRE B ARTSE, AR
EHAMAEME, BRARE ISR %R G H,

transformation Random T 1 3 AR TR FE A4 (LI B R M S ROE REAT LAY /2 8]
TE o

Fixed

set_random_seed Fri& WEN True I, FHEAFSERNMFE QIR
transformation ti%&>N Random) .

random_seed B Y set_random_seed &&EN True I, ZEZMEHIEY
ﬁ?o

scale AR Y transformation &N Fixed B, IH(EF T

B, EE, BORIREUEY 10, {HRATRER /NGRS i
":HO

=
A

Y transformation i%&EN Fixed B, ICEMHF“%
7, EE, RAFEHMEY 1000, (HRTRES /N LOE S
Hio

translate




autodataprepnode Et%

N/l

node
node

“ BB (ADP)” 1 Al AT SRR AR UELE, il H 77 4E [ sl Rl RETE Y
ol TB, FEESHROL T IRERREE, @ B REE AR SRR, AT L
\ FMsee BRI R, TR VR SO BT, 535 thn] DUERN
FHETT RiTE SE SOFIRYE TR 22032, RO TE L,

= stream.create("autodataprep", "My node")

.setPropertyValue("objective", "Balanced")
node.
node.

setPropertyValue("excluded_fields", "Filter")
setPropertyValue("prepare_dates_and_times", True)

node.setPropertyValue("compute_time_until_date", True)
node.setPropertyValue("reference_date", "Today")
node.setPropertyValue("units_for_date_durations", "Automatic")
3+ 79: autodataprepnode B4
autodataprepnode 4 &1k BRI JE PEAE
objective Balanced
Speed
Accuracy
Custom
custom_fields FR& AWM true, NIRRT YT S5 EH
PRy HARIEA By, A1 false, NI
FASR B IR U S i i,
target field feE A BT
inputs [field1 ... fieldN] FE B Ffe {0 FH A A B A B B
use_frequency TV
frequency_field field
use_weight Fr&
weight_field field
excluded_fields Filter
None
if_fields_do_not_match StopExecution
ClearAnalysis
prepare_dates_and_times P& PERIDS A H A BRI [F] 5= B 7 7]
compute_time_until_date bri&
reference_date Today
Fixed
fixed_date date
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% 79: autodataprepnode B (44L)

autodataprepnode 4~ &1k BRI JE PEA AR

units_for_date_durations Automatic
Fixed

fixed_date_units Years
Months
Days

compute_time_until_time Fri&

reference_time CurrentTime
Fixed

fixed time INgE

units_for_time_durations Automatic
Fixed

fixed_date_units Hours
Minutes
Seconds

extract_year_from_date Fr&

extract_month_from_date FrR&

extract_day_from_date bR

extract_hour_from_ time Fri&

extract_minute_from_time |#RiE

extract_second_from_time |#Ri&

exclude_low_quality_input |#Ri&

s

exclude_too_many_missing FrR&

maximum_percentage_missin |

g

exclude_too_many_categori |#iri

es

maximum_number_categories |iA

exclude_if_large_category |fri&

maximum_percentage_catego |

ry

prepare_inputs_and_target |fr&
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% 79: autodataprepnode B (44L)

autodataprepnode 4~ &1k BRI JE PEA AR

adjust_type_inputs bri&

adjust_type_target bri&

reorder_nominal_inputs PR

reorder_nominal_target Fr&

replace_outliers_inputs Fr&

replace_outliers_target Fr&

replace_missing_continuou |fr&

s_inputs

replace_missing_continuou |fRi&

s_target

replace_missing_nominal_i |#ri&

nputs

replace_missing_nominal_t |#3&

arget

replace_missing_ordinal_i |#i&

nputs

replace_missing_ordinal_t |#fr&

arget

maximum_values_for_ordina |Hif

1

minimum_values_for_contin |G

uous

outlier_ cutoff value DAl

outlier_method Replace
Delete

rescale_continuous_inputs |#frd&

rescaling_method MinMax
ZScore
min_max_minimum DAl
min_max_maximum DA
z_score_final_mean B R
z_score_final_sd DA
rescale_continuous_target |fr&
target_final_mean DAl
target_final_sd DAl
transform_select_input_fi [#r&

elds
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% 79: autodataprepnode B (44L)

autodataprepnode 4~ &1k BRI JE PEA AR
maximize_association_with |#ri&
_target

p_value_for_merging DAl
merge_ordinal_features Fri&
merge_nominal_features Fr&
minimum_cases_in_category |HiA
bin_continuous_fields Fr&
p_value_for_binning DAl
perform_feature_selection |fr&
p_value_for_selection DAl
perform_feature_construct |#ri&
ion

transformed_target_name_e |string
xtension
transformed_inputs_name_e |string
xtension
constructed_features_root |string
_hame

years_duration_ string
name_extension

months_duration_ string
name_extension

days_duration_ string
name_extension

hours_duration_ string
name_extension
minutes_duration_ string
name_extension
seconds_duration_ string
name_extension
year_cyclical_name_extens |string
ion

month_cyclical_name_exten |string
sion

day_cyclical_name_extensi |string
on

hour_cyclical_name_extens |string
ion

minute_cyclical_name_exte |string

nsion
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% 79: autodataprepnode B (44L)

autodataprepnode 4~ &1k By JE PEA AR
second_cyclical_name_exte |[string
nsion

astimeintervalsnode B4

N OB 15 T DU N T OB A P T S N B, 4%
ERE T IR, EDEIE.

< 80: astimeintervalsnode @ %

astimeintervalsnode 1 &t gy &t
time_field field HEBEZ NG 7B, T RO T B
FVEICESE, DU (Al AR, ANSRTELL
SOER TR BB, AR AR HA N TR
5,
dimensions [field1 field?2 ... XL B FH T ARSE T B R A1 AN N E]
fieldn] F#31s
fields_to_aggregate [field1 field?2 ... 75 TE O B) 7 B IS (R B RS R rp, SoCeE
fieldn] FEORFEATICE  1E B I s rvEdE
o ORE BB R CUFE R R A AR Y
FEo
binningnode E1%
DR RBRE RS NAELS: BT FERAE B 3T X (5
g B) FB BN, SERTLUESIO T B O — N A S AU (BN 5(EZ A
o iR KD EFER, — BB 9)E, RIRTAREE RO 4" s
Nl
node = stream.create("binning", "My node")

node.setPropertyValue("fields", ["Na", "K"])
node.setPropertyValue("method", "Rank")
node.setPropertyValue("fixed_width_name_extension", "_binned")
node.setPropertyValue("fixed_width_add_as", "Suffix")
node.setPropertyValue("fixed_bin_method", "Count")
node.setPropertyValue("fixed_bin_count", 10)
node.setPropertyValue("fixed_bin_width", 3.5)
node.setPropertyValue("tilel0", True)

5 81: binningnode &%

binningnode 4 &1k B J& P b
fields [field1 field2 ... BT HRAES: (BUETAR) B, Tl
fieldn] LIRS X 2 N F B T 2K
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£ 81: binningnode B (442

binningnode 1@ By J& Pt b
method FixedWidth T R#Bag R e E SN
YaRe
EqualCount
Rank
SDev
Optimal
rcalculate_bins Always e E R EAIE K BRI T T SR
BHEETEHE X DR, L2 OOREIEDR
IfNecessary HINEIELAE 3 A ETIRTHT D,
fixed_width_name_extension string AV B4 _BIN,
fixed_width_add_as Suffix fERNY BARINEFERANARE (5
) BRIk FR) . WETESN
Prefix income_BIN,
fixed_bin_method Width
Count
fixed_bin_count B EEHTHEN TFEEE REE I (&
A1) ETEERL,
fixed_bin_width real AT UHESRFEENE BREEE)
equal_count_name_ string AV B4 _TILE,
extension
equal_count_add_as Suffix fe @ T AARUE p-tile LRI F XS
Wi EY (G2 . REY BEN
Prefix _TILENEN, Ho N2
tile4d Fr& ERRPU SN TR, BT RFPEE 25%
HILNE
tile5 FR& AR IR
tilel0 Fri& R I DR
tile20 PR AN A BT R
tile100 Fr& ERRE BT D
use_custom_tile T
custom_tile_name_extension string &Y BN _TILEN,
custom_tile_add_as Suffix
Prefix
custom_tile B
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£ 81: binningnode B (442

binningnode M@ M: BmI JE PEA R
equal_count_method RecordCount RecordCount AiERNEF NI BLAHE
FEEHMICS, M ValueSum AiEEES)
ValueSum Bl RGN DR ER S FIHEE,
tied_values_method Next T E B AW 7 FES (E R
Current
Random
rank_order Ascending g MG Ascending (RAK(EIRIE N
1) 3¢ Descending (WEEIRIEA D) o
Descending
rank_add_as Suffix HETGER THER . 28 RIE 77 Eedk
J¥o
Prefix
rank TV
rank_name_extension string REY BN _RANK,
rank_fractional Fr& BEEULIME, HAr R EEREFERR
DIFEGRRIME IR ER, o B E
F 0-1 ZJHl,
rank_fractional_name_ string REY BN _F RANK,
extension
rank_pct Fr& AP ERUE AR RUER IR 5
LL100, 738k B HEA T 1-100
Z 1A,
rank_pct_name_extension string TREY BN _P_RANK,
sdev_name_extension string
sdev_add_as Suffix
Prefix
sdev_count One
Two
Three
optimal_name_extension string TREY %N _OPTIMAL,
optimal_add_as Suffix
Prefix
optimal_supervisor_field field YENIRE F BRI INTB, NIk sEn

TG X,
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5 81: binningnode B4 (444
binningnode 1NEM: By Ja P
optimal_merge_bins Fr& TR A BA B/ INULNME T80 75 9ds
HNEFE R 32,

optimal_small_bin_threshold |##X
optimal_pre_bin FRa& FORBE TR AT DKo
optimal_max_bins B F87E L BR LUk S A1l 8t Ko P8,
optimal_lower_end_point Inclusive

Exclusive
optimal_first_bin Unbounded

Bounded
optimal_last_bin Unbounded

Bounded

derivenode B4

— “DRAE" T RIE SR ESERIE — Dl P TR 7. EalEEARN
— AR A IR, HBISRA T EL

+—

il 1

# Create and configure a Flag Derive field node

node = stream.create("derive", "My node")
node.setPropertyValue("new_name", "DrugX_Flag")
node.setPropertyValue("result_type", "Flag")
node.setPropertyValue("flag_true", "1")
node.setPropertyValue("flag_false", "0")
node.setPropertyValue("flag_expr", "'Drug' == \"drugxX\"")

# Create and configure a Conditional Derive field node

node = stream.create("derive", "My node")
node.setPropertyValue("result_type", "Conditional")
node.setPropertyValue("cond_if_cond", "@OFFSET(\"Age\", 1) = \"Age\"")
node.se;PropertyValue(“cond_then_expr", "(@QOFFSET(\"Age\", 1) = \"Age\" ><
@INDEX"

node.setPropertyValue("cond_else_expr", "\"Age\"")

Tl 2

BERIABCEFFEM D 03148 XPos M1 YPos BIEUTA, SEM Il RE 1l (BIRNFEFRZEAE) /Y
XANY 28h5,  HIIARRIE IRAE" TR, %W RUIRIERE AR R RERIZ AT X H Y ARR T R ZE [R5

stream = modeler.script.stream()

# Other stream configuration code

node = stream.createAt("derive", "Location", 192, 96)
node.setPropertyValue("new_name", "Location")
node.setPropertyValue("formula_expr", "['XPos', 'YPos']")
node.setPropertyValue("formula_type", "Geospatial")
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# Now we have set the general measurement type, define the

# specifics of the geospatial object

node.setPropertyValue("geo_type", "Point")
node.setPropertyValue("has_coordinate_system", Txrue)
node.setPropertyValue("coordinate_system", "ETRS_1989_EPSG_Arctic_zone_5-47")

% 82: derivenode B%
derivenode 1N&EE By JEPEd
new_name string W BRI,
mode Single fEE RN Z T,
Multiple
fields VIES gﬁj THE Multiple B TEFEZ DT
X o
name_extension string T FEARIEEY B,
add_as Suffix T BARION A RIS OF
L) #ER CRE) .
Prefix
result_type Formula R AIEERY /SRR R 7B
Flag
Set
State
Count
Conditional
formula_expr string RATAES T R R BREN A
o
flag_expr string
flag_true string
flag_false string
set_default string
set_value_cond string FRML 5257 (EMH X BRI SR F I L
JE M,
state_on_val string FEETE On St N Hrr By HIE,
state_off_val string TR Off SN BV E,
state_on_expression string
state_off_expression |string
state_initial on T BN NMIE SR 3 BEAIAA{E On
5 0ff, AR RN B et
Off B,
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K 82: derivenode B (4h4R)

derivenode M@k BRI JE PEfD
count_initial_val string

count_inc_condition string

count_inc_expression |string

count_reset_conditio |string

n

cond_if _cond string

cond_then_expx string

cond_else_expr string

formula_measure_type

Range / MeasureType.RANGE

Discrete /
MeasureType.DISCRETE

Flag / MeasureType.FLAG
Set / MeasureType.SET

OrderedSet /
MeasureType.ORDERED_SET

Typeless /
MeasureType.TYPELESS

Collection /
MeasureType.COLLECTION

Geospatial /
MeasureType.GEOSPATIAL

I M AT FH T8 S IRAE R B %
PRI R, PTLAA setter BREUE
FR S HE P — MeasureType
B, getter BREUEAZGRA]
MeasureType {H,

collection_measure

Range / MeasureType.RANGE
Flag / MeasureType.FLAG
Set / MeasureType.SET

OrderedSet /
MeasureType.ORDERED_SET

Typeless /
MeasureType.TYPELESS

MNTERETE (REN 0 FIER)
R PR S5 R R R By IS¢

i,
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3 82: derivenode B (44%2)
derivenode 4 & By JE AR
geo_type Point T HIEZE R B, R MEE It
BRI 2 (AN AV, X
MultiPoint lﬁiﬁ%ﬁ%@ﬂ’ﬂﬂ?@(gﬁggﬁlo
LineString
MultilLineString
Polygon
MultiPolygon
has_coordinate_syste |BOOLEAN A FHUBEZE R B, LB MR
m BRREEASIRR
coordinate_system string XN TR R TR, R EE
B A FR R
ensemblenode B 1%
. R RN B S MR STE— S, DURIS HL AT WA ART— MRS SR Fo ]
B ER Y T
+>
N/l

# Create and configure an Ensemble node
# Use this node with the models in demos\streams\pm_binaryclassifier.str

node = stream.create('

node.setPropertyValue("ensemble_target_ field",

'ensemble", "My node")

"response")

node.setPropertyValue("filter_individual_model_output", False)
node.setPropertyValue("flag_ensemble_method", "ConfidenceWeightedVoting")
node.setPropertyValue("flag_voting_tie_selection", "HighestConfidence")

£k 83: ensemblenode B4

ensemblenode 7@ 1k By JE PER AR

ensemble_target_field field JFITEEpRA A B A E H
PR

filter individual model o |t FEE B NN MY B P55 45

utput e
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R 83: ensemblenode B (44%)

ensemblenode 1)@k

B

JE A8

flag_ensemble_method

Voting
ConfidenceWeightedVoting

RawPropensityWeightedVoti
ng

AdjustedPropensityWeighte
dVoting

HighestConfidence
AverageRawPropensity

AverageAdjustedPropensity

B8 H T 0 E BRI Y 75 K
EEE N AR s B, &
RN E,

set_ensemble_method

Voting

ConfidenceWeightedVoting

TEE H I E R AR 1Y T5 R,
PCEEEE N HbRE S B, &
RN E,

HighestConfidence
flag_voting_tie_selection |Random WMREIREHRESE, ILFEEMR
REEW T, ACHIEER Bz
HighestConfidence FRA&TFEN, ¥R HIRE,
RawPropensity
AdjustedPropensity
set_voting_tie_selection |Random WREIEERTESE, ILTEEMR
REER 715, AUHIEER Bing
HighestConfidence XTI, R R E,
calculate_standard error |fm& W HbRFEORIESN, ABAGRE

BT REBIThRIER TR, DUt
MR E e G R E S B SE 2 A
72, H X AR PCAL R
.

fillernode B4

“TEFR A S TR T BE I B ST,
@BLANK (@FIELD)) M&#fE, =3, thnl DUEENATA 2L A E 2 ER N RE
“YEFR T OB S-SR R DO R O

= {E

Nl

node = stream.create("filler",
node.setPropertyValue("fields",

"My node")
["Age"])

node.setPropertyValue("replace_mode", "Always")

AT LOEREELT CLEM S (A0
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node.setPropertyValue("condition", "(\"Age\" > 60) and (\"Sex\" = \"M\"")
node.setPropertyValue("replace_with", "\"old man\"")

5 84: fillernode B4

fillernode N EM: sy JE PR
fields S1IES BARSEH HE RN R &R 7B
replace_mode Always A LUS AT E(E. 22 {EeiZe{E, thnllL
MRYEHEE S A T o
Conditional
Blank
Null
BlankAndNull
condition string
replace_with string
filternode E1¥
— SR RATERE (EF) FEBL NFEOTEM G DR B DN L
Hr F B — 1T
_’.
A
node = stream.create("filter", "My node")
node.setPropertyValue("default_include", True)
node.setKeyedPropertyValue("new_name", "Drug", "Chemical")

node.setKeyedPropertyValue("include", "Drug", False)

il default_include J81, 1HiFE, %i& default_include BHAEARS HEN W FEeERRTA FE ;
B HE X Y RNEE BN AT R, SXAEDIRE AT B i 8T L RHEAE AR E NS LT L RS B
. Hlan, REGSITLLTIA

node = modeler.script.stream().create("filtexr", "Filter")

node.setPropertyValue("default_include", False)

# Include these two fields in the list

for £ in ["Age", "Sex"]:
node.setKeyedPropertyValue("include", £, True)

BORFSECT UL T B Age Ml Sex, FHIRFFATEHM T, BIT/eifviliA)E, IERZER LU ATHEM
FNZIAAF, Dlansa Do 7B

node.setPropertyValue("default_include", False)

## Include these two fields in the list

for £ in ["BP", "Na"]:
node.setKeyedPropertyValue("include", £, True)

XA AN FERNINEGT ISR, DUE R L3N (Age. Sex. BP, Na) ., #t52, ¥
default_include WHEE N False, AR HINEEMNE T,
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oY, ANSRBLTE S A IAIAS S S BT A XS HEHFF default_include FVEZESCN True, NIRfHIL
TR AGRE, B, RRSFmIFEA Lms|He Ny B, ARERER], Al IR R IS HE
HATHEG, SRR B T ERAR I S HORN

% 85: filternode B4

filternode 1Matk BmI JE PEA R
default_include Fr& FFEERATT BRI 2 I B
HEPEE N

ER, REIEEAR B3 e s EbRAT
ATE ERERE TN T 2 aifite
HERRIEE 7B, A K HAIEREIES I T

OIS
include PRk F T CLAE A BR - B B 2 1
new_name string
historynode B1%
“PISRIESR T ROIET T B, X CL B eI SR TP Y TR, i sRId
EE R AT EBE, A0 R R BE,  TE0E P SRl 1 sz i, &R RER B 1E
F“HRF" 1 O BRI THE
NGl
node = stream.create("history", "My node")

node.setPropertyValue("fields", ["Drug"])
node.setPropertyValue("offset", 1)
node.setPropertyValue("span", 3)
node.setPropertyValue("unavailable", "Discard")
node.setPropertyValue("fill _with", "undef")

3 86: historynode B4

historynode 4 &1k By Je Phib
fields B FHEH IR TER,
offset %5 FEE B M A TREUS 0 sk B AE R R ETIC
S CYRETICRZEIMIES)
span F% 53 FREBEMHREUERI LRI S EE
unavailable Discard AR E T SRIE SFHENIE RN, EHS#E
B DRTRTESRAE N D i sk BYRT L NME
Leave & (M TEIRETR)
Fill
i1l with String FeE BTN il E ] A RIC s AE
HFRF R,
Number
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partitionnode B1%

TR A AT X T B, 1% BRI 70 D B 1 SR DU AR R A i

% g5, WRAIRIER B2,
Nl
node = stream.create("partition", "My node")

node.setPropertyValue("create_validation", True)
node.setPropertyValue("training_size", 33)
node.setPropertyValue("testing_size", 33)
node.setPropertyValue("validation_size", 33)
node.setPropertyValue("set_random_seed", True)
node.setPropertyValue("random_seed", 123)

node.setPropertyValue("value_mode", "System")

3R 87: partitionnode @M

partitionnode 4@k BmIey JEPEAE

new_name string H 1 RAE Y 77 X B I % e

create_validation Fr& FEE B & N AT IE 7 X,

training_size B BRI X IE ST Y E 57 b
(0-100)

testing_size B FECA TN X IIE SR AT Y E 43 b
(0-100),

validation_size B B BLAA TR X AIE ST S Y E 73 b
(0-100), AMSRARGIEIUES X, WM S
P,

training_label string gk XHIPRES

testing_label string i XAYFRES

validation_label string R UETT XHIBRAE . ANSRA AR RIE D X, ]
2 RS

value_mode System feE A TRREER N7 XE,  Filan,
NSRRI LRI N RAREEL 1. FR%E

SystemAndLabel Training s8{ —~#FMWHAE 1_Training,
Label

set_random_seed BOOLEAN fa e 275 MAE P E e BB LA

random_seed B P feErRENLR B, AR EH A A,
set_random_seed A% E N True,

enable_sql_generation |[BOOLEAN feER A SQL AL A HELIE SR E] 73 X

unique_field feEk AT, FLARLFEYIER]E 2 1Y
FRRHE R ECE 7 X, AR A HAE,
enable_sql_generation AL EN
TIer
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reclassifynode B1%

N/l

node
node

node

CERHT A SO SAE RN R — . T RIS A T AT A R
51; IO, EHORIERER.

= stream.create("reclassify", "My node")

.setPropertyValue("mode", "Multiple")
node.
node.
node.
.setPropertyValue("fields", ["Drug", "BP"])
node.
node.
node.
node.
node.
node.

setPropertyValue("replace_field", True)
setPropertyValue("field", "Dxug")
setPropertyValue("new_name", "Chemical")

setPropertyValue("name_extension", "reclassified")
setPropertyValue("add_as", "Prefix")
setKeyedPropertyValue("reclassify", "drugA", Tzrue)
setPropertyValue ("use_default", True)
setPropertyValue("default", "BrandX")
setPropertyValue("pick_list", ["BrandX", "Placebo", "Generic"])

5 88: reclassifynode &%

reclassifynode 4 g1k BmI JE PEAE
mode Single Single X —"PNFEIVFERHITER 77
%, Multiple FHEUEH T RN 247

Multiple BT AR BRI I,

replace_field TV

field string {XAE Single BT A,

new_name string {NAE Single X T #

fields [field1 field?2 ... {NFE Multiple B N,
fieldn]

name_extension string {Y1E Multiple B N,

add_as Suffix {NAE Multiple B #H,
Prefix

reclassify string FEAENE BT,

use_default Fri& fEHBREE,

default string fEEREE,

pick_list [string string ... AP S A BRI ENFIRDIETE R
string] T higlE,

reordernode Bt

“FEEHPET AT RE XA T R T T B E RN, IR RN T B AE S A
BN MENERITI, FAG, FIRN 7Bk, 1 SRR DIE B S8 7 By
AIDLPERS,  EERIERAE .
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N/l

node = stream.create("reorder",
node.setPropertyValue("mode",

"Custom")

"My node")

node.setPropertyValue("soxrt_by", "Storage")
node.setPropertyValue("ascending", False)

node.setPropertyValue("start_fields",

["Age", "Cholesterol"])

node.setPropertyValue("end_fields", ["Drug"])
3 89: reordernode @14
reordernode 1@ BmI JE PEA A
mode Custom A DL E SHE#R I THER, AT DUEE B E
SN
Auto
sort_by Name
Type
Storage
ascending Fri&
start_fields [field1 field? ... W BAm A B B2 o
fieldn]
end_fields [field1 field?2 ... BB A BT B 2 T,
fieldn]
reprojectnode B14%
18 SPSS sy i, FOAFKAYEIRZ2 MBI “Z2[h]-INf A1 (STP) 19 sUR1“Hb = AT A
0719 52 I R R AR R, (S “ BT 2 19 s AT LUBE i AR AR T
> HFEARBR R AR A PR R

3R 90: reprojectnode B4

reprojectnode NNE Mk B J@ PEAd
reproject_fields [field1 field2 . HI PG B T BT Y B
fieldn]
reproject_type Streamdefault [JEEAOMAANFEOHITER
Specify
coordinate_system string ZIN TP B AR RN, Al
set
reprojectnode.coordinate_system
= “WGS_1984_World_Mercator”
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restructurenode EB1¥

“EA RN A T B R S T B O — T B, XA T BT DA 5 — B E
E BATHETS, B, ARGER NIRRT, BENEM. HMEMEIL, IAR
O = B (BHL BB MEID) |, HiE 7Bl il & LR (TR fE,

N/l
node = stream.create("restructure", "My node")
node.setKeyedPropertyValue("fields_from", "Drug", ["drugA", "drugX"])
node.setPropertyValue("include_field_name", True)
node.setPropertyValue("value_mode", "OtherFields")
node.setPropertyValue("value_fields", ["Age", "BP"])
5 91: restructurenode B 1%
restructurenode NMEM: By JE PEAE
fields_£from [category category
category]
all
include_field_name FrRa& e A EN S L F B A P T
Bt
value_mode OtherFields FZRHA T NEHES LRI EE
Ro AIFRIEEE OtherFields, RHEE
Flags SEEFETE (BHTX) o AR
Flags, NHEAEUEIRE,
value_fields 1B % value_mode /& OtherFields, NI
R MR TR, FEE LB
HFE,
rfmanalysisnode B14%
U, FRGRIEET (RFM) 07155, ERESSER R % TR — SIS
3 HWSLAINE GERD | WSERIER gD DURAMUTTERTE 22 5 ey em (5
M), LUERFT X E ML P rl e R Es .
Nl
node = stream.create("rfmanalysis", "My node")
node.setPropertyValue("recency", "Recency")
node.setPropertyValue ("frequency", "Frequency")
node.setPropertyValue("monetary", "Monetary")
node.setPropertyValue("tied_values_method", "Next")
node.setPropertyValue("recalculate_bins", "IfNecessary")
node.setPropertyValue("recency_thresholds", [1, 500, 800, 1500, 2000, 2500])
& 92: rfmanalysisnode B1%
rfmanalysisnode 1MEM: | BEIeHY JE P
Trecency field e TR, ERRREZH. KEgd
BT SR BUE,
frequency field FEEIRT B
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% 92: rfmanalysisnode @14 (444:)

rfmanalysisnode NEM: | BgIe JE PERER
monetary field fEE R T,
recency_bins B FeE B A R R 0 s
recency_weight DA FEE N TE REHERIRE, BREEN
100,
frequency_bins B FaE B IR I R &
frequency_weight R FEEN F THIRBIRANE, REEN 10,
monetary_bins B fEE BRI M T R &
monetary_weight Al FEE N AT IR MEHEIINE, REEN 1.
tied_values_method Next FE7E Bk A 3 R EEEEIE,
Current
recalculate_bins Always
IfNecessary
add_outliers Fr& HEY recalculate_bins %N
IfNecessary ¥ A[H, NRCHEE, W
PO T TR R T RYIE AN TR 774%
M, I BORFR 0 A ERYIE SRS IS e
TR,
binned_field Recency
Frequency
Monetary
recency_thresholds value value HAY recalculate_bins %4 Always

N H, FEERKE DR T BREERM LR
BEH, — N ERBERET — MR
M FRRIBIME $40, [10 30 60] A& XHAN5
&, H—DRn EBRERE TR BIE D5
7910 M130, AR BUE BN
30 A1 60,

frequency_thresholds

value value

HEY recalculate_bins il Always
= AT Ho

monetary_thresholds

value value

HAEY recalculate_bins %4 Always
N AT A

settoflagnode E1¥

EE “BAPR

=
IR

T RGBT — D M T BOE X0 SHMETRE 2 MRl 7B
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N/l

node = stream.create("settoflag", "My node")
node.setKeyedPropertyValue("fields_from", "Drug", ["drugA", "drugX"])
node.setPropertyValue("true_value", "1")

node.setPropertyValue("false_value", "0")
node.setPropertyValue("use_extension", True)
node.setPropertyValue("extension", "Drug_Flag")

node.setPropertyValue("add_as", "Suffix")
node.setPropertyValue("aggregate", True)
node.setPropertyValue("keys", ["Cholesterol"])

3+ 93: settoflagnode B4
settoflagnode M@tk B JeE P b
fields_from [category category
category]
all
true_value string fEE R ERGEN T AT E N EE, RE
BN T,
false_value string e ERGEN T AT E A ERE, A
B9 Fo
use_extension bri& ERY B E TR & F B 5 S5 AT
%
extension string
add_as Suffix FEEFTINIY B4 2 G 408 2 i
Prefix
aggregate Fra& M R Bl R 04, WA FEAMAND
SKRENE, NaERHAFFTE RS
FEBo
keys $1IES KT,

statisticstransformnode EB1¥

Statistics # a5 SEF 4 IBM SPSSModeler FFRYAIETEFEITATIERT IBM SPSS

E. Statistics IEEmM S, M AZEE IBM SPSS Statistics FYIF AT EIA,

BRI RBHNER, ESHE 377 WY Cstatisticstransformnode &%) o

timeintervalsnode B (FiTF)

s T AE SPSS IS AR VA8 FEANHEE ], F A BN MRy “IN TR e 41 95 5o

& IS TR] R B 79 s X TR, B T X I TR e 2 e AT AR (MIRTFE) o 4l
FERAFRARITEN, AL FRRIE R ZE TS EECRHE SR R DA B A1
IR X A,
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N/l

node = stream.create("timeintervals",
node.setPropertyValue("interval _type",

node.setPropertyValue("days_per_week", 4)

node.setPropertyValue ("week_begins_on",

node.setPropertyValue("hours_per_day", 10)
node.setPropertyValue("day_begins_hour", 7)
node.setPropertyValue("day_begins_minute", 5)

node.setPropertyValue("day_begins_second", 17)

node.setPropertyValue("mode", "Label")
node.setPropertyValue("year_start", 2005)

node.setPropertyValue("month_start",

node.setPropertyValue("day_start", 4)
node.setKeyedPropertyValue("pad", "AGE", "MeanOfRecentPoints")
node.setPropertyValue("agg_mode", "Specify")
node.setPropertyValue("agg_set_default", "Last")

"January")

"My node")
"SecondsPerDay")

"Tuesday")

R 94: timeintervalsnode B4

timeintervalsnode 1 &1k

B!

J P

interval_type

None

Periods
CyclicPeriods
Years

Quarters

Months
DaysPerlWeek
DaysNonPeriodic
HoursPexrDay
HoursNonPeriodic
MinutesPerDay
MinutesNonPeriodic
SecondsPerDay

SecondsNonPeriodic

mode

Label

Create

feE R EESRICIL RO R B ETEE H
JA, I TRV ER N [ B A e A

field

field

YRR AN, fEERRE M
SRA H BN B

152 IBM SPSS Modeler 19.0 Python Scripting and Automation Guide




2R 94: timeintervalsnode |1 (444%)

timeintervalsnode &Mk

B

EiR R

period_start

B

T € JE S AR A A S S 4 (X R

cycle_start

£33

TEFAE AR FE 3

year_start

B

M FERXREIEE, 165 — DX E AR
HIEELT

quarter_start

B

XA AR, fEe— X E AR
MU,

month_start

January
February
Mazxch
April
May

June
July
August
September
October
November
December

day_start

B

hour_start

B

minute_start

£33

second_start

B

periods_per_cycle

gy

XEFOREAE],  FEE A R BRI

fiscal_year_begins

January
February
Mazxch
April
May

June
July
August
September
October
November
December

MTZFEEXIE, f5E BRI R A
fie
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2R 94: timeintervalsnode |1 (444%)

timeintervalsnode 7@k By JE g
week_begins_on Sunday MNFREAEXE (—REFIR, —KHR
/NN — R PRI — KA RE) | 45
Monday TE — T A A — Ko
Tuesday
Wednesday
Thursday
Friday
Saturday
Sunday
day_begins_hour B M REEIPEX R (—RHPR/NN, —KA9
PR —RARR) | $aE—RITFIERY
/N, AIBLE day_begins_minute #l
day_begins_second &5 A kfH ,
DUFEE — MR TR], 140 8:05:01, &
Z LT I R B,
day_begins_minute B T REEEXE (RPN, —RK$
D BRI —RHRIFD) | FEE—RIFEEHY
3P (40 8:05 WY 5)
day_begins_second B XTI R (— RPN, —K
P E R —RAPRIR) | faE—RIH4ER
B (40 8:05:27 iy 17)
days_per_week TR T RBAMEXE (—FHPrR, —RKHPHy
NN — R ERI—RKAPrR) | 45
TE —JE PR REL
hours_per_day R T REHIEX R (RPN, —RKA

FIr A —RAPIED) |, fEE—RAPEh
K
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2R 94: timeintervalsnode |1 (444%)

timeintervalsnode &Mk

B

EiR R

interval_increment

10

15

20

30

X —RAR 3 HR]— KA IR,
BTSN 73 PR B

fEEN

field_name_extension

string

field_name_extension_as_pr
efix

PR

date_format

"DDMMYY"
"MMDDYY"
"YYMMDD"
"YYYYMMDD"
"YYYYDDD"

DAY

MONTH
"DD-MM-YY"
"DD-MM-YYYY"
"MM-DD-YY"
"MM-DD-YYYY"
"DD-MON-YY"
"DD-MON-YYYY"
"YYYY-MM-DD"
“DD.MM.YY"
"DD.MM.YYYY"
“MM.DD.YYYY"
“DD.MON.YY"
"DD.MON.YYYY"
"DD/MM/YY"
“DD/MM/YYYY"
"MM/DD/YY"
“MM/DD/YYYY"
“DD/MON/YY"
"DD/MON/YYYY"
MON YYYY

q Q YYYY

ww WK YYYY
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2R 94: timeintervalsnode |1 (444%)

timeintervalsnode &Mk

B

EiR R

time_format

"HHMMSS "
"HHMM"
"MMSS"
"HH: MM : SS"
"HH : MM
"MM:SS"

“(H)H: (M)M: (S)S"

"(H)H: (M)M"
“(M)M: (S)S"
"HH.MM.SS"
"HH.MM"
"MM.SS"

“(H)H. (M)M. (S)S"

"(H)H. (M)M"
"(M)M. (S)S"

aggregate

Mean
Sum
Mode
Min
Max
First
Last

TrueIfAnyTrue

TEE T BIICE T .

pad

Blank

MeanOfRecentPoints

True

False

TEE T BIIET TR,

agg_mode

All

Specify

FERE TR AR R 2 A6 FH A R R BUE
TR TB, OB E EE Y 5 BT
o

agg_range_default

Mean

Sum

Mode

Min

Max

T TR IESE 7 BN YRR B
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2R 94: timeintervalsnode |1 (444%)

timeintervalsnode 1 gtk By J& P b
agg_set_default Mode FEE IS4 ST BN A P YR R EL
First
Last
agg_flag_default TrueIfAnyTrue
Mode
First
Last
pad_range_default Blank T € FCIE ST BN B F AR & B
MeanOfRecentPoints
pad_set_default Blank
MostRecentValue
pad_flag_default Blank
True
False
max_records_to_create B FEEETE A N EL AR AT R R ISR K
estimation_from_beginning |#r&
estimation_to_end bR
estimation_start offset B
estimation_num_holdouts R
create_future records Fr&
num_future_records B
create_future_field bR
future_field_name string

transposenode B1%

BT R R SHATRIFI I EE, DUEICSREN 7B, T ERAONIER,
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N/l

node = stream.create("transpose",

"My node")

node.setPropertyValue("transposed_names", "Read")
node.setPropertyValue("read_from_field", "TimelLabel")
node.setPropertyValue("max_num_fields", "1000")
node.setPropertyValue("id_field_name", "ID")
3R 95: transposenode &%
transposenode 4 &1k B JETEH A
transpose_method enum fEEFFIE L IER (normal), CASE |
VAR (casetovar) B{ VAR Z| CASE
(vartocase),
transposed_names Prefix “IERETEEENEN, T LURETE E RIS
AT 7B, M DINEIE G+
Read B IEGH T B $ao
prefix string “IEHRRE RN E N,
num_new_fields I “IEETEREENEE, RSN, f5E
AR T BRI R REH .
read from_field field “IEEEEIENENE. W IE AR T
B, TR — NSRBI, A
£35S PR H B
max_num_fields B “EEHEEENEME. MM
VAR, HE7E b R DUEE o0 617855 KR 7 B
i
transpose_type Numeric “EEEEENEE, REENT, HEE
HEES: (BUETaRED FB, (BR]DA%ESE
String W7 7B 52 X TR B T
EXO
Custom
transpose_fields BUES “IERETEEENEY, fEEEfH
Custom N ZHEE R 7B,
id_field_name field IR E T IR E M.
transpose_casetovar_id |[field “CASE %I| VAR”(casetovar) ¥ & /%M E
fields M, EZERERIITFERNZ DN TR,
fieldl ... fieldN
transpose_casetovar_co |[field “CASE %] VAR”(casetovar) ¥% & 5 iENE
lumnfields T, BRI TERNZ DT,
fieldl ... fieldN
transpose_casetovar_va |[field “CASE %] VAR”(casetovar) ¥ & LN E
luefields M, EXEREETFBRINZ DT,
fieldl ... fieldN
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3R 95: transposenode B4 (4442)

transposenode A&tk By

Jg Pk

transpose_vartocase_id |field
fields

“VAR %] CASE”(vartocase) & HENE
Y, EZERERREE&TERNZ TR,

fieldl ... fieldN

transpose_vartocase_va |field
1fields

“VAR % CASE”(vartocase) & =B
", BZERAFEETEFERNZNTFE,

fieldl ... fieldN

typenode Bt

N/l

node

node.
node.
node.
node.

-3

= stream.createAt("type",

setKeyedPropertyValue("check",
setKeyedPropertyValue("direction",

- SRR REEE T BOTRAENE Y, BN, BRI DEEESN T ERETINESS] (GE£8
a3 B ARFRERE) | RERTAHERIEARSE Null {ERTEIR, BE M TR T
B th, 1508 T BN EAUEIR S LU N 7 B E (H

"My node", 50, 50)
"Cholesterol", "Coerce")
IIDIugII , IIInputll)

setKeyedPropertyValue("type", "K", "Range")

setKeyedPropertyValue("values",

"drugbD", "drugX",
"drugY", "drugz"])
node.setKeyedPropertyValue("null_missing", "BP", False)
node.setKeyedPropertyValue ("whitespace_missing", "BP", False)
node.setKeyedPropertyValue("description", "BP", "Blood Pressure")

node.setKeyedPropertyValue("value_labels",

Pressure"],

["NORMAL",

"normal blood pressure"]])

["dIUgA", "dIUgB", "dIUgC",

“BP", [["HIGH", "High Blood

R, FEMIT Al RERE e 2L ESET mi REMEH ALY JIERBAT, BN, RWFRET R fields
from @M, AIDUERRT ROFHITIZT RUASEAN LR L TR

tablenode = stream.createAt("table",

stream.link(node, tablenode)
tablenode.run(None)
stream.delete(tablenode)

"Table node", 150, 50)
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% 96: typenode B1%

typenode 4~ | By JE P b
JEtE
direction Input TR IR,
Target e BUEAHEREAE In Ml Out . TERFR
FIRRAS HR AT BE B A I LB Y S o
Both
None
Partition
Split
Frequency
RecordID
type Range LIRS (Seni
ORI EA”) o ff type IEN
Flag Default X{EFRATA values B8
BB, FHHAE value_mode FIE A
Set ;’Sz[?%dfy’ A ERFEE D Read,
Tvnel value_mode &N Pass 5 Read,
ypeless BB E type NEFM value_mode,
Discrete Vs DA 6 PR Y RCHE ) 7 45 55
AR B ANE, XM R RANT T AR - TEE ->
OrderedSet EGEEE > AXNAEFRE > AFEE >
PAES
Default
storage Unknown F AR BT LSRR R
String
Integer
Real
Time
Date
Timestamp
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3R 96: typenode B4 (44R)

typenode 4~ | By JE P b
JE
check None TR R & 8 1,
Nullify
Coerce
Discard
Wazrn
Abort
values [value value] NFESIITEmES, B em/IME,

E— M ERANME, NTH YR, fEE
AH, MREFERMNE, £ MERE
false, J—/MEIZFE true, HEZEM
FFEE value_mode JEHHIZE N
Specify,

value_mode

Read
Pass
Read+
Current

Specity

WEENREAR. FE, TaErNtEME
EE%E N Specify ; BEHAKEME, F
%E values B,

extend_valu
es

Pk

2 value_mode &i&E N Read B,
BN T MPREET B E AR I BT =S 7
BHH, WiEN F N EFIEEHIIN#ETL
BUHE,

enable_miss
ing

Pk

HIREN T, W 7B E AR

missing_val
ues

[value value ...]

N AN S C TE Y CTLIE R

range_missi |FriE TEERENTFEOENTRAME (ZEH) 1
ng 8

missing_low |string % range_missing WER, {5EHRI(E
er TO I T RR,

missing_upp |string Y range_missing NEN, IEERKEE
er T Y _EBR,

null_missin |#Ri& WERN TR, 28 (FEREFERN

g $null$ MARE XIH) BAATRKAE,
whitespace_ [#ri& WER T, (NaEZEE (298, HilRA
missing FHATRY) REBAER A,
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3R 96: typenode B4 (44R)

typenode 4
Je

B

JE A8

description

string

N Bt i,

value_label
s

[[Value LabelString] [ Value LabelString] ...]

RFEXEERE,

display_pla
ces

B

N5 BB R NS R (AT
REAL AT o (BN -1 RHEARER
AfH,

export_plac
es

B

N FEBAEE S H I N R (VT L
REAL f#HERIFEY) o (EN -1 FHEFTREE
H1H,

decimal_sep
arator

DEFAULT

PERIOD

COMMA

N5 BRE R 2 BRTF (GO T2 REAL
B TED o

date_format

“DDMMYY"
“MMDDYY"
"YYMMDD"
"YYYYMMDD"
"YYYYDDD"

DAY

MONTH
“DD-MM-YY"
"DD-MM-YYYY"
“MM-DD-YY"
“MM-DD-YYYY"
"DD-MON-YY"
“DD-MON-YYYY"
"YYYY-MM-DD"
"DD.MM.YY"
“DD.MM.YYYY"
“MM.DD.YYYY"
“DD.MON.YY"
“DD.MON.YYYY"
“DD/MM/YY"
"DD/MM/YYYY"
“MM/DD/YY"
“MM/DD/YYYY"
"DD/MON/YY"
“DD/MON/YYYY"
MON YYYY

g 0 YYYY

ww WK YYYY

FrBaE H RN (VAT DL DATE 5
TIMESTAMP TEERITEEY) .

time_format

"HHMMSS"

"HHMM"

"MMSS"
"HH:MM:SS"
"HH:MM"

"MM:SS"

"(H)H: (M)M:(S)S"
"(H)H: (M)M"
"(M)M: (S)S"
"HH.MM.SS"
"HH.MM"

"MM.SS"
"(H)H.(M)M.(S)S"
"(H)H. (M)M"
"(M)M. (S)S"

NFEALER FRE ((VHFLL TIME 5¢
TIMESTAMP 7B TER) o
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3R 96: typenode B4 (44R)

typenode 4~ | By JE P b
JEtE
number_form |DEFAULT N B B Torkg
at

STANDARD

SCIENTIFIC

CURRENCY
standard_pl |## N Bg B DR AERS U RIS Y N
aces B, (HR-1MEHRREE BEE,

AW display_places & th & B
B, HERTEAEMH,

scientific_ |Z%k T B B DR BRI 9/ N
places Mk, BN -1 ARG E,
currency_pl |%%# Fep B E DAL Mg U RN YN,
aces B BN -1 MERRREE,
grouping_sy |DEFAULT NFEIEE AT,
mbol

NONE

LOCALE

PERIOD

COMMA

SPACE
column_widt |%%K NFBREYGEE, (HH -1 ZRRF5%
h FEBEE N Auto,
justify AUTO NFBIRETIRTTHE R,

CENTER

LEFT

RIGHT
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3R 96: typenode B4 (44R)

typenode 4
Je

B

JE A8

measure_typ
e

Range / MeasureType.RANGE
Discrete / MeasureType.DISCRETE
Flag / MeasureType.FLAG

Set / MeasureType.SET

OrderedSet /
MeasureType.ORDERED_SET

Typeless / MeasureType.TYPELESS

Collection /
MeasureType.COLLECTION

Geospatial /
MeasureType.GEOSPATIAL

EANRYEEMNS type AHLLZ AATET,
ER LT E G5B KB &, X
B ZAAEF, 1F Python JiIAs 4w 5.,
AT LAA] setter BREUE S H A —1
MeasureType fH, [ getter FHaRZ&R[A]
MeasureType {H,

collection_ |Range / MeasureType.RANGE NTERETE (GRERNO0WAIR) | HE
measure PEIEMEE 5 B (A A KRR 2R,
Flag / MeasureType.FLAG
Set / MeasureType.SET
OrderedSet /
MeasureType.ORDERED_SET
Typeless / MeasureType.TYPELESS
geo_type Point XTIz R B, R M E
SNk b A EIS B i I VA
MultiPoint 552%{%595”2%{%5_‘&0
LineString
MultilineString
Polygon
MultiPolygon
has_coordin |BOOLEAN T2 R B, B E TR
ate_ system A EARBRR
coordinate_ |string AT HIEEZE A B, iR M
system ELRIAEAR R
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3R 96: typenode B4 (44R)

typenode 4 | ##E3¢H JE PERE

Ja Tk

custom_stor |Unknown / MeasureType.UNKNOWN XAEEEE S custom_storage HIMH
age_ type PLZET, ER DU TE TR E &

String / MeasureType.STRING
Integer / MeasureType.INTEGER
Real / MeasureType.REAL

Time / MeasureType.TIME

Date / MeasureType.DATE

Timestamp /
MeasureType.TIMESTAMP

List / MeasureType.LIST

itk XAlZAMET, 1E Python BIAYw
B AR LU setter BIE LS H AP —
StorageType fH, T getter FARZR[H]
StorageType fH,

custom_list

;torage_typ
e

String / MeasureType.STRING
Integer / MeasureType.INTEGER
Real / MeasureType.REAL

Time / MeasureType.TIME

Date / MeasureType.DATE

Timestamp /
MeasureType.TIMESTAMP

MNTHNRTE, R R KR E
TAiEER,

custom_list |##K MNTANRT B, MR MR E T B IR

_depth s

max_list_le |%&%k AN FA T I R 2 1) O PR 2 () B AR A K

ngth . EIFEESIR AT E SR TTREE R
WEHRNRAKE,

max_string_ | % {GEFEEEEE, mEAAEAR SQL XL

length

OUERMNEH, AR R TITH
(B 5 SFERAERPA R — R BRI
AT,
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o 12 71 EIE T RUsETE

ATNBEE T RN RN, S e AR AR A R

® 97 BREETREMN

AR EIE YRR By JE A
title string feEbRE, R : "Thisis a title."
caption string feE S FEBHH, R © "This is a caption.”
output_mode Screen feE 2 R E T R S 2 H R S
W,
File
output_format BMP fEE ST, FOVFREN Y U O U e 2k
BRI,
JPEG
PNG
HTML

output (.cou)

full_filename string 9 NI s R i 5 8 B ARBS R A SO
%

use_graph_size FrRa& P 2 55 T TR B8 FEE A v e M R e 1 R ]
TERIRN, Rt B RENER, NEaHT
PaKiTIRED =W

graph_width D Y use_graph_size N True i, DURFENHAL
WIBEEEE,

graph_height [Pl Y use_graph_size N True I, LUHRZE AN
WIBEEEE,

* A R] % B

R ERE D " (REFH) , AL RNE TR AIENESFE) KF, 0 FLURBIFTR

plotnode.setPropertyValue("color_field", "")

IEEE®

ERASHERI TR (WS () JT4R) , FHEEREL, ARk, BRADREAZItG, Flin, ZRERERR
ERNKES, EEHLTIER

mygraphnode.setPropertyValue("graph_background", "#87CEEB")

AL, FIPRAIEL 87 F8ELLENE 5 RN AL CE fEELONE ; IIGWHNE EB feEHANE., BMNT
] LU 0-9 58 A-F JERINIVE, SXEEERT—EfeE4-4¢-1% (5 RGB) Hift,



TE: DURGB JEA /e B taiy, Al LU A P S A 7 Bod e e i IR o g, AR RS 2R
& R ERE RIS SR S B LESR,

collectionnode B4

“WEE T KRR — M T ERAERDN T 5 — M r T B ER i, (BRITEEZEEL
TEAEWEE, ) EREPHEAE S g RiN, & 26Hr, #H3-D

il BRI, I n] DA%

N/l

node = stream.create("collection",

# "Plot" tab

VTR OESRER S

"My node")

node.setPropertyValue("three_D", True)
node.setPropertyValue("collect_field", "Dxug")
node.setPropertyValue("over_field", "Age")

node.setPropertyValue("by_field",
node.setPropertyValue("operation",

# "Overlay" section

“BP")

"Sum" )

node.setPropertyValue("color_field", "Drug")
node.setPropertyValue("panel_field", "Sex")
node.setPropertyValue("animation_field", "")

# "Options" tab

node.setPropertyValue("range_mode", "Automatic")
node.setPropertyValue("range_min", 1)
node.setPropertyValue("range_max", 100)
node.setPropertyValue("bins", "ByNumber")
node.setPropertyValue("num_bins", 10)
node.setPropertyValue("bin_width", 5)

£ 98: collectionnode B

collectionnode A&k BiEERY Ja@ VA
over_field field
over_label auto bRt
over_label string
collect_field field
collect_label auto Fr&
collect_label string
three D Fra&
by_field field
by_label_auto T
by_label string
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3 98: collectionnode B (44:)
collectionnode 4@ ByEEmy Ja VA
operation Sum
Mean
Min
Max
SDev
color_field string
panel_field string
animation_field string
range_mode Automatic
UserDefined
range_min %R
range_max %R
bins ByNumber
ByWidth
num_bins IR
bin_width Al
use_grid FrRa&
graph_background color ATEFRAS 8 T hRUEEITE B,
page_background color ATAEFF KA T AHERITE B

distributionnode B4
G TR (920 [ (PIAHETEOUSER) IR, B, T

- R AR mOR B BRGS0 T DATE G AR i i A “ S 1 ok 4l
|—_ S, V-
IEHZEAR I,
NGl
node = stream.create("distribution", "My node")
# "Plot" tab

node.setPropertyValue("plot", "Flags")
node.setPropertyValue("x_field", "Age")
node.setPropertyValue("color_field", "Drug")
node.setPropertyValue("normalize", True)
node.setPropertyValue("sort_mode", "ByOccurence")
node.setPropertyValue("use_proportional_scale", True)
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% 99: distributionnode B 1%
distributionnode MM&EM: By JE P
plot SelectedFields
Flags
x_field field
color_field field HEBTE,
normalize br&
sort_mode ByOccurence
Alphabetic
use_proportional_scale FRi&
evaluationnode B1%

“DRAL” T VA B TP A LR A A, TP Ak P 5 T B T AR 5 SR AL S5 12
7 B, EARYEFMEAI P EAS DS THR Y. BRI s T IMAERIR MY
IR0 , Re NEENEN D AR SSEE, ERURE, UL

S TAE A UtR

Nl
node = stream.create("evaluation", "My node")
# "Plot" tab
node.setPropertyValue("chart_type", "Gains")
node.setPropertyValue("cumulative", False)
node.setPropertyValue("field_detection_method", "Name")
node.setPropertyValue("inc_baseline", True)
node.setPropertyValue("n_tile", "Deciles")
node.setPropertyValue("style", "Point")
node.setPropertyValue("point_type", "Dot")
node.setPropertyValue("use_fixed_cost", True)
node.setPropertyValue("cost_value", 5.0)
node.setPropertyValue("cost_field", "Na")
node.setPropertyValue("use_fixed_revenue", True)
node.setPropertyValue("revenue_value", 30.0)
node.setPropertyValue("revenue_field", "Age")
node.setPropertyValue("use_fixed_weight", True)
node.setPropertyValue("weight_value", 2.0)
node.setPropertyValue("weight_field", "K")
£+ 100: evaluationnode &%
evaluationnode 4~ &1k By JE PEH A
chart_type i
Response
Lift
Profit
ROI
ROC
inc_baseline Fr&
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3R 100: evaluationnode B4 (44L)

evaluationnode 1NE 1k

B

JE A8

field_detection_method

Metadata

Name

use_fixed_cost

PR

cost_value

Ji 5

cost_field

string

use_fixed_revenue

PR

revenue_value

D

revenue_field

string

use_fixed_weight

PR

weight_value

Ji 5

weight_field

field

n_tile

Quartiles
Quintles
Deciles
Vingtiles
Percentiles

1000-tiles

cumulative

PR

style

Line

Point

point_type

Rectangle

Dot

Triangle
Hexagon

Plus

Pentagon

Star

BowTie
HorizontalDash
VerticalDash
IronCross
Factory

House
Cathedral
OnionDome
ConcaveTriangle
OblateGlobe
CatEye
FourSidedPillow
RoundRectangle
Fan

K7
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3R 100: evaluationnode B4 (44L)

evaluationnode 41k ByEEmy JE PEfD
export_data bR
data_filename string
delimiter string
new_line g
inc_field_names Fr&
inc_best_line I ¥
inc_business_rule bR
business_rule_condition |string
plot_score_fields R
score_fields [field1 ... fieldN]
target_field field
use_hit_condition I ¥
hit_condition string
use_score_expression bR
score_expression string
caption_auto Fr&

graphboardnode E1%

A\ “EIAR T SRR PR P2 A RIZE BRI, (AT, A DO ERER
E: AR B, PR NE A TIEE BAary v Bt — R, RO B3 i HE
T BRI B,

TE: AR EN EERER R TE (BIAN, NESEETE y_field) , ZEIERHRN,
TE: £ VI IR 2 AN A BRI VR E B IR b, A —MERT B ; ARSI 4 AT SRt 7B,

N/l

node = stream.create("graphboard", "My node")
node.setPropertyValue("graph_type", "Line")
node.setPropertyValue("x_field", "K")
node.setPropertyValue("y_£field", "Na")
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% 101: graphboardnode B4

graphboard Mgk

B

JE PR A

graph_type

2DDotplot
3DArea

3DBar

3DDensity
3DHistogram
3DPie
3DScatterplot
Area

ArrowMap

Bar

BarCounts
BarCountsMap
BarMap
BinnedScatter
Boxplot

Bubble
ChoroplethMeans
ChoroplethMedians
ChoroplethSums

ChoroplethValues

PRIREIERL,

K7
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5 101: graphboardnode @14 (444%:)

graphboard M@EE | BEIEH J@ PAd

ChoroplethCounts
CoordinateMap
CoordinateChoroplethMeans
CoordinateChoroplethMedians
CoordinateChoroplethSums
CoordinateChoroplethValues
CoordinateChoroplethCounts
Dotplot

Heatmap

HexBinScatter

Histogram

Line

LineChartMap
LineOverlayMap

Parallel

Path

Pie

PieCountMap

PieCounts

PieMap
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5 101: graphboardnode @14 (444%:)

graphboard M@ | B JE PEfD
PointOverlayMap
PolygonOverlayMap
Ribbon
Scatterplot
SPLOM
Surface
x_field field g x BHEE B E RS,  FUEH TR
y_field field g y HlHEE BE AR, HUEH TR
z_field field FERRLE — = R {d
color_field field TERE P
size field field AR E A,
categories_fiel |field
d
values_field field
rows_field field
columns_field field
fields field
start_longitude |field 52 EHsiSkEL &,
_field
end_longitude_£ |[field
ield
start_latitude_ |field
field
end_latitude_£fi |[field
eld
data_key_field |field AT &HFE,
panelrow_field string
panelcol_field string
animation_field |[string
longitude_field |field G =y AR & 1E
latitude_field |field
map_color_field |field
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histogramnode E1%

“TELT B R BN R T B R NI, T R R R T R R E A AR Y

s MRERTERREAE, G 07 Al B, BT B A R R BE A P

N/l

node = stream.create("histogram", "My node")
## "Plot" tab

node.setPropertyValue("field", "Dxrug")
node.setPropertyValue("color_field", "Drug")
node.setPropertyValue("panel_field", "Sex")

node.setPropertyValue("animation_field", "")
# "Options" tab
node.setPropertyValue("range_mode", "Automatic")

node.setPropertyValue("range_min", 1.0)
node.setPropertyValue("range_max", 100.0)
node.setPropertyValue("num_bins", 10)
node.setPropertyValue("bin_width", 10)
node.setPropertyValue("normalize", True)
node.setPropertyValue("separate_bands", False)

3R 102: histogramnode JB14%
histogramnode 1M& 1k Beny JE P
field field
color_field field
panel_field field
animation_£field field
range_mode Automatic
UserDefined
range_min AR IR
range_max DA%l
bins ByNumber
ByWidth
num_bins A
bin_width IR
normalize Fr&
separate_bands Fr&
x_label_auto Fr&
x_label string
y_label_auto bR
y_label string
use_grid Fr&
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5 102: histogramnode [B1% (44%)

histogramnode 4~ gE 1k B JaPEAd

graph_background color ATAEFF KA T AHEETE B
page_background color APTEFRAAN B T hRUEETE S,
normal_curve Fri& FeHIB & N AE S P R IE S 7 A k.

mapvisualization B4

P AT AT AR 2 RS, AR RS R B oy — R A
B, #ADREERE SRR TR ; B, RETRERERSSX A, EHZ
& AJRETFAE—TERZ. — MATEN—MEE,

5 103: mapvisualization B

mapvisualization MME: | BEI!

JE PR A

tag string

ER ARICARR,  REARICE —
T, EETEAGERRT RIINE GE—E
ARG 1, B DERRICE 2, MK
)

layer_field field

RSO S PR A B PR o B TR o i ]
R, BREEEET AP
BN - R

.

- Z30jE

« 2R

« MultiLinestring

s Ba—N - 20Z0Y
WERAW N TEEAHFNEI, 5RETE
O R AR B PRSI 3 —

B

color_type BOOLEAN

FE RSB XS A M 7 B RHIE B AR L€
EREHESTE, DIREIREE+ S —1
FEMEXFEN B, PIRERVEZ
standard 5 overlay, fHR&EEN
standard,

color string

WIHN color_type #%Ef# T standard,
KA THBIFRR e E 5 A PR TR IR+
1) Pl 2RI 1 0 I e A 0 P 8 8

REE R E R IR 1,

color_field field

WA color_type & T overlay, A4
TR EL S Gk R R R T B A R L
PRIV 7B
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3 103: mapvisualization B (442)

mapvisualization 4 @M:

B

JE PR A

symbol_type

BOOLEAN

FEE SR AT A LB - B e SR N PR IR 5
TREFRESNS, A TRIESESS
—FEBEE SUSINAF B bR, PTRERVIEZ
standard 8¢ overlay, HREEN
standard,

symbol

string

W1 N symbol _type %% T standard,
BB T hig R e & nl DU T BoRHE B
RIS,

symbol_field

field

WM symbol _type & T overlay, #R
KT PR RO 8 5 R R R 7 B ]
BAEEFIE S Y. BR800 ETE,

size_type

BOOLEAN

T BN T M PR S B C SR B P AR E R/,
RIEFES A, R ETRIEES 5
—FERIE TS BIFRIY RN EER SR
Y, FIREMIESE standard 8¢ overlay,
TREEN standard,

size

string

RN size_type % T standard,
IBLHETF point B multipoint, FHiK
HN T EER TINERF S R/NER, N T
linestring 8 multilinestring, % F
P ZFIF O B LRSI £E

size_field

field

WM size_type & T overlay, H4
TR R LS 5 R A T B A R L
EEA A T B

transp_type

BOOLEAN

T E B AT T A Hi - B 10 S N FH b 25 B
[, ERIEHEERBHE, SHERETEIRE
B S —FERNEERS., &EHZ0E
iEHHEE, RIRERY(ESE standard Y
overlay, MHRE{EN standard,

transp

WM transp_type % T standard,
A THEE AR T BB A R IERE, M 0% (R
FEI) WmE 100% GERH) , MEHN
10%, EEHE ERYR. LS ZAEE
HHEE,

WK size_type EE T overlay, 4
TR TS 5 R A st B A R X
RPN 7.

X FENEEM points, multipoints,
linestrings fllmultilinestrings.
polygons fllmultipolygons, HRE(EN
0%, MNTFTENEER polygons Al
multipolygons, BRE(EJY 50% (LA
MO T AER) S
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3 103: mapvisualization B (442)

mapvisualization 4 @M:

B

JE PR A

transp_field

field

WA transp_type %% T overlay, B
2T HEE R & 5k E Z R PR BEAE ]
BAREAFIIATE B

data_label_field

field

feE B EHE _EEBIRRE N B, )
A1, ARG HN FIZIE BN E R ZHEE,
IRAEAEIRZE AT HEE name 7 - &8N %
ORI FR,  KIMAEHIERE name FEEATRE
SSFAEHE B R,

use_hex_binning

BOOLEAN

JB RS 9 B A LS T R
K, BREBOT, ZEELT XA,

color_aggregation Al
transp_aggregation

string

AN A7 D R SRR TES
FE, IBAZFBRIIFTE BRI RIS
NI SO TIL R TEREN T Hl
B E BT B e REREL

A PR B EC

S (LEEEEEEE)

« S

« FIME

« /ME

« IKMH

o HfER

« DU AL

o BEATUSAL

s (NFE, HIASKE IS ERE)

- FEME

« F/MHE

« IKME

X

. /M

« lAMH

R

o« QISYER—T true MY true

« ANFYERE—DN false MK false

custom_storage

string

Wil B BRI, TREEN
List, HIRFEET List, IRLRERALT
custom_value_storage #l1list_depth

Tl

custom_value_storage

string

BV RFRTTRIFHHEIT, mAZRE
N BRRTEEIATAESERY,  BRE{EDN Real,
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3 103: mapvisualization B (442)

mapvisualization NMEM: | EEIen JE PEHE

list_depth B BYIFRFRIIEEE, PR TH A
%Ex?’ﬁ@, EIELUT & -

.5—0

 LineString - 1

« 230 -2

c ZR-1

« MultiLineString - 2

- Z /I\%Lﬂ/ -

BRI T TR BRI R IO F1 2R Y s P22 R
E&E@%@u&iﬁ%?ﬁ&ﬁ@ﬁﬁ%%&ﬂ AR
EAIER, WARERE % 7B

BREEN 0, BIMEN 0, RAIEN 10,

multiplotnode E1¥

“ZEAUIE T RAIRERD X TR EETRED Y FERIVEREE, Y FEREEAHINE
E= TRV 5 R TR IRIE R HL X Ef"&%ﬁﬁﬁ?ﬁ’]‘*ﬁlﬁ@ln o TERER
SN BREN R R LR, ZEBUSEIER A,

NGl
node = stream.create("multiplot", "My node")
# "Plot" tab

node.setPropertyValue("x_field", "Age")
node.setPropertyValue("y_fields", ["Drug", "BP"])
node.setPropertyValue("panel_field", "Sex")

# "Overlay" section
node.setPropertyValue("animation_field", "")
node.setPropertyValue("tooltip", "test")
node.setPropertyValue("normalize", True)
node.setPropertyValue("use_overlay_expr", False)
node.setPropertyValue("overlay_expression", "test")
node.setPropertyValue("records_limit", 500)
node.setPropertyValue("if_over_limit", "PlotSample")

3 104: multiplotnode &%

multiplotnode 4)& 1k BiEEmY Ja VA
x_field field
y_fields HlI5
panel_field field
animation_field field
normalize FrRa&
use_overlay_expr Fr&
overlay_expression string
records_limit IR
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3R 104: multiplotnode @M (44R)

node = stream.create("plot",

# "Plot" tab

node.setPropertyValue("three_D",
node.setPropertyValue("x_£field",
node.setPropertyValue("y_field",
node.setPropertyValue("z_field",
# "Overlay" section

"My node")

True)
"BP")

"Drug")

"Cholesterol")

node.setPropertyValue("color_field", "Drug")

node.setPropertyValue("size_field",

node.setPropertyValue("shape_field",
node.setPropertyValue("panel_field",
node.setPropertyValue("animation_field",

IIAgeII)

node.setPropertyValue("transp_field", "")

node.setPropertyValue("style",

# "Output" tab

"Point")

IISeXII)
“BP")

node.setPropertyValue("output_mode", "File")

node.setPropertyValue("output_format",
node.setPropertyValue("full_filename",

plot_output.jpeg")

"JPEG")
"C:/temp/graph_output/

multiplotnode 4 &1k By JE P
if_over_limit PlotBins

PlotSample

PlotAll
x_label auto Fr&
x_label string
y_label_auto bR
y_label string
use_grid FrRa&
graph_background color ATETRAAN 28 T hRHEETE S,
page_background color ARTTEF SR T hrdE BT,

plotnode B1¥
AR R BB P B AIRY K e ALEE A A (HUR) BBl AlR R
[

N/l

% 105: plotnode B14%

plotnode &Mk B Jw Pk

x_field field N x BHEE B E SR, FUEH ThRE,

y_field field N y BHEE B8 SRR, HUER TR

three_D PR Ny BiEE BE RS, FUERT 3 gEEEH
bR
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5 105: plotnode B (442)

plotnode Mgtk B JE PR

z_Tfield field

color_ field field HETE,

size_field field

shape_field field

panel_field field T8 T A FER 2l s E R 1Y % B
RS T B, BR—EEmME—MtiEx
i,

animation_field field Fe7E DUE U RA R R 2 A1 GEt {8 FH ) 1 1) 7
—RYEN TR ZR R E) I AT Y
4 T B bR E T B

transp_field field feE LUR AR EERE R GE &5
AR BB R AR ) - IR F (9
B, FEHTEEURIE,

overlay_type None fa 2 U RES KL 2 LOESS FiEde.
Smoother

Function

overlay_expression string 878 overlay_type &N Function i
i rRA,

style Point

Line

point_type Rectangle

Dot

Triangle
Hexagon

Plus

Pentagon

Star

BowTie
HorizontalDash
VerticalDash
IronCross
Factory

House
Cathedral
OnionDome
ConcaveTriangle
OblateGlobe
CatEye
FourSidedPillow
RoundRectangle
Fan

x_mode Sort
Overlay

AsRead
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5 105: plotnode B (442)
plotnode 1@k B JaPEAd
X_range_mode Automatic
UserDefined
X_range_min XA
X_range_max DA
y_range_mode Automatic
UserDefined
y_range_min DA%l
y_range_max IR
z_range_mode Automatic
UserDefined
z_range_min IR
z_range_max A
jitter PR
records_limit R
if_over_limit PlotBins
PlotSample
PlotAll
x_label auto Fri&
x_label string
y_label_auto Fr&
y_label string
z_label_auto ¥
z_label string
use_grid FrRa&
graph_background color ATAEF KA R T ARHE TR B
page_background color ARFTEFF AR T ARHERITE B,
use_overlay_expr bR ZEYEEH overlay_type Bt
timeplotnode B4

“If TR AR B T R B R — SR B IN R SRR JEE,  SECRE ¥ Je (o I TR TRI R 79

= RORANE TimeLabel 7B, % 5B TARIE x Bl
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N/l

node = stream.create("timeplot", "My node")
node.setPropertyValue("y_fields", ["sales",
node.setPropertyValue("panel", True)
node.setPropertyValue("normalize", Txue)
node.setPropertyValue("line", True)
node.setPropertyValue("smoother", True)
node.setPropertyValue("use_records_limit", True)
node.setPropertyValue("records_limit", 2000)

# Appearance settings
node.setPropertyValue("symbol_size", 2.0)

men", "women"])

& 106: timeplotnode B

timeplotnode M@tk B J@ PR

plot_series Series

Models

use_custom_x_field Fr&

x_field field

y_fields IES

panel FRa&

normalize &

line Fr&

points PR

point_type Rectangle

Dot

Triangle
Hexagon

Plus

Pentagon

Star

BowTie
HorizontalDash
VerticalDash
IronCross
Factory

House
Cathedral
OnionDome
ConcaveTriangle
OblateGlobe
CatEye
FourSidedPillow
RoundRectangle
Fan

smoother PR HEAEN panel EN True, FALFFEEER
InEE A

use_records_limit bR

records_limit B

symbol_size DA%l FEEFFS RN

panel_layout Horizontal

Vertical
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eplotnode B4

E-Plot (Beta) R I FFBCZ I Kk Re ES“RE" T RIEE, (H2HEITA
A, FHHHmHERRE T SRR EE . beta 0 MRz FIHTEIE )

o o

% 107: eplotnode B 1%

eplotnode 4@ B Ja@ PAtioh

x_field string feE e X _E BRI TFE,

y_field string FEEBEN Y £ BRIFEL,

color_field string P8 T2 FH T H A B B A ] R S

(ANRFTE)

size_field string fEEEA TR B ESNTER (0
REE

shape_field string feEEH Tt PRI E ES 7B (A0
RELD

interested_fields string fEE B M P o B TR

records_limit B FERE R B H A 2 il B R TE SR BT EL
. WRE{EN 2000,

if_over_limit BOOLEAN faE 2 A Sample EIEL
Use all data &l (AIHRCHE
i records_limit) . HREEN
Sample, FHEXNBIREFENAE, BEEm
i records_limit ik, HISERSEE Use
all data MIZME records_limit 342
HIFrE IR A, EEE, iR BEREK
MERE,

tsnenode E1%

‘ ¢ 3 t- A REN LRI R A (t-SNE) 2 TRl b S 4R T B, HORPEBIE e % L Rk
. ETREME, I t-SNE 15 57E SPSS A H{fH Python TSI HFRE scikit-
learn® Python J#&,

5 108: tsnenode B4

tsnenode 1NE Tk By JETER A

mode_type string {67 simple 8¢ expert /R

n_components string WHRZERI4ERE (2D 5k 3D) , F57E 2 Bk
3, BRAEEN 2,

method string {8 barnes_hut 5 exact, HREEN
barnes_hut,

init string mEMHL, 18¢E random 5 pca, HE
{84 random,
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R 108: tsnenode [B% (4¥42)

tsnenode 1@k BwIemy JE PEHR

target_field string EARTFE AR, T E N 2 o gt
B, MRAIEE BirFR, AAEGRE

MV18.2.0.1 FFHE, EatH A RRE S

target

perplexity float PR 2% i 5 At - b S B Fh (o Y Bl 4R
TLREEAM R, EE, BIEERK, #E
HIREREBR, 157 FEIERE 5 #7150 Z[H]
I, BREEN 30,

early_exaggeration float el R AR 22 (R H Y B SRS ZELE R 22 [E] R Y
BEBREDRME 2 B2, REHE
H12.0,

learning_rate float TREE N 200,

n_iter B AL R FSE RS, EAREN 250,
TRE{E N 1000,

angle float A R R NIZE P B 1T R P A RN
f6E 0-1 JERINME, BREER 0.5,

enable_random_seed BOOLEAN WE N true LUE A random_seed 2%,
hEEN false,

random_seed B ZUEHIRETIER T, BREEN None,

n_iter_without_progress B TERENBRAERRE, TEEN
300,

min_grad_norm string ANSRBR AR RS T L EE, ABA R LR
1k, BREMEN 1.0E-7, FIRERVIECIFE :
« 1.0E-1
« 1.0E-2
« 1.0E-3
-« 1.0E-4
« 1.0E-5
« 1.0E-6
« 1.0E-7
- 1.0E-8

isGridSearch BOOLEAN BN true DUEHZ DN ARIYK R EHAT
t-SNE, #RE{EN false,

output_Rename BOOLEAN AR AEEAR EFI AR, APLIETE true,
HHTEE false DLHAIMmA I, REE
y false,

output_to string f8%E Screen B Output, BREEN
Screen,

full_filename string FEE i H K44,

output_file_type string i scERgsl,  F8@E HTML B Output

object, WREMEIY HTML,
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webnode E¥

N/l

node
# "P1
node.
node.
node.
node
node.
node.
node.
# "Op
node.
node.
node
node.
node.
node.
node.
node.
node.
node

Web T BIP D BRI N LLERFS (038) FEREVEZ AR KRB, B EHAR
ot FHANHI L SR FTRE TR E . BIAN, RERTLUREF Web T moRERSRIEHL TR 5505 3 BT
LS Z Y K Ro

= stream.create("web", "My node")

ot" tab

setPropertyValue("use_directed_web", True)
setPropertyValue("to_field", "Drug")

setPropertyValue("fields", ["BP", "Cholesterol", "Sex", "Drug"])

.setPropertyValue("from_fields", ["BP", "Cholesterol", "Sex"])

setPropertyValue("true_flags_only", False)
setPropertyValue("line_values", "Absolute")
setPropertyValue("strong_links_heavier", True)
tions" tab

setPropertyValue("max_num_links", 300)
setPropertyValue("links_above", 10)

.setPropertyValue("num_links", "ShowAll")

setPropertyValue("discard_links_min", True)
setPropertyValue("links_min_records", 5)
setPropertyValue("discard_links_max", True)
setPropertyValue ("weak_below", 10)
setPropertyValue("strong_above", 19)
setPropertyValue("link_size_continuous", True)

.setPropertyValue("web_display", "Circular")

= 109:

webnode B

webnode M@ B Je b

use_directed_web PR

fields LB

to_field field

from fields LIES

true_flags_only br&

line_values Absolute

OverallPct

PctlLarger

PctSmaller

strong_links_heavier PR

num_links ShowMaximum

ShowLinksAbove

ShowAll

max_num_links D%

pai
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R 109: webnode B4 (4k4R)

webnode M&EE: B JaPEAd
links_above IR
discard_links_min T
links_min_records A
discard_links_max &
links_max_records B
weak_below A
strong_above Al
link_size_continuous T
web_display Circular
Network
Directed
Grid
graph_background color AT SRS R T ARHE TR B
symbol_size Dl FEERFE RN,
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1

&
w

REEBERTREN

i BT A

(i3

DU @ M T R s G R R ATE BIIME DU IRYE T8 20 R A A MR S SRR,

R 110: nHEETRBM

JE i JE PEHE

custom_fields FRi& AIRA true, MIFRVFER L0 ST E
Bin. BAREMTE, AFN false,
MR FH =R B e R iy S A,

target field MRPERBARAE E — N R F B
BinF B

B B

targets [field1 ... fieldN]

inputs [field1 ... fieldN] AR (58 P i A B TN 2 B o B

partition field

use_partitioned_data FrR& WSRE ST 7 X B, T T mT s £7
ARy DX R F T A TdeAsi A

use_split_data bR

splits

[field1 ... fieldN]

FEE — DN TR 7 B 7B
{VAF use_split_data i%i&HN True
ISRV

use_frequency FRa& Fre A I ER R 7 (S
PARSS S e sl iRl DRIl DI
frequency_field field
use_weight Fra&
weight_field field
use_model_name ) TV
model_name string FTRAIHYE 44 PR
mode Simple
Expert

anomalydetectionnode E1%

L Anomaly Detection T sl A& “IEH " BURF N S HUNME (BRHME) o @l
TR, BEEEHENTSEMERTE AR, BELHFAME ZERONE, t
' ] DUOR AR B HHE,




N/l

node = stream.create("anomalydetection", "My node")
node.setPropertyValue("anomaly_method", "PerRecords")
node.setPropertyValue("percent_records", 95)
node.setPropertyValue("mode", "Expert")
node.setPropertyValue("peer_group_num_auto", True)
node.setPropertyValue("min_num_peer_groups", 3)
node.setPropertyValue("max_num_peer_groups", 10)

3R 111: anomalydetectionnode &%
anomalydetectionnode )&%k fH JE b
inputs [field1 ... fieldN] SR ISR RHAR YRS & A5 A 7B
ki, ENAEHERTER.
NMEANENIR TR, AXEZE
B, 1BSH 3 5 189 DIy Ittt
B REM o
mode Expert
Simple
anomaly_method IndexLevel e AT WEMIEFIRE N FF D
FUEIYTT 1,
PerRecozrds
NumRecozrds
index_level B FEE I THRid s 8 B/ FYE,
percent_records X R R BEE P rIC R E 57 Lk E
THRIEIE AT EIE,
num_records DA IRAE R85 8 A D R EO E H Thn
AT
num_fields B BN LT FICFIRE TR,
impute_missing_values T
adjustment_coeff R B R TP R B e e 45 42
FEBR 0 2 B AN AL,
peer_group_num_auto FRi& Ha BN EHE
min_num_peer_groups B f67€ peer_group_num_auto i%&
N True IS FH N 2 N e/ N
Ho
max_num_per_groups B FaE AN HEL
num_peer_groups R {67 peer_group_num_auto K&
N False IR EHEL
noise_level DA e SRR EEHER O X, 18
fEET 0 F| 0.5 ZEIHIE,
noise_ratio 7R FEE D BLLa 4 I 1% F T e A7
NTER, BTEEMT 0% 0.5 Z[H
fIME,
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apriorinode 1%

“SeR T RMNEHERE —H AN, BHHIE RN A R Z RN, Apriori T it T

% MDA 75 15 6 ) 2 Z8A95R5 IR F R m AUt A BRI SR . X TR YA,
Apriori IIZRAY R AL F R 5 TN Al R B MU R I (T RR A, T L AT Ab PR 2%
A 32 PNEIHESAFAIAIN,  “Jole” ZOR i A H 7B v B, ERNE
LR HI ISR AT AL, RTAERE RS2,

aN/dl

node = stream.create("apriori", "My node")

# "Fields" tab

node.setPropertyValue("custom_fields", True)
node.setPropertyValue("partition", "Test")

# For non-transactional
node.setPropertyValue("use_transactional_data", False)
node.setPropertyValue("consequents", ["Age"])
node.setPropertyValue("antecedents", ["BP", "Cholesterol", "Drug"])
# For transactional
node.setPropertyValue("use_transactional_data", True)
node.setPropertyValue("id_field", "Age")
node.setPropertyValue("contiguous", True)
node.setPropertyValue("content_field", "Drug")

# "Model" tab

node.setPropertyValue("use_model_name", False)
node.setPropertyValue("model_name", "Apriori_bp_choles_drug")
node.setPropertyValue("min_supp", 7.0)
node.setPropertyValue("min_conf", 30.0)
node.setPropertyValue("max_antecedents", 7)
node.setPropertyValue("true_flags", False)
node.setPropertyValue("optimize", "Memory")

# "Expert" tab

node.setPropertyValue("mode", "Expert")
node.setPropertyValue("evaluation", "“ConfidenceRatio")
node.setPropertyValue("lower_bound", 7)

3R 112: apriorinode &%

apriorinode JB % 1 JEPEA
consequents field Apriori BRI “Z5 R A0S fF " RO bR

HARER A 7B, AME AT 7 BORIAR
TR, AXREZER, BRI % 189
T PRI s 1y o

antecedents [field1 ... fieldN]
min_supp DA%l
min_conf DA%l
max_antecedents &R
true_flags FrRa&
optimize Speed
Memory
use_transactional data [#ii& BN true I, BNESIRRTES 5 HAih

HEPRIRTLE KR, ANREPE o YRR AT
TFIRIG AL ERE, FRATREVCR IR
IFo
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5 112: apriorinode B4 (444:)

InformationDifferenc
e

NormalizedChiSquare

apriorinode Ja Tt {1 JE PEH A

contiguous bR

id_field string

content_field string

mode Simple
Expert

evaluation RuleConfidence
DifferenceToPrior
ConfidenceRatio

lower_bound

Ji&

pai

optimize

Speed

Memory

AT EE LB USRS R T

associationrulesnode B4

%

“R IR
BB RE R,

#5. Apriori i 5
554,

MR {ESE, 5 Apriori RN,
“%Eﬁwuﬁﬁﬁﬁw—iw SPSS 7RS4 BLa (i, DUbE
RIEUEAE DL H FH B FEA T AL B D RE

“RIPRIN T s ERE AL

& 113: associationrulesnode &%

associationrulesnode 4> | BEIem A ER

JEtE

predictions field A ZR A Y 7 B R RE R R Y 7 2%

conditions [field1...fieldN] AN R Y 7 B L RE B R Y S

max_rule_conditions R SR RT DLl SRS, /IME
R, wAER S

max_rule_predictions B BAZEHINFP AT DLEL SR R R T, v IME
R, mKERS,

max_num_rules B FERRI S T AR A ] A FE A I R 2
R/ME 1, HAK{EHN 10,000,
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5% 113: associationrulesnode B (4x42)

associationrulesnode 4~ | KR! JE PEH A
JEtE
rule_criterion_top_n Confidence FIIZEH:, HeStmE —ME, BAEHEIE
PRI A A AN SR
Rulesupport
Lift
Conditionsuppozrt
Deployability
true_flags BOOLEAN BEEDN Y E LA B RS e bR B
1 true 18,
rule_criterion BOOLEAN BEEN Y R E AR g A ) (5 R R S RME
SRBEBRAL,
min_confidence DA%l 0.1 #1100 - HAIFT = AN R/ N TFEE G
FERERIE 7 U E, AR = A T B SR
IR T AR ERERIRIN, A FFEFT
TZFR,
min_rule_support DA%l 0.1 1 100 - AEAYFr = A RN Y e/ N o 7R RN
TR E T E, A0SR A TR S
FRE K NTHREERIRN, AR AR %
FL,
min_condition_support [AH 0.1 % 100 - BRI AR Y e/ NS TR S
TR E D HE, AR A T S
FREKE/ NTHREERIRN, AR AR T %
R,
min_lift TR 1 F 10 - RAEAYRR = AR Y e NG RIS
o AR A T A G/ N TR E(ERY
R, AR AR FEZ A,
exclude_rules BOOLEAN FH BRI Ay SR AU G A U s {5 FH 9
—FIRH K F B
R~ : set :gsarsnode.exclude_rules =
[[[fieldd,field2, field3]],[[field4, field5]]] -
Hrb i [ o BRI EN EBRIIRE 2R —
1To
num_bins TR WE T AESE T BT 0 R B 81 702
B, BIMEN 2, BKEN 10,
max_list_length B M TR K ERMEMYRFR, IR
HR AN TR E R T 2 BT TR O B TEA Y
M R ESOTREN LS. R/IME
N1, &K{EHN 100,
output_confidence BOOLEAN
output_rule_support BOOLEAN
output_lift BOOLEAN
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R 113: associationrulesnode B (4¥4%)

associationrulesnode 4~ | KR! JE PEH A
Ja 1
output_condition_suppo |BOOLEAN
rt
output_deployability BOOLEAN
rules_to_display upto FHE P BRI R KR
all
display_upto B WRTE rules_to_display HIZE T
upto, THBEE R BRI,
&/ MEN 1,
field_transformations |BOOLEAN
records_summary BOOLEAN
rule_statistics BOOLEAN
most_frequent_values BOOLEAN
most_frequent_fields BOOLEAN
word_cloud BOOLEAN
word_cloud_sort Confidence
Rulesupport
Lift
Conditionsupport
Deployability
word_cloud_display B RAMEN 1, ®AEN 20
max_predictions B RTLARE T 0 B B AR e KR 2
criterion Confidence it scin R s WG A ORI TR=
Rulesupport
Lift
Conditionsuppozrt
Deployability
allow_repeats BOOLEAN Tt 2 2 7 15 T A [T AR L FEAE 53 28R
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R 113: associationrulesnode B (4¥4%)

associationrulesnode 1~ | By JE P b
JEtE
check_input NoPredictions

Predictions

NoCheck

autoclassifiernode E1%

X

“Haln I R AT ORI I Zorai R (Beld, MKRENRRE) 15 TR
R P AT DO 4R E 0 b Y R AL PR 5 7R
X P AR AR T iR, BT ERAREE IR LA SO EEEE SRATARIEEA TIE £,

TS AR, KIHATEL
R

IRIEFEE BRI R — B FFARIE TR E RIS E X I R B O THERR

Nl

node = stream.create("autoclassifier",
node.setPropertyValue ("ranking_measure",
node.setPropertyValue("ranking_dataset",
node.setPropertyValue("enable_accuracy_limit", True

node.setPropertyValue("accuracy_limit", 0.9)
node.setPropertyValue("calculate_variable_importance", True)
node.setPropertyValue("use_costs", Txrue)
node.setPropertyValue("svm", False)

“My node")
"Accuracy'
"Training'

)
)
)

R 114: autoclassifiernode @1

autoclassifiernode &1t 1H JeE gk

target field NTARE B, “BihnZEds 1R
BOR A B r B K — 2
LN 25 S T RD S LRI
REE, AXKEZER, HBHE
A 55 189 Ty TR S
¢ S

ranking_measure Accuracy

Area_under_curve

Profit

Lift

Num_variables

ranking_dataset Training
Test
number_of_models B FOFR R R, $RE
RN 1 F] 100 Z[H],
calculate_variable_importance |#ri&
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5% 114: autoclassifiernode B4 (4x4%)

autoclassifiernode Jglk 1 Ja@ VA

enable_accuracy_limit bR

accuracy_limit B F 0 5 100 Z[AIRYEESL,

enable_ area_under_curve T

_limit

area_under_curve limit Dl F 0.0 5 1.0 Z A8,

enable_profit_limit PR

profit_limit ¥ 53 KT 0 B,

enable_lift limit TV

lift limit A BOBEART 1.0 WysEEL,

enable_number_of variables_lim |#ri&

it

number_of variables_limit DAl KT 0 L,

use_fixed cost ) TV

fixed_cost % 5 BT 0.0 S

variable_cost field

use_fixed_revenue bR

fixed_revenue DA% EKTF 0.0 YT

variable_revenue field

use_fixed_weight PR

fixed_weight Ji% A UEART 0.0 BSEEL

variable_weight field

1ift_percentile DA%l F 0 5 100 Z[AIRYEESL,

enable_model build_time_ limit [#R:i&

model_build_time_limit %A BB R TR R, TR
A MR FTAL SR YIS ],

enable_stop_after_time_limit Fr&

stop_after_time_limit % R BEE /NN BTSSR, F TR
BT BB 0 2S8R EREN,

enable_stop_after_valid_model_ |#fri&

produced

use_costs Fr&

<algorithm> PR SRR IR E I,

<algorithm>.<property> string WERERENEMEE, AXES

(58, WBRTM % 197 7Y
Mg BRI
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IRESERME
TR, AR BRI, TR AR ORI 1 S SRR E PR

;I\i :
autonode.setKeyedPropertyValue(<algorithm>, <property>, <value>)
Bilan
node.setKeyedPropertyValue("neuralnetwork", "method", "MultilayerPerceptron")

T B398 HNEEAHE cart, chaid. quest, c50, logreg. decisionlist,
bayesnet. discriminant. svm#lknn,

T B BUET S EEAFRE cart, chaid. neuralnetwork. genlin, svm, regression,
linear flknn,

HahERET HNEIESHVE twostep. k-means il kohonen,
JE R AT RSOSSN FR RS 2
AR A HAMAT AR SRR E A S A s S, Al

node.setKeyedPropertyValue("logreg", "tolerance", "1.0E-5")
R LUNE B ZME, Filan

node.setKeyedPropertyValue("decisionlist", "search_direction", ["Up",
"DOWn"] )

HEHSERRE R
node.setPropertyValue("chaid", Tzue)

T AR BERIRE T E H 3l 0 288" T Rl rP AR, B HREFE S METT AR NEERE, Mg EH
AN 2 RN RR ) G- LABRAE ST 20077 1705 RN —#%,

autoclusternode B4
- “H BRI RUE R BA S PURMEIC SRR RIS, R TE NG H
@‘ it B SR SR, S —RERGE TR RIR IS 2 METEH &, I EA R
& BONRAEATIAR, 2RO RIS TR, NHARMEHITHSS, R TR
ETBE B &,
AN/l

node = stream.create("autocluster", "My node")

node.setPropertyValue("ranking_measure", "Silhouette")

node.setPropertyValue("ranking_dataset", "Training")

node.setPropertyValue("enable_silhouette_limit", True)
node.setPropertyValue("silhouette_limit", 5)

R 115: autoclusternode &%

autoclusternode JgE 1k {E & MR
evaluation field VE: (R T AR, bR

BEIMENTE. 75, aTHFRIA
RIEX o7 T B E RAFFERE, MM
PRI EL I 5 By R ATAR L
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3R 115: autoclusternode B4 (4H4L)

autoclusternode J& 1k

1

JE A8

ranking_measure

Silhouette
Num_clusters
Size_smallest_cluster
Size_largest_cluster

Smallest_to_largest

Importance
ranking_dataset Training
Test
summary_limit B FHER S Y BRI E, fRE%
Bl 1 %) 100 Z [,
enable_silhouette limit |#ri&
silhouette_limit B /T 0 5 100 ZRIFEEEL,
enable_number_less_limit |fri&
number_less_limit X R F 0.0 5 1.0 Z A%,
enable_number_greater_li |fri&
mit
number_greater_limit DAl KTF 0 HIEHL,
enable_smallest cluster_ |#ri
limit
smallest _cluster_units Percentage
Counts
smallest_cluster_limit_p |KiR
ercentage
smallest cluster limit c |%¥K KTF 0 B,
ount
enable_largest_cluster_1 |fni&
imit
largest_cluster_units Percentage
Counts
largest_cluster_limit_pe |3
rcentage
largest_cluster_limit_co [#%

unt
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3R 115: autoclusternode B4 (4H4L)

autoclusternode &1 1H JEPEE
enable_smallest_largest_ |fr&
limit
smallest_largest_limit DAl
enable_importance_limit |#r&
importance_limit_conditi |Greater_than
on

Less_than
importance_limit_greater |5 /T 0 5 100 Z RIS,
_than
importance_limit_less_th |G /™ F 0 5 100 ZHIFVEERL,
an
<algorithm> PR JOVFECEE IR R E
<algorithm>.<property> string WERERENEMNE, AXEZE

B, ESFEEE 197 T NEEEE
B .

autonumericnode B1¥

H a8y T U Z RN [ TR A TR U R E S i IS R, I R B 3l

&,

W S AT S,

Sy B T 7 AR, DR T 6 5 e AT B B R R S P (T A
& S AT C&R B, CHAID. ZitEl/.

I XEAE R DN SR AI AL (SVM), A DUREM K B2, R -2 Bl A Y R B ROk

P s,
ANl
node = stream.create("autonumeric", "My node")
node.setPropertyValue("ranking_measure", "Correlation")
node.setPropertyValue("ranking_dataset", "Training")

node.setPropertyValue("enable_correlation_limit", True)

node.setPropertyValue("correlation_limit", 0.8)

node.setPropertyValue("calculate_variable_importance", True)

node.setPropertyValue("neuralnetwork", True)

node.setPropertyValue("chaid", False)

K 116: autonumericnode &%

autonumericnode J& 1 i JB R

custom_fields Fri& WNERN True, F A EHI| FEOAZ EAE
R IR,

target field “E BT RESR A BRI
—EE AT B WAL FTAY
HARTE, ARXEZEER, ESH
FR 5 189 DY TANHEET HE
Mo .

inputs [field1 ... field2]

partition field
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£ 116: autonumericnode [B1% (4¥4)

autonumericnode &1k 1H Ja g R
use_frequency T
frequency_field field
use_weight Fra&
weight field field
use_partitioned_data & WERE X T 7 X, AL
P8 F TR
ranking_measure Correlation
NumberOfFields
ranking_dataset Test
Training
number_of_models B SO TE AR TP R, FEE R
AN 1 E 100 Z [,
calculate_variable_impor |
tance
enable_correlation_limit |#r&
correlation_limit B
enable_number_of_ fields_ |[#hri&
limit
number_of fields limit B
enable_relative_error_1li |#ri&
mit
relative_error_limit B
enable_model_build_time_ |#ri&
limit
model_build_time_limit B
enable_stop_after_time_1 |#i&
imit
stop_after_time_limit B
stop_if_valid_model Fr&
<algorithm> PR TUVFERER (M R E LT,
<algorithm>.<property> string WEREEENENE, AXEZE

B, 1BSF I 5 197 iy NRER
FEM .
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bayesnetnode 1%

185 DUH-H 2875 L, PR AR R G LS H RO ARIAFI T ) 4855 AL AT SR Y IE

o SRR AR 2 T T 3 B T2 R AN SE LT (TAN) AT /R
FHEN,
ol
node = stream.create("bayesnet", "My node")

node.setPropertyValue("continue_training_existing_model", Tzrue)
node.setPropertyValue("structure_type", "MarkovBlanket")
node.setPropertyValue("use_feature_selection", True)

# Expert tab

node.setPropertyValue("mode", "Expert")
node.setPropertyValue("all_probabilities", True)

node.setPropertyValue("independence", "Pearson")
3R 117: bayesnetnode B 14%
bayesnetnode )&k 1 JE A b
inputs [field1 ... fieldN] D57 PR 28 A28 4 F — > H bR B L
K= PN T B, BB
Ha T 0%, BXEZER, ES
] =/ 55 189 Ty ML KB
e
continue_training_existing_ |fri&
model
structure_type TAN PR BT A DU HT PR 245 P e FH Y 285
o
MarkovBlanket
use_feature_selection Fr&
parameter_learning_method Likelihood FE7E F TP AT s A EEIRT T 5
Z RIS RER R 5 T
Bayes
mode Expert
Simple
missing_values Fr&
all_probabilities FRa&
independence Likelihood Fa7E TR E R B AT RO L
Ny R U RVAI DY RGN
Pearson
significance_level R fEE T e a7 Ry 7 FHE,
maximal_conditioning_set D@l e a7 PR S E 1 i
KE
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3 117: bayesnetnode [B1% (44%)

bayesnetnode &1k fE JE ViR R

inputs_always_selected [field1 ... fieldN] 6 7 F0) 7 DLIH-H (R £ B i 225 FH O B
PEEHPH T,

s HARTBAa b T s iREs,

maximum_number_inputs DAl 6 8 F) 7 DL [R 26 s P i A5~
BRI R EL
calculate_variable_importan |#ri&
ce
calculate_raw_propensities |#i&
calculate_adjusted_propensi |fri&
ties
adjusted_propensity_partiti |Test
on
Validation
buildr B1¥

“R MR RS RE S AE ] R BAIAR, L/H#LﬁIBM
R SPSSModeler ¢+K%67&ﬁ'l$ﬁﬁ$uﬁﬁ‘l
ANl

node = stream.create("buildr", "My node")
node.setPropertyValue("score_syntax", """
result<-predict(modelerModel,newdata=modelerData)
modelerData<-cbind(modelerData, result)

varl<-
c(fieldName="NaPrediction",fieldLabel="",6fieldStorage="real",6 fieldMeasure="",
fieldFormat="",fieldRole="")
modelerDataModel<-data.frame(modelerDataModel,varl)""")

& 118: buildr B

buildzx J& % 1H Ja VA
build_syntax string 2 T A TR Y R IATE
score_syntax string BB T HATHREAIE T8 R BIATEE,
convert_flags StringsAndDoubles IR F i bR & 7B
LogicalValues
convert_datetime FrRi& R T-/F-E A H BAE B BAR RIS =X
A B4 R H A/ A =
convert_datetime_class POSIXct SXEEE T T8 7€ B H #AEE H AR ]
POSTX1t F A BN T 288K
convert_missing Fra& TR RAE R4 R NA {ERVIZ I,
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K 118: buildr B (4448)

buildr &% 51 Ja PEfid

output_html FRa& HETAH F1E R BRI A AYIET -+ L2
~ETE.

output_text FRa& R TR/ R B XA E R R
PRI R IE TR

c50node B¢

C5.0 i SMTER R RSN 4,
c’;aﬁ ORI 7 By EIREAR

#lo

N/l

node = stream.create("c50",

## "Model" tab

"My node")

R T AR R B ARIE A B DO TR R R 5 R

HIRTEBR N 7127 B TUFHTZRZ T TAHRI D

node.setPropertyValue("use_model_name", False)
node.setPropertyValue("model_name", "C5_Drug")
node.setPropertyValue("use_partitioned_data", True)
node.setPropertyValue ("output_type",

"DecisionTree")
node.setPropertyValue("use_xval", True)

node.setPropertyValue("xval_num_folds", 3)

node.setPropertyValue("mode",
node.setPropertyValue("favor",

"Expert")
"Generality")

node.setPropertyValue("min_child_records", 3)

it "Césts" tab

node.setPropertyValue("use_costs", True)

node.setPropertyValue("costs",

[["drugA", "drugX", 2]1)

K 119: c50node B

c50node J& 1k H JE A b
target field C50 A A HA BAR T B AR — P E
2NN TE, AT DR ERE T B
HREZEE, ESHE-M % 189 iy
PSRBT RUB S o
output_type DecisionTree
RuleSet
group_symbolics bR
use_boost Fri&
boost_num_trials Dl
use_xval W&
xval_num_folds &R
mode Simple
Expert
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£ 119: c50node B (4r4)

c50node Jg 1% 1H JEPEE

favor Accuracy IR TR 0 A M
Generality

expected_noise %51

min_child_records DAl

pruning_severity DAl

use_costs Fri&

costs eyl s LE M,

use_winnowing W&

use_global_pruning Fri& &N EH (True) ,

calculate_variable_impor [ir&E

tance

calculate_raw_propensiti [#r&
es

calculate_adjusted_prope |trid&
nsities

adjusted_propensity_part |Test

ition
Validation
carmanode [E1¥
oo CARMA #RITEARZER H P e e i A B EAn T BB L N WNEBHRHE —H RN, 5
EIRE: Apriori tHfZ, CARMA i R R BRI FeAyMg IR ®E GBI , mAMULZE
RIS, SRR MRS A AR AT DA T 2 N AR, BlA0 A T &80 eSS
(RO A9AIZe, S3Ler el iR 55 19 Ja T ARAE T H AR R 8 I e o
Nl
node = stream.create("carma", "My node")

# "Fields" tab

node.setPropertyValue("custom_fields", True)
node.setPropertyValue("use_transactional_data", True)
node.setPropertyValue("inputs", ["BP", "Cholesterol", "Drug"])
node.setPropertyValue("partition", "Test")

# "Model" tab

node.setPropertyValue("use_model_name", False)
node.setPropertyValue("model_name", "age_bp_drug")
node.setPropertyValue("use_partitioned_data", False)
node.setPropertyValue("min_supp", 10.0)
node.setPropertyValue("min_conf", 30.0)
node.setPropertyValue("max_size", 5)

# Expert Options

node.setPropertyValue("mode", "Expert")
node.setPropertyValue("use_pruning", True)
node.setPropertyValue("pruning_value", 300)
node.setPropertyValue("vary_support", True)
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node.setPropertyValue("estimated_transactions", 30)
node.setPropertyValue("rules_without_antecedents", True)

& 120: carmanode B4

carmanode J& 1%

1

Ja A

inputs [field1 ... fieldn] CARMA AU A A B3R, A
M EFRTFB, AN A 7 BRI+
B, BXEZER, ESMHIWE 189
DUy PN RE My o

id_field field BRI AR IR T By B

contiguous FR& AT HEE MR T BRI E SIS,

use_transactional_data PR

content_field field

node = stream.createAt("cart",
# "Fields" tab

"My node", 200, 100)

node.setPropertyValue("custom_fields", True)

node.setPropertyValue("target",
node.setPropertyValue("inputs",

IIDIugII)
["Age", "BP", "Cholesterol"])

# "Build Options" tab, "Objective" panel

node.setPropertyValue("model_output_type",

node.setPropertyValue("use_tree_directives", True)

node.setPropertyValue("tree_directives",

"InteractiveBuilder")

min_supp B¥ (k) BRI X, ARG S0 F
Ko TRAEEN 20%.

min_conf v (Aot REET 20%,

max_size Dl REER 10,

mode Simple RE(EH Simple,

Expert
exclude_multiple Fr& PERR BB Z RN, TREEN
False,

use_pruning PR TREEH False,

pruning_value B RE1E 7 500,

vary_support FRa&

estimated_transactions B

rules_without_antecedent |#ri&

s

cartnode 1%
- 53 ERMENA (C&R) M7 s A2 A AT A T Fl a0 AR WIMME R DS b 1% 05 st 7
ACHT NP BRKRRERKALERE, 39 KRIIGICR 2 EI A, AR

AT R 100% RYWLIEHATE T BRI — NRESER, AR ORI E i
7. B AR A LR TuEE 2 (Y. BFEing) ; rEHRD R
—HHI (RAEWRDTE) S

N/l

"""Grow Node Index 0 Children 1 2
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Grow Node Index 2 Children 3 4""")
# "Build Options" tab, "Basics" panel
node.setPropertyValue("prune_tree", False)

node.setPropertyValue("use_std_err_rule", True)
node.setPropertyValue("std_err_multiplier", 3.0)

node.setPropertyValue("max_surrogates", 7)
# "Build Options" tab, "Stopping Rules" panel
node.setPropertyValue("use_percentage", True)

node.setPropertyValue("min_parent_records_pc", 5)

node.setPropertyValue("min_child_records_pc", 3)

# "Build Options" tab, "Advanced" panel
node.setPropertyValue("min_impurity", 0.0003)

node.setPropertyValue("impurity_measure", "Twoing")

# "Model Options" tab
node.setPropertyValue("use_model_name", True)

node.setPropertyValue("model_name", "Cart_Drug")
R 121: cartnode B
cartnode B {8 JE A
target field C&R MBI TR E s bR R L & — 1
Eﬁ%ﬁfﬁﬁ}5¥ﬁ§>iﬁfﬂbﬂﬁﬁﬁﬁﬁgﬁ?
B, AXEZER, ESMHIEM E 189
DY Ty g My
continue_training_existi [#Iri&
ng_model
objective Standard psm AT IERE KRINEBHESE, FIRTEE
Server J&H%,
Boosting
Bagging
psm
model_output_type Single
InteractiveBuilder
use_tree_directives ) TV
tree_directives string e VEE T, R AIIE =5E5|
= (") Hy DB IEERRFTE G,
%E%,%%ﬂ%ﬁﬁ%ﬁ@ﬁﬁﬁ%
/N E R, JFEATRE LR EH
THAhEARLE,
use_max_depth Default
Custom
max_depth R BRAPERE, M 0 %1000, XfE
use_max_depth = Custom I,
prune_tree Fr& EBIRE, LUk RIS,
use_std_err FRi& EHRANXRZ FRERZE) .
std_err_multiplier DAl R ZEE,
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3 121: cartnode [B1% (4%%:)

cartnode JE 1% 1H JEPEE
max_surrogates % 7 AR,
use_percentage Fri&
min_parent_records_pc DA%l
min_child_records_pc Dl
min_parent_records_abs DAl
min_child_records_abs DA%l
use_costs ) TV
costs ghikaft ZEr{)E .
priors Data
Equal
Custom
custom_priors Esyalle iR LIRS
adjust_priors ) TV
trails DAl FA T HEE B SR A AR AL
set_ensemble_method Voting A HFRRIERE & R,
HighestProbability

HighestMeanProbabilit
y

range_ensemble_method Mean L HARIIRA S R,
Median
large_boost Fr& X IEHE R BVBHEEE N FHEH
min_impurity %R
impurity_measure Gini
Twoing
Ordered
train_pct Dl PilbE R AR S,
set_random_seed Fr& & il Ik I,
seed %5
calculate_variable_impor [ir&E
tance
calculate_raw_propensiti [tr&

es
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R 121: cartnode &

(L)

cartnode BTk

1 JE P8

nsities

calculate_adjusted_prope |fri&

ition

adjusted_propensity_pazrt |Test

Validation

chaidnode B1%

CHAID

Nl

CHAID R/ G RAE RN, DIEREN7El, CHAID 5 C&R HFI QUEST
WECRE, ERTLUERGEZIoH, XEWREELESEREZTRNNS X, BirfH
ANFEATLURBUFTuE (82 807738, %525 CHAID J2 CHAID FEIERR, ErTLAE
WEHAG E A PTRERR 77, (HITF R R,

filenode = stream.createAt("variablefile", "My node", 100, 100)
filenode.setPropertyValue("full_filename", "$CLEO_DEMOS/DRUGIN")
node = stream.createAt("chaid", "My node", 200, 100)
stream.link(filenode, node)

node.setPropertyValue("custom_fields", True)
node.setPropertyValue("target", "Drug")
node.setPropertyValue("inputs", ["Age", "Na", "K", "Cholesterol", "BP"])
node.setPropertyValue("use_model_name", True)
node.setPropertyValue("model_name", "CHAID")
node.setPropertyValue("method", "Chaid")
node.setPropertyValue("model_output_type", "InteractiveBuilder")
node.setPropertyValue("use_tree_directives", True)
node.setPropertyValue("tree_directives", "Test")
node.setPropertyValue("split_alpha", 0.03)
node.setPropertyValue("merge_alpha", 0.04)
node.setPropertyValue("chi_square", "Pearson")
node.setPropertyValue("use_percentage", False)
node.setPropertyValue("min_parent_records_abs", 40)
node.setPropertyValue("min_child_records_abs", 30)
node.setPropertyValue("epsilon", 0.003)
node.setPropertyValue("max_iterations", 75)
node.setPropertyValue("split_merged_categories", True)
node.setPropertyValue("bonferroni_adjustment", True)

R 122: chaidnode B%

chaidnode J& 1%

1 JE A8

target

field CHAID #ARI TR E— N EHIRA K — 1%

MRAATFE, ErLIEEMETR, A

XEZER, S 5 189 1Y
PSRBT SUE M o

ng_model

continue_training_existi [#ri&
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K 122: chaidnode [B1% (4%

chaidnode J& 4 1H JEPEE
objective Standard psm AT IERE KRINEBHESE, FIRTEE
Server &%,
Boosting
Bagging
psm
model_output_type Single
InteractiveBuilder
use_tree_directives ) TV
tree_directives string
method Chaid
ExhaustiveChaid
use_max_depth Default
Custom
max_depth B BRAMERE, M0 %1000, HE
use_max_depth = Custom I,
use_percentage Fri&
min_parent_records_pc DA%l
min_child_records_pc Dl
min_parent_records_abs DAl
min_child_records_abs DAl
use_costs Fr&
costs ghikaft ghk{ ),
trails DAl FATHEME B LRI R AL
set_ensemble_method Voting I EFRIIERE S IR,
HighestProbability

HighestMeanProbabilit
y

range_ensemble_method Mean S HARIERE & IR,
Median

large_boost FR& IR R RAE S R HE

split_alpha &R par- IO 2 v e

merge_alpha & B BE KT,
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K 122: chaidnode [B1% (4%

chaidnode J& 4 1H JEPEE
bonferroni_adjustment FRa& fifi i Bonferroni {£ 1% T & HE,
split_merged_categories [Fri& TCVFRT & RS R TR,
chi_square Pearson XRATHERGSGIHRGE
Pearson (ISR

LR
epsilon &R SR SITAR R Y e N AE
max_iterations DA%l W B ROEARIREL
set_random_seed B
seed D47l

calculate_variable_impor |fri&
tance

calculate_raw_propensiti [Fr&E
es

calculate_adjusted_prope [tr&E
nsities

adjusted_propensity_part |Test
ition

Validation

maximum_number_of models |%#%k

coxregnode [B1%

A Cox AT A, A AR A MR L @ IN Al R AR AR R, T4 A

% TRNAEME, ZEBERER—NMEFRE, FRMNTESERE (f) 24 KB
ol
node = stream.create("coxreg", "My node")
node.setPropertyValue("survival_time", "tenure")
node.setPropertyValue("method", "BackwardsStepwise")

i# Expert tab

node.setPropertyValue("mode", "Expert")
node.setPropertyValue("removal_criterion", "Conditional")
node.setPropertyValue("survival", True)

3 123: coxregnode B

coxxegnode Jg@Tk (1 JE PEAE

survival_time field Cox [EA TR E— ANl & A A7 ]
iDL

target field Cox [EPABARIFTRE— N HiR B %

—PREPMRATE, AXREZE
B, TSI 5 189 Ty it
BT B o
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3R 123: coxregnode B (44R)

coxregnode &1k H JE A
method Enter
Stepwise
BackwardsStepwise
groups field
model_type MainEffects
Custom

custom_terms

["BP*Sex" "BP*Age"]

mode

Expert

Simple

max_iterations

Ji A

p_converge

1.0E-4

1.0E-5

1.0E-6

1.0E-7

1.0E-8

p_converge

1.0E-4

1.0E-5

1.0E-6

1.0E-7

1.0E-8
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3R 123: coxregnode B (44R)

coxregnode &1k H J& PR
1_converge 1.0E-1

1.0E-2

1.0E-3

1.0E-4

1.0E-5

0]
removal_criterion LR

Wald

Conditional
probability_entry DA
probability_removal DAl
output_display EachStep

LastStep
ci_enable bR
ci_value 90

95

99
correlation bri&
display_baseline bri&
survival bri&
hazard T
log_minus_log PR
one_minus_survival Fr&
separate_line field
value Br s T ARAN EANFEAGEE, AR

2T B R IE T Mean” s
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decisionlistnode EB{4%

RFPN R AR B, RSB K4 E — s RV LR RS K,
1‘?) 4, EERVFE S HOIREE iR A Al BEFR RV 20 Bl A A] REXS 38 b7 34 HH AR R i 2
' MU el BRI A e R LAREE SR, ] DURF B ML S5 MR AR
TERALAR PRI FAER F— A AR, Err B MR R — NSRRI — DA
PRI LA, FHPEBCHY S — N RLR R E 45 3R

N/l

node = stream.create("decisionlist",
node.setPropertyValue("search_direction",

"My node")

node.setPropertyValue("target_value", 1)
node.setPropertyValue("max_rules", 4)
node.setPropertyValue("min_group_size_pct", 15)

n Down n )

R 124: decisionlistnode &%

decisionlistnode Jg 1k {E B R
target field PURBIRBAREH — D B L — ek
EPMMATFE, R LIEESRTEL,
BRXEZERE, ESH T 5 189 Ty
PN U o
model_output_type Model
InteractiveBuilder
search_direction Up SEREAE X Hep up tHY Fai%
" 1M Down 8% T (XA,
Down
target_value string WERARIEE, WIRERHEHE,
max_rules B BRSO B R B
min_group_size B BRNBERN,
min_group_size_pct iR BNBERAN (LBETHFRTR)
confidence_level YR T A F B S N INEBE Y
FAF, i N T BRI A R DL E
(F) B/ NEES,
max_segments_per_rule B
mode Simple
Expert
bin_method EqualWidth
EqualCount
bin_count DA
max_models_per_cycle R HI R RHEL,
max_rules_per_cycle R BRI R 2R B S
segment_growth iR
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& 124: decisionlistnode B4 (4*42)

decisionlistnode J@: 1H Ja P

include_missing Fri&

final_results_only ) TV

reuse_fields Fri& AWEEMHEE (HBERI A5
AFE) o

max_alternatives B

calculate_raw_propensiti |fr&
es

calculate_adjusted_prope |Fri&
nsities

adjusted_propensity_part |Test
ition
Validation

discriminantnode E1%

. HIFIS MR Logistic [T B ANFERR AL, (H 21 L e BRI AT BN Logistic
[1] [ BT Re T,

Nl

node = stream.create("discriminant", "My node")
node.setPropertyValue("target", "custcat")
node.setPropertyValue("use_partitioned_data", False)
node.setPropertyValue("method", "Stepwise")

5 125: discriminantnode B
discriminantnode &1 {1 JE PEAd
target field HIRRRERI T E— D BRI — 8L
ZPEA T AMERBET BRI
T, AXEZER, HZHIHMH
189 DAY TS SUE L
method Enter
Stepwise
mode Simple
Expert
prior_probabilities AllEqual
ComputeFromSizes
covariance_matrix WithinGroups
SeparateGroups
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R 125: discriminantnode B4 (4#4%)

discriminantnode J81: 1H JEPEE

means Fra& “E N TEE Y S TE T,
univariate_anovas ) TV

box_m Fri&

within_group_covariance |#r&

within_groups_correlatio |#fr&E
n

separate_groups_covarian |#fr&

ce

total_covariance TV

fishers bRi&

unstandardized bR

casewise_results Fri& “E G O TERE P Y 23 S T,
limit_to_first J A TREEH 10,
summary_table FRi&

leave_one_classification |#tri&

combined_groups Fri&

separate_groups_covarian |Fri& FEFRIETIEW ST 72
ce

territorial_map FRi&

combined_groups PR& AR T R
separate_groups P& BRI e
summary_of_steps bR

F_pairwise bRi&

stepwise_method WilksLambda

UnexplainedVariance
MahalanobisDistance
SmallestF

RaosV

V_to_enter 54

paii

criteria UseValue

UseProbability

e
=il

& EE 3.84,

F_value_entry

e
paill

B EZ 2.71,

F_value_removal
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R 125: discriminantnode B4 (4#4%)

discriminantnode J&1%: 1H JE A
probability_entry % 7 REEZ 0.05,
probability_removal % 57 REERZ 0.10,
calculate_variable_impor [#ri&
tance
calculate_raw_propensiti |#ii&
es
calculate_adjusted_prope |Ir&
nsities
adjusted_propensity_part |Test
ition
Validation

extensionmodelnode B4

R

Python for Spark =l

JHHHE script example for Python for Spark

import modeler.api

stream = modeler.script.stream()

node = stream.create("extension_build",
node.setPropertyValue("syntax_type",

build_script =
import json
import spss.pyspark.runtime

YT RARRY A A, ATLLBAT R 8¢ Python for
Spark MIASRIT RT3 4551,

"extension_build")
"Python")

from pyspark.mllib.regression import LabeledPoint
from pyspark.mllib.linalg import DenseVector
from pyspark.mllib.tree import DecisionTree

cxt = spss.pyspark.runtime.getContext()

df = cxt.getSparkInputData()
schema = df.dtypes[:]

target = "Drug"

predictors = ["Age", "BP","Sex",6 "Cholesterol",6 "Na", "K"]

def metaMap(xrow,schema):
col =0
meta = []

for (cname, ctype) in schema:

if ctype == 'string':

meta.append(set([row[col]]))

else:

meta.append((row[col],row[col]))

col += 1
return meta

def metaReduce(metal,meta2,schema):

col =0
meta = []

for (cname, ctype) in schema:

if ctype == 'string':

meta.append(metal[col].union(meta2[col]))

else:
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meta.append((min(metal[col] [0],meta2[col] [0]),max(metal[col][1],meta2[col][1])))
col += 1
return meta

metadata = df.rdd.map(lambda row: metaMap(row,schema)).reduce(lambda x,y:metaReduce(x,y,schema))

def setTolList(v):
if isinstance(v,set):
return list(v)
return v

metadata = map(lambda x: setTolList(x), metadata)
print metadata

lookup = {%
for i in range(0,len(schema)):
lookup[schema[i][0]] = i

def row2lLabeledPoint(dm,lookup,target,predictors, row):
target_index = lookup[target]
tval = dm[target_index].index(row[target_index])
pvals = []
for predictor in predictozrs:
predictor_index = lookup[predictor]
if isinstance(dm[predictor_index],list):
pval = dm[predictor_index].index(row[predictor_index])
else:
pval = row[predictor_index]
pvals.append(pval)
return LabeledPoint(tval,DenseVector(pvals))

# count number of target classes
predictorClassCount = len(metadata[lookup[target]])

# define function to extract categorical predictor information from datamodel
def getCategoricalFeatureInfo(dm,lookup,predictors):
info = §%
for i in range(0,len(predictors)):
predictor = predictors[i]
predictor_index = lookup[predictor]
if isinstance(dm[predictor_index],list):
info[i] = len(dm[predictor_index])
return info

# convert dataframe to an RDD containing LabeledPoint
lps = df.rdd.map(lambda row: row2LabeledPoint(metadata,lookup,target,predictors,row))

treeModel = DecisionTree.trainClassifier(
1ps,
numClasses=predictorClassCount,
categoricalFeaturesInfo=getCategoricalFeatureInfo(metadata, lookup, predictors),
impurity="'gini',
maxDepth=5,
maxBins=100)

_outputPath = cxt.createTemporaryFolder()

treeModel.save(cxt.getSparkContext (), _outputPath)

cxt.setModelContentFromPath("TreeModel", _outputPath)

cxt.setModelContentFromString("model.dm", json.dumps(metadata), mimeType="application/json")\
.setModelContentFromString ("model.structure",treeModel.toDebugString())

node.setPropertyValue ("python_build_syntax", build_script)

R T:f

JHHHE script example for R

node.setPropertyValue ("syntax_type", "R")
node.setPropertyValue("r_build_syntax", """modelerModel <-
1m(modelerData$Na~modelerData$K, modelerData)
modelerDataModel

modelerModel

")
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R 126: extensionmodelnode &

extensionmodelnode J& 1k 1H JE A
syntax_type R FEEBITH MEIA - R 32/ Python (R
EREE)
Python
r_build_syntax string IR TR TR Y R A TR,
I_score_syntax string SR A TRAIBE 1 R 1A B,
python_build_syntax string 32 T TR Y Python A TR
%o
python_score_syntax string BB T HATHEAIE B Python BIATE
convert_flags StringsAndDoubles IR F i bR & 7B
LogicalValues
convert_missing Fra& TR RAE R4 R NA (B RVIZ I,
convert_datetime Fr& IIETH T/ 2 G H s H BAR [E %X
A 24 R H A/ A% =
convert_datetime_class POSIXCt SSCEEE T T4 LR H s H HAR ]
s B
POSIXlt *%ﬁﬁ’jxi&gﬁjj'f—[‘é\*%ﬁo
output_html Fr& AT £ R BB A gL+ L&
~ETE
output_text FrR& HIRIFAH T8/ R #Efl G X ARIHEER
R R IR TR

factornode B1¥

“PCA/IKIF" 11 KRB TR ERHE & AR RS A BUR IR AEROR . A AT

§E|+ (PCA) IR A FEINENMHE, XHERAF IR TR F B AT 72,
HAHAGHEDNEOHEIER (HEEE) . KHrofiiziiblRzERER, XK
SRULHH T WLINEY 7 BRSO R MRS, X TG ik, HIL R B A2 & AT
XA T BER G IV E BT ARUE 41D BIRA 7B

N/l

node = stream.create("factor", "My node")

# "Fields" tab
node.setPropertyValue("custom_fields", True)
node.setPropertyValue("inputs", ["BP", "Na", "K"])
node.setPropertyValue("partition", "Test")

# "Model" tab
node.setPropertyValue("use_model_name", True)
node.setPropertyValue("model_name", "Factor_Age")
node.setPropertyValue("use_partitioned_data", False)
node.setPropertyValue("method", "GLS")

# Expert options

node.setPropertyValue("mode", "Expert")
node.setPropertyValue("complete_records", True)

node.setPropertyValue("matrix", "Covariance")
node.setPropertyValue("max_iterations", 30)
node.setPropertyValue("extract_factors", "ByFactors")

node.setPropertyValue("min_eigenvalue", 3.0)
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node.setPropertyValue("max_factor", 7)

node.setPropertyValue("sort_values", True)
node.setPropertyValue("hide_values", True)
node.setPropertyValue("hide_below", 0.7)

# "Rotation" section
node.setPropertyValue("rotation",

node.setPropertyValue("delta", 0.3)
node.setPropertyValue("kappa", 7.0)

"DirectOblimin")

5 127: factornode B4

factornode JB 1 8 JE PER
inputs [field1 ... fieldN] PCA/RF AU F A By, H
AMEFABEFR, AN FE 7 BRI+
B, BXEZER, ESHIEE 189
DUy PN RE M
method PC
ULS
GLS
ML
PAF
Alpha
Image
mode Simple
Expert
max_iterations DAl
complete_records br&
matrix Correlation
Covariance
extract_factors ByEigenvalues
ByFactozrs
min_eigenvalue B R
max_factor 4!
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5 127: factornode B4 (44%)
factornode JE& 1k {i JE b
rotation None
Varimax
DirectOblimin
Equamax
Quartimax
Promax
delta B 5 ANEIERE DirectOblimin 7E bEEEEK
PR NeT S E delta FIHES
WRARIEE—ME, WRHEH delta iy
RAEE,
kappa D41 WIERIESE Promax TE e LIRS
o Ma] DR E kappa BB,
WIRARFEE —ME, WEREEH kappa 19
(IS =KW
sort_values ) TV
hide_values ) T
hide_below DAl

featureselectionnode B4

“RHIBE R ARG — SR (BIATR(E S 0 EL) TR EARSERAVE A 7B, A5,

Hivi XN THEE BN R T i AREZEEI TR, fla, RaENSEBSEREE LT
METERIA, RS A A rTREA T BB a5 L T AIE 2
Nl
node = stream.create("featureselection", "My node")

node.setPropertyValue("screen_single_category", True)
node.setPropertyValue("max_single_category", 95)
node.setPropertyValue("screen_missing_values", True)
node.setPropertyValue("max_missing_values", 80)
node.setPropertyValue("criteria", "Likelihood")
node.setPropertyValue("unimportant_below", 0.8)
node.setPropertyValue("important_above", 0.9)
node.setPropertyValue("important_label", "Check Me Out!")
node.setPropertyValue("selection_mode", "TopN")
node.setPropertyValue("top_n", 15)

A K BIREANR VR B A SE R AIRG, 162 0" ORI A R AR
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3 128: featureselectionnode &%

featureselectionnode BTt IET JE Tk
target field ﬁﬁﬁﬁﬁﬁ%ﬁiﬂ:ﬁﬁﬂ’ﬂ EARAT i
AR A THE . A A E B
%I%'EXO BREZER, HSHE
5 189 Ty T s
I
screen_single_category Fr& W True, WERHRIZAEXN TIE5E
S IEICIE SRR S PN E ARSI NS
‘EXO
max_single_category DAl {67 screen_single_category
9 True IHE I EIE,
screen_missing_values Fr& WM True, WPRHRIZE BA S 2k
ENFE, FBEBERTRNIESR BT
[Epa=
max_missing_values B
screen_num_categories br& WIS True, NPRFIRZEMXN TR
i s BA T2 EANNFEL,
max_num_categories DA
screen_std_dev Fr& MR True, WIRHRIEAREZ/NTEL
HFTfeER/IMENTEL,
min_std_dev DA
screen_coeff of var Fr& WM True, WPRHRIE S 2R EBUNF
TR E i/ IMEN B,
min_coeff of var 535
criteria Pearson A8 7326 H ot 43 ZE T 2% &2 T8k
PRI, 52 F VR € B2 E AR YE
Likelihood HIRE B
CramezrsV
Lambda
unimportant_below &R fEEH TR &R EE", “4
FR7BL“NEEHY p BIE, #32M 0.0
F 1.0 191E,
important_above %R 52 0.0 £ 1.0 1Y{H,
unimportant_label string FeE “NEEPRRAIIR
marginal_label string
important_label string
selection_mode Importancelevel
ImportanceValue
TopN
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3R 128: featureselectionnode |84 (444%)

featureselectionnode BTt IET JE Tk

select_important FRi& f£ selection_mode &i&H
Importancelevel I, f8EERIE
PRUEETE,

select_marginal Fr& {f selection_mode && N
Importancelevel i, f5EREAI%E
BEhRR B

select_unimportant Fr& 1f selection_mode && N
Importancelevel i, f5ERAI%
BAERE T,

importance_value 7R £ selection_mode i&i& N
ImportanceValue I, f5@&ZHH
o FUE, HESZM 0 £ 100 HIE,

top_n B f£ selection_mode & &N TopN
i, fEEEMHNDFE, #EZM0
#1000 MJ{E,

genlinnode EB1%

I XEMERRBDN T ARSI T T, S3ORE A Bl S Y R R S R A
AR X, MH, ZRALE PR RONIEIES T, Bl KBS
AUTIRE, CUEZPMERDA, EAREDA., THEBHRAT SRR X A S A (7 AR R,

Nl

node = stream.create("genlin", "My node")
node.setPropertyValue("model_type", "MainAndAllTwoWayEffects")
node.setPropertyValue("offset_type", "Variable")
node.setPropertyValue("offset_field", "Claimant")

% 129: genlinnode &%

genlinnode J&: {11 JE PEHE

target field I XML EOR AN R T B (A
- PMRAERE) , Mk
MATEB, ELHEENETER, f
KEZER, HSH I % 189 1KY
PR B S

use_weight T
weight_field field TR HIESL,

target_represents_trials |Fr&

trials_type Variable

FixedValue
trials_field field FEFMEES:, FREHEF,
trials_number Dl REER 10,
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5 129: genlinnode B (4£42)

genlinnode J&1E

1

JE A8

model_type

MainEffects

MainAndAllTwoWayEffec

ts
offset_type Variable
FixedValue
offset_field field TR HIESL,
offset_value DAl IR S
base_category Last
First
include_intercept bR
mode Simple
Expert
distribution BINOMIAL IGAUSS : i,
GAMMA NEGBIN : fi i,
IGAUSS
NEGBIN
NORMAL
POISSON
TWEEDIE
MULTINOMIAL
negbin_para_type Specify
Estimate
negbin_parameter 45! BREEN 1, Bl E— M IER S,
tweedie_parameter %R
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5 129: genlinnode B (4£42)

genlinnode J& 1 {11 JE PEH A

link_function IDENTITY CLOGLOG : H A%,
CLOGLOG LOGC : WERMEL
LOG NEGBIN : fi Tz,
LOGC NLOGLOG : B 44,
LOGIT CUMCAUCHIT : 2 Cauchit,
NEGBIN CUMCLOGLOG : S E BN,
NLOGLOG CUMLOGIT : B4,
ODDSPOWER CUMNLOGLOG : SRS,
PROBIT CUMPROBIT : BFHMEX,
POWER
CUMCAUCHIT
CUMCLOGLOG
CUMLOGIT
CUMNLOGLOG
CUMPROBIT

power DAl {ERRIEE L,

method Hybrid
Fisher
NewtonRaphson

max_fisher_ iterations DAl REEN 1, RnrEER,

scale_method

MaxLikelihoodEstimate

Deviance
PearsonChiSquare
FixedValue
scale_value Dl REER 1 ; BIRT 0,
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5 129: genlinnode B (4£42)

genlinnode J& 1 {11 JE PEH A
covariance_matrix ModelEstimator
RobustEstimator
max_iterations X R BRAE(EHN 100 ; (SRVF6E A IR SRR,
max_step_halving DAl BREEN 5 ; LA IEREEL
check_separation bRi&
start_iteration DA%l TRAEE 20 5 AT IEEE R,
estimates_change Fri&
estimates_change_min % R TRAE(E 1E-006 ; {TLHE R IE,
estimates_change_type Absolute
Relative
loglikelihood_change FR&
loglikelihood_change_min | &5 ARV R EL
loglikelihood_change_typ [Absolute
e
Relative
hessian_convergence br&
hessian_convergence_min |k TR R RS
hessian_convergence_type [Absolute
Relative
case_summary T
contrast_matrices ) TV
descriptive_statistics FRa&
estimable_functions Fr&
model info Fr&
iteration_history Fr&
goodness_of_fit TV
print_interval &R TREEN 1 ; B IEEEE,
model_summary bR
lagrange_multiplier FRi&
parameter_estimates Fr&
include_exponential br&
covariance_estimates TV
correlation_estimates Fr&
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5 129: genlinnode B (4£42)

genlinnode J& 1 {11 JE PEH A
analysis_type Typel
TypelIIl
TypeIAndTypelIl
statistics Wald
LR
citype Wald
Profile
tolerancelevel % R k& {E=Z 0.0001,

REEZ 95,

pi

confidence_interval

loglikelihood_function Full

Kernel

singularity_tolerance 1E-007
1E-008
1E-009
1E-010
1E-011

1E-012

value_order Ascending
Descending

DataOrder

calculate_variable_impor [#ri&
tance

calculate_raw_propensiti |fRi&
es

calculate_adjusted_prope |Ir&
nsities

adjusted_propensity_part |Test
ition
Validation
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glmmnode B4

T XERMHRE AR (GLMM) 97 12ttt (15 BbRr] UAIEIES M, sl e
Ve ARG R AT BAMER %, FF ELERTREM ko T PR S
' TR, I A L [ R R IR IE A B R B B 2 B PR

% 130: glmmnode B1%

glmmnode J&M: {[1 JEPEH A
residual_subject_spec et ialle BOBTREN T ETFERINEAS, HHE
e — 3 SRR H Y AR
repeated_measures il e X e B FH T AR IR EE R LA,
residual_group_spec [field] ... fieldN)] OB TE X E & RN 22 S50
BV SViDEAS R
residual_covariance_type |Diagonal FEERIE I T 2245
AR1
ARMA11

COMPOUND_SYMMETRY

IDENTITY

TOEPLITZ

UNSTRUCTURED

VARIANCE_COMPONENTS

custom_target Fra& FEAHZ M FAE B3 RUE XY B AR
(false) ;A& H target_field fEEM
FEHIIHFR (true)s

target_field field ZHEBMRTE (R
custom_target 5 true) ,

use_trials Fri& Faor B bmie g —HIRE R AR AR

HPERE, B TR IRt
M Eefe, #REEN false,

use_field or_value Field TR (hE) TR EREE
R
Value
trials_field field B T E iR,
trials_value R WER TR, WREEE
1, IBAm/AMEN 1o
use_custom_target_refere |Ir& ErRRERZE LB HT 2R, B
nce HE N false,

513 BT AR 227



% 130: glmmnode B4 (442

glmmnode J& 1 1H JE P
target_reference_value string ZUERNZE IR (A8
use_custom_target_reference A
true) .
dist_link_combination Nominal HFMER 7T s A 3%
£% Custom AJLUEE
Logit target_distribution FiREEHIFIR
GNP
GammalLog
Binomiallogit
PoissonLog
BinomialProbit
NegbinLog
BinomiallLogC
Custom
target_distribution Normal 24 dist_link_combination A
Custom i HARMER 7o
Binomial
Multinomial
Gamma
Inverse
NegativeBinomial
Poisson
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% 130: glmmnode B4 (442

glmmnode &1 { JE PAb
link_function_type Identity LR ATSER
{8 5% BRE i As &
LogC W target_distribution 9
Binomial, ARASERILUEH
Log FIa AT ] 56 DR BRI
N8R target_distribution i
: : ; SR
CLOGLOG g}ﬁ{’%gmlal ZHHIEME, ARASE
CLOGLOG, CAUCHIT, LOGIT,
Logit NLOGLOG 5% PROBIT,
N8R target_distribution
NLOGLOG Binomial 8%
Multinomial ZAMIEAIME, HRLSE
A] LA A
PROBIT IDENTITY. LOG 5% POWER.
POWER
CAUCHIT
link_function_param DAl FUHEFM RS EE, (4
normal link_function
link_function_type Jy POWER =¥
B
use_predefined_inputs FRi& FERIEE RN T BRI e SO A
TERITE (true) T2k H
fixed effects list HYFE%
(false), fitEME false,
fixed effects_list tialle W5 use_predefined_inputs H
false, ABAIEENHAFEHIEREE
RN B o
use_intercept Fr& WA true (BRE) , ALLEAERIFE
FEBUE,
random_effects list eyl YERBENLZ N 5 & B F-EXF1 2R o
regression_weight_field |field 02 AR AT A 7 B B
use_offset None ferunfE ERf%. {8 None ZR ANl

offset_value

offset_field

R,

offset_value

use_offset E N offset_value

i P R (R A2

offset_field

use_offset iZE N offset_field
N TR ERN 7B
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% 130: glmmnode B4 (442

glmmnode &1 8 JE PEH A
target_category_order Ascending DAEEREEFENFE, {8 Data &
ﬁﬁ)ﬂﬁi‘%qﬂﬂ’ﬂi‘ilfr%‘ﬂbﬁf'?o BREEN
Descending Ascending.
Data
inputs_category_order Ascending AT &P IF, {H Data
feE AR IHEFEIF, REEN
Descending Ascending.
Data
max_iterations B I ETRE P TIRIOER B,  FEMEE
5 BREEN 100,
confidence_level TR 3R AT H B R B X A THERY
BEERA, JETREE;, RKER
100, HRAETEN 95,
degrees_of_freedom_metho |Fixed e WA B B DA T B A
d 5,
Varied
test_fixed effects_coeff |Model BORH T ESBUS TG ZRH RN
ecients %o
Robust
use_p_converge Fr& TS ER S,
p_converge & 2% [ AT ArT IE B,
p_converge_type Absolute
Relative
use_l_converge Fr& FH T X BALSR M ST I2E 10,
1_converge D4l 2% [ s AR IEAH,
1_converge_type Absolute
Relative
use_h_converge Fri& FF Hessian W& YLD,
h_converge B 22 s AT IEAE,
h_converge_type Absolute
Relative
max_fisher_steps B
singularity_tolerance DAl
use_model_name FRi& feRE AR EERIFARR (true) B2

FEHRGAE LTS (false), TREE
f false,
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% 130: glmmnode B4 (442

glmmnode J&: 8 JE P
model_name string W% use_model_name N true, FRA4
Fe7E i IR A4 F5
confidence onProbability RS E(EEENER s i
R e SR E R 2 %,
onIncrease
score_category_probabili |#r&E WY true, WIDN732E BARA BCTNIAE
ties R, REEN false,
max_categories B AR
score_category_probabilities
H true, IBAFEELRFERARIEHIEL,
score_propensity FRa& ARy true, WIAFRIC BAR B AL R
MRSy, fERTFEEE RN “true” BRI HE
P
emeans structure T [ E RNV AR H YN 0 B,
feE BB AL THARREE,
covariance list structure T[] B RN A 2R Y NS B
FEE TR AR E RN 2 5 I EE
& HEXE,
mean_scale Original feE BIRIE B RGRE (g &
SR KB R R T LA T4 PR Y
Transformed {H
comparison_adjustment_me |LSD X210 EE AU TS AG: 36 (6 P )
thod Fiko
SEQBONFERRONT
SEQSIDAK

gle B

GLE 9"/ 7 &M, DUE B AR DURFEIEAS A, 538 IR RS K T M b)
L WRAMM X, FHEMWMERREN X, |~ ERIERA BN 7 AR, MR Lk
' (EHEIPER RAEa BT S NCIL L 5 € IR I e 2714 L e

*131: gle B1%

gle Ja 1k {[1 JE PERR

custom_target Fr& BRHR M RE LT SUE X E R (false)
M target_field fEEMEHI HAR
(true),

target_field field ZHEEMRTE (0% custom_target 7y
true) ,

use_trials Fri& Feor H bR 2 — IR 5 & AR AR FH

i, 2 AT B hn 7B ek
fH, ThAEN false,
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R 131: gle B (4¥5L)

gle J@1E 8 JE PEHE
use_trials_field or_val |Field AT E (RE) TREREEHE
ue £
Value
trials_field field I B T IR
trials_value B HEA e E. WREELENE, A
w&/MEN 1o
use_custom_target_refer |fIr& e ERIZZ AN T2 bR, TREEN
ence false,
target_reference_value |[string FUERASE I (R
use_custom_target_reference Hy
true) ,
dist_link_combination NormalIdentity EARMERY 2 I s AR
Gammalog %P CUSTOM R] LURYE
target_distribution Fif2 V%R E
PoissonLog o1
NegbinlLog
TweedieIldentity
NominallLogit
Binomiallogit
BinomialProbit
BinomiallogC
CUSTOM
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R 131: gle B (4¥5L)

gle @Mk 8 JE PEHE
target_distribution Normal % dist_link_combination & Custom At
EHARMER 7310,
Binomial
Multinomial
Gamma

INVERSE_GAUSS

NEG_BINOMIAL

Poisson

TWEEDIE

UNKNOWN
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R 131: gle B (4¥5L)

GEN_LOGIT

CUMUL_LOGIT

CUMUL_PROBIT

CUMUL_COMPL_LOG_L

0G

CUMUL_NEG_LOG_LOG

CUMUL_CAUCHIT

gle Jmtt f D
link_function_type UNKNOWN B T B ARME 57 AR 2 AH K 1Y S BRER
., WS target_distributionh
IDENTITY Binomial, ABAMERILUER :
LOG UNKNOWN
LOGIT IDENTITY
PROBIT LOG
COMPL_LOG_LOG LOGIT
POWER PROBIT
LOG COMPL COMPL_LOG_LOG
NEG_LOG_LOG POWER
0DDS_POWER LOG_COMPL
NEG_BINOMIAL NEG_LOG_LOG
0DDS_POWER

W15 target_distribution
NEG_BINOMIAL, ABAJERILUHEHA :

NEG_BINOMIAL.

W5 target_distribution 2 UNKNOWN,
HB ST LU

GEN_LOGIT
CUMUL_LOGIT
CUMUL_PROBIT
CUMUL_COMPL_LOG_LOG
CUMUL_NEG_LOG_LOG

CUMUL_CAUCHIT

link_function_param

=
p=i

FF Y Tweedie SEUE, X

% normal_link_function 8¢
link_function_type 79 POWER N7 idi
H
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R 131: gle B (4¥5L)

gle @1k 8 JE PEHE
tweedie_param Dl BN RS E, (GEH
F dist_link_combination %
B4 TweedieIdentity 5%
link_function_type & TWEEDIE M1
o
use_predefined_inputs Fri& FEE AR N T B N e S A B
7B (true) TEKH
fixed effects list HFEk (false),
model effects list it W5 use_predefined_inputs i false,
TETEE B AT RN N,  BE Y i A T B o
use_intercept Fr& WA true (BRE) , IATERRIHlFg#
i
regression_weight_field |field ISR R A EE T B Y T B
use_offset None feranmfs EfRM%, {E None A R
%,
Value
Variable
offset_value DA%l use_offset %N offset_value H{#
R AE,
offset _field field use_offset i%EN offset_field AT
(T ZIEUPESS S
target_category_order Ascending I EFRIHEE T, BREEN
Ascending,
Descending
inputs_category_order Ascending DAL BRI, BREE
Ascending,
Descending
max_iterations B IR BEHATIERAGERREL,  JEFUREEL ; Rk
H1EM 100,
confidence_level DAl BOR T BRI X B HHE R &S
KA, FEFREEL; AMEH 100, BREEH
95,
test_fixed effects _coef [Model SOERA T ESEUS T T 2 5B R T T,
fecients
Robust
detect_outliers Fra& B true I, BIRIFEIRERZ I 940 AR
FIE 3 A 2 B B
conduct_trend_analysis [#r& B4 true I, ICEIESABUSEPUTES S

*ﬁo
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R 131: gle B (4¥5L)

gle J&@1% =1 J@ PR

estimation_method FISHER_SCORING FEE KRR G TR,

NEWTON_RAPHSON

HYBRID
max_fisher_iterations B R AIERRE BN HH FISHER_SCORING
estimation_method) . &/IMENO0, &K
fE4 20,
scale_parameter_method MLE fEEERH T RES R .
FIXED
DEVIANCE

PEARSON_CHISQUARE

scale_value DA%l {¥¥4 scale_parameter_method i%E&E N

Fixed INA]H,
negative_binomial_metho | . Fe & BTG Z I B SR 75 T
d FIXED

¢4 negative_binomial_method i&E&EN

pai

negative_binomial_value [AX

Fixed BRI A,
non_neg_least_squares Fri& BEPUTIEER/NETT, TREEDN false,
use_p_converge FRi& T 28 SUE T,
p_converge D4l 2¢ e IE(E,
p_converge_type PR True FR4aXf, False ZRAHXS
use_l_converge bR FH TR BRI S Y 12 T,
1_converge & 2% [ s AR IEAE,
1_converge_type FRa& True &R4EXS, False FRtEXT
use_h_converge br& FHT Hessian W8T,
h_converge Dl Ze g e LA 1EAE,
h_converge_type PR True FR4aXf, False ZRAHXS
max_iterations B IREZE AT R AR, IR ; ik

A1 100,
sing_tolerance B
use_model_selection Fr& B S RSB RIR E 7 TEEE,
method LASSO A E T PR B 5 TR - (AR

ELASTIC_NET Ridge, ABAMAEMMULSGIE) -
FORWARD_STEPHISE
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R 131: gle B (4¥5L)

gle @1k 8 JE AR
detect_two_way_interact |#Fr&E B8 True I, AEELRE B B0 A By 2 [A]
ions A58 B,
YRR TR0 (BN, FH P R QI A
BN ) FF ELF%E method Jyaraib i,
Lasso BRI NLEING, —F 1% 8 A I A2EE
automatic_penalty_param [#r:& (G FAEEE method 2N Lasso B 3#: FRZ% I
s FATH,
{6 FH ML B ECRT DU A5 Lasso B4 N 25 45 &
P71 KRR T 284
WIRAER True, AIHEAREE, WHRE
N False, MANFERTIZE, IFHAIUMA
FEHilE,
lasso_penalty_param % 57 AR method 24 Lasso B3 NEEH
H automatic_penalty_params 5 False
¥ e, 4 Lasso f&E ST B HIA,
elastic_net_penalty_par | GRS method 24 Lasso BGEENZE I
aml H automatic_penalty_params A False
¥ e, AN SE 1 EETT S BIE.
elastic_net_penalty_par | {0 Y% method 4 Lasso BREE 4%
am2 H automatic_penalty_params & False
el . AN S 2 15ETT S BIE,
probability_entry % R ik method NAFTA N F AT H,  FHXf
NS, TEE f SRR B K,
probability_removal X 7 ik method NAATA N F AT H,  EXf
ROV HBR, $E7E f GEHPRUER B MK,
use_max_effects Fr& N FTiE method A a2 HER = AT
JEH max_effects %4,
Y{E N False W, Frel & Wik & 20 40 5
THRAEZA T 1 R8N SR B
max_effects B i E {5 FH R R A0 A T 5 TN 1Y B R RN £
use_max_steps Fr& B max_steps #£F,
Y{EN False I, BRESEEONETHRALLS
TP RSO ) = A5 I 5
max_steps B T fif AR5 A method N BRI TV R
KL IREL
use_model_name FR& fERE AR EERIAFR (true) B2 EH
RGUERIIAI (false), BRETED false,
model _name string W% use_model_name N true, HAIEE

i FH AR R,
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R 131: gle B (4¥5L)
gle Jg@tk & Ja Pk b
usePI T GEREN true, ABLORFLFELTINAS &8 2
M,
kmeansnode B4

L3

K-Means T sl RSB IEERI N R oA (B85S o
FHEFOERTEA TR, MRARRIEHD, BEEME—D L EERSOEERL, k-

W5 R E X E RIS,

means RN —FIEIEZ SN, EFFNIAERPINEER, meRrEEEmAT

BRI,
NGl
node = stream.create("kmeans", "My node")
# "Fields" tab
node.setPropertyValue("custom_fields", Txue)
node.setPropertyValue("inputs",
"Age"])
# "Model" tab
node.setPropertyValue("use_model_name", True)
node.setPropertyValue("model_name",
node.setPropertyValue("num_clusters", 9)
node.setPropertyValue("gen_distance", True)
node.setPropertyValue("cluster_label",
node.setPropertyValue("label prefix",
node.setPropertyValue("optimize", "Speed")
# "Expert" tab
node.setPropertyValue("mode", "Expert")
node.setPropertyValue("stop_on", "Custom")
node.setPropertyValue("max_iterations", 10)
node.setPropertyValue("tolerance", 3.0)
node.setPropertyValue("encoding_value", 0.3)

["Cholesterol",

"Number")
"Kmeans_")

"BP", IIDIugII' "Na.", IIKII'

"Kmeans_allinputs")

K 132: kmeansnode &%

kmeansnode J& &

JE gD

inputs [field1 ... fieldN]

K-means BAITE—R 55 A 7B EHAT
RN, HHAFEHERTE, ME
FANEFERNETE, BREZE
B, B0 T8 5 189 Ty /v
UM .

num_clusters DA%l
gen_distance br&
cluster_label String
Number
label_prefix string
mode Simple
Expert
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& 132: kmeansnode B4 (44%)

kmeansnode J&1%: 1H JE A
stop_on Default
Custom
max_iterations &R
tolerance &
encoding_value &
optimize Speed T e b siny 77 X2 2N
%o
Memory

kmeansasnode B

K-Means /i FIIRERIL 2 —, EREBIERIRENRZ PMHUE R, SPSS i

K 75 Y K-Means-AS 5 siffifH] Spark #7558, B % K-Means BIEMIFAER, &
%[ https://spark.apache.org/docs/3.5.4/ml-clustering.html#clustering, 1HTER,
K-Means-AS 15 5l H 8/ 77 28728 B A TR G

& 133: kmeansasnode &%

kmeansasnode &% & JE

roleUse string fei€ predefined FRonfifi I FE X A
1, 87 custom £ HERIFE D
fic, HREMEN predefined,

autoModel BOOLEAN fEE true RRFHRA I ($S-
prediction) HTH#IAERIIPEDFER,
feE false FRERERIZFF, A
{EH true,

features field T AR mgIR (IR
roleUse EMHIXEN custom) ,

name string HAE IR F BRI FE (AR
autoModel EMEILE N false) .

clustersNum B FOIEREEH, REEN 5,

initMode string PIRLE TR, FIRERVIEY k-means | |
8 random, HRE(EN k-means]| |,

initSteps R et S (WS initMode RiE N
k-means||) o BRETEN 2.

advancedSettings BOOLEAN F8E true FoRIE TP E MR
& E N false,

maxIteration B RBRIGERIEL, BREEDN 20,

tolerance string (FILAERREZE, FIRERVIREN
1.0E-1, 1.0E-2, ... 1.0E-6, {ik#A
{EN 1.0E-4,
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https://spark.apache.org/docs/3.5.4/ml-clustering.html#clustering

£ 133: kmeansasnode |14 (44£)

kmeansasnode &1 & JE b

setSeed BOOLEAN fEE true R HERIBEN LA, B
HEAN false.

randomSeed B EFIFENLIA - (A0 setSeed BN

true) .

knnnode E%

The k-BEHHRBTTE (KNN) 15 U LI E 5% B0 Fo il 28 &8 22 A -5 LA R Y

:-: k DXRIZEANEE (A k9L o SSCIIENE SRR, A RENIEAE A
%‘O
NGl
node = stream.create("knn", "My node")

# Objectives tab

node.setPropertyValue("objective", "Custom")
# Settings tab - Neighbors panel
node.setPropertyValue("automatic_k_selection", False)
node.setPropertyValue("fixed_k", 2)
node.setPropertyValue("weight_by_importance", True)
# Settings tab - Analyze panel
node.setPropertyValue("save_distances", True)

& 134: knnnode B

knnnode J& 1k {11 JE PE AR
analysis PredictTarget
IdentifyNeighbozrs
objective Balance
Speed
Accuracy
Custom
normalize_ranges Fri&
use_case_labels Fri& HEIEERTEH T — ML,
case_labels_field field
identify_focal_cases br& I EEERTER T —MNET,
focal cases_field field
automatic_k_selection bri&
fixed_k B HEY automatic_k_selectio X
False B EH,
minimum_k B HE Y automatic_k_selectio Xy

True NF EH,
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R 134: knnnode B (44

knnnode J& 1k 1H JE A
maximum_k B
distance_computation Euclidean

CityBlock
weight_by_importance TV
range_predictions Mean

Median

perform_feature_selectio [Ir&E

n

forced_entry_inputs [field1 ... fieldN]

stop_on_error_ratio ) T

number_to_select B

minimum_change DAl

validation_fold_assign_b [#ri&E

y_field

number_of_folds R HEY
validation_fold_assign_by_fie
1d & False N ¥ EH

set_random_seed ) TV

random_seed DAl

folds_field field HEY
validation_fold_assign_by_£fie
1d N True NFEH

all_probabilities Fra&

save_distances P&

calculate_raw_propensiti |fri&
es

calculate_adjusted_prope [ir&E
nsities

adjusted_propensity_part |Test
ition
Validation

kohonennode E1%

. Kohonen i S22k T —FRBEERIS, MRS IIS T T AT BUR SRR A R e,

L PN IIERSERRIE, ARDUTIC R R A H WU TR S B, 76 5 KRR et

SRS, AU AR R T2 AT LI RORER AR K 3
Tho BSOS ARSI R R A T (1t
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N/l

node = stream.create("kohonen", "My node")
# "Model" tab
node.setPropertyValue("use_model_name", False)

node.setPropertyValue("model_name", "Symbolic Cluster")

node.setPropertyValue("stop_on", "Time")
node.setPropertyValue("time", 1)
node.setPropertyValue("set_random_seed", True)
node.setPropertyValue("random_seed", 12345)
node.setPropertyValue("optimize", "Speed")

# "Expert" tab

node.setPropertyValue("mode", "Expert")
node.setPropertyValue("width", 3)
node.setPropertyValue("length", 3)

node.setPropertyValue("decay_style", "Exponential")

node.setPropertyValue("phasel_neighborhood", 3)
node.setPropertyValue("phasel_eta", 0.5)
node.setPropertyValue("phasel_cycles", 10)
node.setPropertyValue ("phase2_neighborhood", 1)
node.setPropertyValue("phase2_eta", 0.2)
node.setPropertyValue("phase2_cycles", 75)

3 135: kohonennode B
kohonennode Jg {1 8 B
inputs [field1 ... fieldN] Kohonen AU F i A B rv5IZ, (H
AMEHBER,  AME RN E TR,
AREZER, HZSHTM 5 189 Ty
PN RUB MY -
continue bri&
show_feedback br&
stop_on Default
Time
time %
optimize Speed AT e AR 7 U2 IR 2N
%o
Memory
cluster_label Fr&
mode Simple
Expert
width %R
length %5
decay_style Linear
Exponential
phasel_neighborhood &R
phasel_eta &R
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R 135: kohonennode B (4k4k)

kohonennode J& 1% 1H Ja VA
phasel_cycles &R
phase2_neighborhood &
phase2_eta &R
phase2_cycles Dl

linearnode Ei4%

L

N/l

node = stream.create("linear",
# Build Options tab - Objectives panel
node.setPropertyValue("objective",
# Build Options tab - Model Selection panel
node.setPropertyValue("model_selection",

"My node")
"Standard")

LANERDIARTIARYE B br G — D NN & 2 [RIRVLRE SRR i 2 S: H xR,

"BestSubsets")

node.setPropertyValue("criteria_best_subsets", "ASE")
# Build Options tab - Ensembles panel
node.setPropertyValue("combining_rule_categorical", "HighestMeanProbability")
3R 136: linearnode B4
linearnode J& 1 {H JE A b
target field feE A BT,
inputs [field1 ... fieldN] AR FH 0 2% o B
continue_training_existi [fri&
ng_model
objective Standard psm A TIEH KIVEHRSE, FINFE
Server &%,
Bagging
Boosting
psm
use_auto_data_preparatio [tr&E
n
confidence_level DAl
model_selection ForwardStepwise
BestSubsets
None

513 BT AR 243




3K 136: linearnode B4 (444%)

linearnode J&1%: 1H JE A
criteria_forward_stepwis [AICC
e
Fstatistics
AdjustedRSquare
ASE
probability_entry DAl
probability_removal DAl
use_max_effects Fri&
max_effects 4!
use_max_steps FRi&
max_steps Al
criteria_best_subsets AICC
AdjustedRSquare
ASE
combining_rule_continuou |Mean
s
Median
component_models_n B
use_random_seed FrRi&
random_seed DAl
use_custom_model_name TV
custom_model _name string
use_custom_name ) T
custom_name string
tooltip string
keywords string
annotation string

linearasnode B4

LRME R BARUARSE H ARG — e Pl AL 8 2[RI Ze i K R R il 5% H Aro

e
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X 137: linearasnode B4

linearasnode J&1%: {11 JE PEHE
target field faE B BB,
inputs [field1 ... fieldN] PR e FH 9 T A% o B
weight_field field R FH R AT B
custom_fields Fr& & {EH TRUE,
intercept PR& TRE(E N TRUE,
detect_2way_interaction [#Ri&E LB EMNARH, #RE{EN TRUE,
cin % R FF R R B A B R EAS X (A,
HfEERT 0 H/hT 100 fUfH, #RE
BN 95,
factor_order ascending DAL BT, BREES
ascending,
descending
var_select_method ForwardStepwise FUERBANERE 1, TREEN
ForwardStepwise,
BestSubsets
none
criteria_for_forward_ste |AICC FH T 7E B [ A A HR A AN 58 2 B
pwise BRI RRRN G ER. BREER
Fstatistics AdjustedRSquare,
AdjustedRSquare
ASE
pin X R R RN AR /T IFEE pin
BERY /N p (BN, BREEN
0.05,
pout B THREBRIEA R B KT IS E pout
HIY p (EIEMIRN, BREEN
0.10,
use_custom_max_effects bR T R AR R KRN Y, R
H1H M FALSE,
max_effects DAl FHE R A Y B R RN B, R
HEN L
use_custom_max_steps Fri& BOHEHRAS L., REERN
FALSE,
max_steps DAl DR ZHINR A B, A

BN 1o
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K 137: linearasnode &4 (444%)
linearasnode &1k 1H JE P
criteria_for_best_subset |AICC FUERNGH A REEN
s AdjustedRSquare,
AdjustedRSquare
ASE

logregnode B 1%

Logistic [EPLR—RFtit /7%, ErliRiEm A 7B EXCRT02E, 54N

ra AL, R 928 HAR BRI AN 2 BT L
Z IR
node = stream.create("logreg", "My node")

# "Fields" tab

node.setPropertyValue("custom_fields", True)
node.setPropertyValue("target", "Drug")
node.setPropertyValue("inputs", ["BP", "Cholesterol", "Age"])
node.setPropertyValue("partition", "Test")

# "Model" tab

node.setPropertyValue("use_model_name", True)
node.setPropertyValue("model_name", "Log_reg Drug")
node.setPropertyValue("use_partitioned_data", True)
node.setPropertyValue("method", "Stepwise")
node.setPropertyValue("logistic_procedure", "Multinomial")
node.setPropertyValue("multinomial_base_category", "BP")
node.setPropertyValue("model_type", "FullFactorial")
node.setPropertyValue("custom_terms", [["BP", "Sex"], ["Age"], ["Na", "K"I11)
node.setPropertyValue("include_constant", False)

# "Expert" tab

node.setPropertyValue("mode", "Expert")
node.setPropertyValue("scale", "Pearson")
node.setPropertyValue("scale_value", 3.0)
node.setPropertyValue("all_probabilities", True)
node.setPropertyValue("tolerance", "1.0E-7")

# "Convergence..." section
node.setPropertyValue("max_iterations", 50)
node.setPropertyValue("max_steps", 3)
node.setPropertyValue("l_converge", "1.0E-3")
node.setPropertyValue("p_converge", "1.0E-7")
node.setPropertyValue("delta", 0.03)

# "Output..." section

node.setPropertyValue ("summary", True)
node.setPropertyValue("likelihood_ratio", True)
node.setPropertyValue("asymptotic_correlation", True)
node.setPropertyValue("goodness_fit", True)
node.setPropertyValue("iteration_history", True)
node.setPropertyValue("history_steps", 3)
node.setPropertyValue("parameters", True)
node.setPropertyValue("confidence_interval", 90)
node.setPropertyValue("asymptotic_covariance", True)
node.setPropertyValue("classification_table", True)

# "Stepping" options
node.setPropertyValue("min_texms", 7)
node.setPropertyValue("use_max_terms", True)
node.setPropertyValue("max_terms", 10)
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node.setPropertyValue("probability_entry", 3)
node.setPropertyValue("probability_removal", 5)

node.setPropertyValue("requirements", "Containment")
Z IR
node = stream.create("logreg", "My node")

# "Fields" tab

node.setPropertyValue("custom_fields", True)
node.setPropertyValue("target", "Cholesterol")
node.setPropertyValue("inputs", ["BP", "Dxug", "Age"])
node.setPropertyValue("partition", "Test")

# "Model" tab

node.setPropertyValue("use_model_name", False)

node.setPropertyValue("model_name", "Log_reg Cholesterol")
node.setPropertyValue("multinomial_base_category", "BP")
node.setPropertyValue("use_partitioned_data", True)
node.setPropertyValue("binomial_method", "Forwards")
node.setPropertyValue("logistic_procedure", "Binomial")
node.setPropertyValue("binomial_categorical_input", "Sex")
node.setKeyedPropertyValue("binomial_input_contrast", "Sex", "Simple")

node.setKeyedPropertyValue("binomial_input_category", "Sex", "Last")
node.setPropertyValue("include_constant", False)

# "Expert" tab

node.setPropertyValue("mode", "Expert")
node.setPropertyValue("scale", "Pearson")
node.setPropertyValue("scale_value", 3.0)
node.setPropertyValue("all_probabilities", True)
node.setPropertyValue("tolerance", "1.0E-7")

# "Convergence..." section
node.setPropertyValue("max_iterations", 50)
node.setPropertyValue("l_converge", "1.0E-3")
node.setPropertyValue("p_converge", "1.0E-7")

# "Output..." section

node.setPropertyValue("binomial output_display", "at_each_step")
node.setPropertyValue("binomial_goodness_of_fit", True)
node.setPropertyValue("binomial_iteration_history", True)
node.setPropertyValue("binomial_parameters", True)
node.setPropertyValue("binomial_ci_enable", True)
node.setPropertyValue("binomial _ci", 85)

# "Stepping" options
node.setPropertyValue("binomial_removal_criterion", "LR")
node.setPropertyValue("binomial_probability_removal", 0.2)

3 138: logregnode Bt

logregnode J&M: {1 JE PEHE
target field Logistic EPAMBEAIFE ZE— BARTBELL

K— N2 N ATB, AR
WEFE, BXEZER, E
5 189 Ty TN HARE gy

S 1

logistic_procedure Binomial
Multinomial

include_constant Fr&

mode Simple
Expert
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3% 138: logregnode B (44E)

logregnode J& 1% 1H JaPEAd
method Enter
Stepwise
Forwards
Backwards
BackwardsStepwise
binomial_method Enter
Forwards
Backwards
model_type MainEffects P FullFactorial g Mt
I, BUEEESE TR, Rkt
FullFactorial 81T, MiefiH Enter 51k,
Custon HISER BRI ) Custom, fHA
FaE BB, PR A T RN AR,
custom_terms [[BP Sex][BP][Age]]
multinomial_base_categor |string faE ANl E 25 251,
y
binomial_categorical_inp |string
ut
binomial_input_contrast |Indicator AN E Y, AT RS
TEXf b,
Simple
Difference
Helmert
Repeated
Polynomial
Deviation
binomial_input_category |First ORI AR E M, H T HeE
Al E 2% 251,
Last
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3% 138: logregnode B (44E)

logregnode JE 1% {11 JE PEH A

scale None
UserDefined
Pearson
Deviance

scale_value DAl

all_probabilities bR

tolerance 1.0E-5
1.0E-6
1.0E-7
1.0E-8
1.0E-9
1.0E-10

min_terms DAl

use_max_terms &

max_terms DA%l

entry_criterion Score
LR

removal _criterion LR
Wald

probability_entry &R

probability_removal D41

binomial_probability_ent |5

ry

binomial_probability_rem |7

oval

requirements HierarchyDiscrete
HierarchyAll
Containment
None

max_iterations DA%l
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3% 138: logregnode B4 (44%)
logregnode & 1% 1H JE A
max_steps DAl
p_converge 1.0E-4
1.0E-5
1.0E-6
1.0E-7
1.0E-8
0
1_convezrge 1.0E-1
1.0E-2
1.0E-3
1.0E-4
1.0E-5
0]
delta DAl
iteration_history bR
history_steps DAl
summary Fr&
likelihood_ratio Fr&
asymptotic_correlation FRa&
goodness_fit Fr&
parameters bR
confidence_interval Dl
asymptotic_covariance FR&
classification_table Fr&
stepwise_summary bR
info_criteria ) TV
monotonicity_measures FRa&
binomial_output_display |at_each_step
at_last_step
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3% 138: logregnode B (44E)

es

logregnode JE 1% {11 JE PEH A
binomial_goodness_of_fit [#ri&
binomial_parameters bRi&
binomial_iteration_histo |#ri&
Ty
binomial classification_ [##:&
plots
binomial ci_enable Fr&
binomial_ci DAl
binomial_residual outliers
all
binomial_residual_enable |#ri&
binomial_outlier_thresho |5
1d
binomial_classification_ |5
cutoff
binomial_removal _criteri |[LR
on
Wald
Conditional
calculate_variable_impor |tri&
tance
calculate_raw_propensiti [Fr&E

Isvmnode 1%

EE LSRR (LSVM) T, AT DUREE oA, AR ERIE, LSVM

% MR, HHAIM G REBIEER S, flinc g KEIdsRivEBdEE,

5 139: Isvmnode B1%

1svmnode J& 1 1H Ja PEAd

intercept FRa& TERRI ol R PR, BREEDN
True,

target_order Ascending feE D2 BRI INE, A TiE
SLER, ML, RE{E

Descending Ascending,
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3+ 139: [svmnode B4 (447)

1svmnode J&: 8 JE PEA AR

precision D471 4 B B &2 nl oy
Continuous ¥, F&5E 5[0
ABRIBUR AR XIS E, B/l
BR0, MERKE HREHEN
0.1,

exclude_missing_value |#r& BB True B, GHSATAMBAANME

s R, BARFHERRIC SR, TREEN
False,

penalty_function L1 FEE AT R T BRI 268, R
Bl L2,

L2

lambda B R ¥ ML) S8

calculate_variable_im [#r& T4 BSORE Y B A I AR

portance IR IR 7R — 5K B 2R i BH
BT 557 TN 2 2 R G B 2
P IEER, MNTRERR it
A R E RN CRERITER R
TRSIREET) AIREFR EAE TR I
B, FEEREERT, WS
TR FELERTTIAbF 56 PRS2
2 B ANE TR A R,

neuralnetnode B4

T ERATRR IR T B A 8RR E’J%EHJQZIKE’JW%W]?%LE

AT, REIEAIRRTLUE I FeRi A b AR HPE o
B (RE T AU R R B S,

ANl

node = stream.create("neuralnet", "My node")
# "Fields" tab
node.setPropertyValue("custom_fields", True)
node.setPropertyValue("targets", ["Drug"])
node.setPropertyValue("inputs", ["Age", "Na",
# "Model" tab
node.setPropertyValue("use_partitioned_data",
node.setPropertyValue("method", "Dynamic")

node.
node.
node.
node.
node.

node

node.

setPropertyValue ("train_pct",
setPropertyValue("set_random_seed", True)
setPropertyValue ("random_seed",

setPropertyValue("stop_on",

setPropertyValue("accuracy",
.setPropertyValue("cycles",
node.

setPropertyValue("time", 3)
setPropertyValue("optimize",

30)

12345)

"Time")
95)

200)

"Speed")

# "Multiple Method Expert Optlons" section

node.setPropertyValue("m_topologies",
node.setPropertyValue("m_non_pyramids",
node.setPropertyValue("m_persistence",
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R 140: neuralnetnode B

neuralnetnode J& 1k 1H
targets [field1 ... fieldN] PSR FRE N E DN ERT
E&“L){&g/l\ﬁ%?/l\ﬁ‘ﬁ)\?f%o I 2 WA
BINETE, AXEZER, HZH
T 5 189 TIHY TN B
method Quick
Dynamic
Multiple
Prune
ExhaustivePrune
RBFN
prevent_overtrain ) TV
train_pct %R
set_random_seed T
random_seed DAl
mode Simple
Expert
stop_on Default
Accuracy
Cycles
Time
accuracy %R {2 1 R
cycles DA%l IR HA%L
time 4! IR A (880 S
continue FRi&
show_feedback ) TV
binary_encode bRi&
use_last _model ) T
gen_logfile Fra&
logfile_name string
alpha %5
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2R 140: neuralnetnode JE1 (444%)

neuralnetnode J&1%: 1H JaPEAd
initial_eta DAl
high_eta &
low_eta DA%l
eta_decay_cycles DA%l
hid_layers One
Two
Three
hl units_one DAl
hl units_two DA%l
hl_units_three B
persistence AR
m_topologies string
m_non_pyramids Ri&
m_persistence &R
p_hid_layers One
Two
Three
p_hl_units_one Al
p_hl_units_two DAl
p_hl_units_three DAl
p_persistence D4l
p_hid_rate DA%l
p_hid_pers DAl
p_inp_rate %5
p_inp_pers Dl
p_overall pers DAl
r_persistence %R
r_num_clusters B
r_eta_auto &
r_alpha %R
Tr_eta DAl
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2R 140: neuralnetnode JE1 (444%)

neuralnetnode J& 1% 1H JE P
optimize Speed HTHaE b siny 7 U2 Bt 2N
o
Memozry
calculate_variable_impor |#5i& T E MR T SERTARAS R B
tance sensitivity_analysis @M., 1H%&
SFFIHEYE, (HERNER]
calculate_variable_importance
calculate_raw_propensiti |Fri&
es
calculate_adjusted_prope |#r&
nsities
adjusted_propensity_part |Test
ition
Validation

neuralnetworknode B4

: AT A PR R R A A SR ER (S L A 2 R (L T R, e
ﬂ%r Bk B2 (DL T AR T A ST 2 B T T 2B 2 T TS T, A P S D R A
CREEIE, U TE R SE B RO AT LU TSR

N/l

node = stream.create("neuralnetwork", "My node")
# Build Options tab - Objectives panel

node.setPropertyValue("objective",
# Build Options tab - Ensembles panel

"Standard")

node.setPropertyValue("combining_rule_categorical", "HighestMeanProbability")

£k 141: neuralnetworknode [& 1%

neuralnetworknode J&1 8 JE PERER

targets [field1 ... fieldN] fe6E HbnFB,

inputs [field1 ... fieldN] AR A P (9 T A - B o

splits [field] ... fieldN FEE— TR0 SR B

use_partition

P&

ANFESCT X TR, MG T AT A fR
PN ZRS3 X TR TR AR R,

continue Fri& PE RPN A AR,
objective Standard psm ATIERE KRINEBHESE, FIRTFEE
Server &,
Bagging
Boosting
psm
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R 141: neuralnetworknode [ (44%)

neuralnetworknode &1k

1

JE P8

method

MultilayerPerceptron

RadialBasisFunction
use_custom_layers Fr&
first_layer_units %A
second_layer_units DAl
use_max_time ) T
max_time DAl
use_max_cycles FR&
max_cycles &R
use_min_accuracy ) TV
min_accuracy DAl
combining_rule_categoric |Voting
al

HighestProbability

HighestMeanProbabilit
y

combining_rule_continuou |Mean
s
Median

component_models_n DAl
overfit_prevention_pct %R
use_random_seed ) TV

random_seed DA%l
missing_values listwiseDeletion

missingValueImputatio
n

use_model_name BOOLEAN

model_name string

confidence onProbability
onIncrease

score_category_probabili |fRi&

ties

max_categories 4l

score_propensity Fr&
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& 141: neuralnetworknode B4 (4442)

neuralnetworknode J& 1H JEPEE
use_custom_name ) TV

custom_name string

tooltip string

keywords string

annotation string

questnode E1%
QUEST ¥ sl AIHR ML A T RN By — o0 280, 7 iEAVIR T H Y2 i KA C&R

QLEST
#io2 —ITh,
N/l

node = stream.create("quest", "My node")
node.setPropertyValue("custom_fields", True)
node.setPropertyValue("target", "Drug")

node.setPropertyValue("inputs",
node.setPropertyValue("model_output_type",

node.setPropertyValue("use_tree_directives", True)

node.setPropertyValue("max_surrogates", 5)
node.setPropertyValue("split_alpha", 0.03)
node.setPropertyValue("use_percentage", False)

node.setPropertyValue("min_parent_records_abs", 40)
node.setPropertyValue("min_child_records_abs", 30)

node.setPropertyValue("prune_tree", True)
node.setPropertyValue("use_std_err", True)
node.setPropertyValue("std_err_multiplier", 3)

BT AT AR VAL BRI (R], R RIR A £ 7 T R AR B DUE SR L P 24
DEINTEA. WMATEAILURETERE %8 , HERTBRIUEDS,

AT &l

[“Age“, “Na“, “K“, ucholesterolu' “BP“])
"InteractiveBuilder")

% 142: questnode B 1%
questnode J& 1k {11 JE PER AR
target field QUEST BARIFTEE — PN HIr BN —
PEERATE, EATLIRER T
B, BXHEZER, ESHITME 189
DU TN U s o
continue_training_existi [fri&
ng_model
objective Standard psm I TIEH KIVEHRSE, RN TR
Server #E#,
Boosting
Bagging
psm
model_output_type Single
InteractiveBuilder
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3R 142: questnode 8% (4442)

HighestMeanProbabilit
y

questnode J& 1k {11 JE PEHE
use_tree_directives ) TV
tree_directives string
use_max_depth Default
Custom
max_depth R RAMIREE, M 0 E| 1000, XTE
use_max_depth = Custom I,
prune_tree FRa& ESTH, LUk A,
use_std_err Fr& EHRAXEZ RiEIRZE)
std_err_multiplier Ipdal RKAE,
max_surrogates & 7R =N AR
use_percentage bR
min_parent_records_pc DAl
min_child_records_pc DA%l
min_parent_records_abs Dl
min_child_records_abs 45!
use_costs Fr&
costs eyl SEr B,
priors Data
Equal
Custom
custom_priors gEr{t gER LB TE,
adjust_priors FRi&E
trails & FA T HEME B SE A BRI
set_ensemble_method Voting 32 HFRIBRE & IR,
HighestProbability

range_ensemble_method Mean ESE H AR S FHHRLI,
Median

large_boost Fri& IR H KR EAEER N e

split_alpha DAl T EI B K,

train_pct F% 52 Filbst ERIE RS,
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3R 142: questnode 8% (4442)

questnode J& 1k {11 JE PEHE
set_random_seed P& R SR
seed DAl
calculate_variable_impor [#ri&E
tance
calculate_raw_propensiti |[#i&
es
calculate_adjusted_prope |Ir&
nsities
adjusted_propensity_part |Test
ition
Validation
randomtrees E1¥

A2\ “BENURR T GBI C&RT 1R 5 B, “BEALR 19 5l S A HR K s DA
," MR, FFLE SPSS S AR VA7 IR N & g TR AR RV, “BEALR 5
A RSB AT DO AR IHEL AT UM sl 70 ZE MY R, il 74 D BRI KRR FE Rk
AR, TR 0 DORFIZRIC R 0 EIN 2 DB, AN A A1 s i 50
NUMHELAR & T B bR 7 B — MREE A, IBARGER I mAvals,  HARATHA
TEAILUBREEEDZE (B ARFERE) 5 FrE o —mndl (Ao
FAHATH) o

K 143: randomtrees B4

randomtrees J& 1k 1 & PR

target field TE“BENLIR T i, BIAITREL R HAR
FEUM— PR M AT, Erl
TEEMBRTE, AXREZER, EHSMH
F 5 189 DAY MR R
P o

number_of_models B T B B AR BT AR H A R ALY
*

use_number_of_predictors |#ri& bR |
number_of_predictors,

number_of_predictors R FETE ALK o0 AR B S5 P 9 Tl 2
B

use_stop_rule_for_accura [#ri& T e AR AE T M TR = N A A A

cy iafe:e

sample_size % R TRV NHAR AT DR i A PR KRR AR N 1Y

MhE,
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2k 143: randomtrees B4 (4¥4L)

randomtrees J& 1k

JE P8

handle_imbalanced_data

AR BARERE MRS R, I
B R 5 IFRas RVt RIEH
/N, IR BE R AR I B
PUITHY Bootstrap RIEAIRERSZMm A Y
FEfatE, B FEEEG, DU
BURHAAR P TR 4h R A Ry B K HLBIER 73 7
AR B i R AR,

use_weighted_sampling

N False I, 501 AL &R R —
BERBENUE TIERE, N True I, =%
A B A TAR M HI BRI

max_node_number

B

TRV M HTFAERYROR T 8, AR
TR BN RS T, AR
KRE L,

max_depth

B

PEERAS 1 Z AT RR R R

min_child_node_size

Eicsd

FES 7 ST U2 JE TR VE 7 T PR AE
MR/ MOSRE, AR T e B HYIE R
BT AR ENEE, AR
AR

use_costs

pras

costs

Al

git(tE i, A8U2H 3 MEH AT
K SKPRME, FIERIRA AR
iR o

tree.setPropertyValue("costs",
[["drugA", "drugB", 3.0], ["drugX",
"drugY", 4.0]])

default_cost_increase

none

linear

square

custom

: PO A HFRE .

LB AR RIS (E

max_pct_missing

gy

AORAT AT A AR BRRAELAIT o 5 o0 Le s
HAEERIE, BRARFPERRIEL R A, B
IMEHN 0, FKRIEN 100,

exclude_single_cat_pct

£33

ARFENIHIERRIIE R G o e T
AR EIE, BRAR WAL E
PREDTEL, BMEN 1, &KEN
99,

max_category_number

B

AR T BRSO 7 IE, ABACRE
MR PSRRI 7B f/IMEN
20

min_field_variation

=
pail

AR FLMES 7 B R U T I
{H, 2SR AR ERR I 5 B
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2k 143: randomtrees B4 (4¥4L)

randomtrees &1k 1H JEPERA
num_bins R CE B IES m AH RN, &

B EH T AN S REL 5 10
2, 4, 5, 10, 20, 25, 508{ 100,

topN R e B IR SN E, TREEN
50, f/IMEN 1, FA{EN 1000,

regressionnode [E1%
CRPEEILR — R SRR, I AR il & T R A T,
| AT AR EE M B 1 5 SRR 2 D 5% e

T FEARRIVEATRRS,  “EDA T mORP o Ll e BT BUE NI ETT 4 i SR M R A TR 1 ]
Ho

BNl

node = stream.create("regression", "My node")

# "Fields" tab
node.setPropertyValue("custom_fields", True)
node.setPropertyValue("target", "Age")
node.setPropertyValue("inputs", ["Na", "K"])
node.setPropertyValue("partition", "Test")
node.setPropertyValue("use_weight", True)
node.setPropertyValue("weight_field", "Drug")

# "Model" tab
node.setPropertyValue("use_model_name", True)
node.setPropertyValue("model_name", "Regression Age")
node.setPropertyValue("use_partitioned_data", True)
node.setPropertyValue("method", "Stepwise")
node.setPropertyValue("include_constant", False)

# "Expert" tab

node.setPropertyValue("mode", "Expert")
node.setPropertyValue("complete_records", False)
node.setPropertyValue("tolerance", "1.0E-3")

# "Stepping..." section
node.setPropertyValue("stepping_method", "Probability")
node.setPropertyValue("probability_entry", 0.77)
node.setPropertyValue("probability removal", 0.88)
node.setPropertyValue("F_value_entry", 7.0)
node.setPropertyValue("F_value_removal", 8.0)

# "Output..." section
node.setPropertyValue("model_fit", True)
node.setPropertyValue("r_squared_change", True)
node.setPropertyValue("selection_criteria", True)
node.setPropertyValue("descriptives", True)
node.setPropertyValue("p_correlations", True)
node.setPropertyValue("collinearity_diagnostics", True)
node.setPropertyValue("confidence_interval", True)
node.setPropertyValue("covariance_matrix", True)
node.setPropertyValue("durbin_watson", True)
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3R 144: regressionnode &%

regressionnode J&1k

1

JE P8

target

field

[P — A HAR T B K — 1Bk

ZPEANT B A DR E N E T B

HREZER, HSHIM 5 189 Ty
PSR B S o

method

Enter
Stepwise
Backwards

Forwards

include_constant

PR

use_weight

PR

weight_field

field

mode

Simple

Expert

complete_records

pra&

tolerance

1.0E-1

1.0E-2

1.0E-3

1.0E-4

1.0E-5

1.0E-6

1.0E-7

1.0E-8

1.0E-9

1.0E-10

1.0E-11

1.0E-12

THEENG 55 BRI,

stepping_method

useP

useF

useP ] F AURE#R

useF : #H F{E
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3R 144: regressionnode B (4442)

regressionnode J& 1k {11 JE PEHE
probability_entry DAl
probability_removal &R
F_value_entry DA%l
F_value_removal Dl
selection_criteria Fr&
confidence_interval bri&
covariance_matrix TV

collinearity_diagnostics |Fr&

regression_coefficients [#ri&

exclude_ fields Fr&

durbin_watson TV

model _fit W&

r_squared_change TV

p_correlations bRi&

descriptives bR

calculate_variable_impor |#ri&

tance

sequencenode %
FEA 9 R ] AR B S BAE B G-I TR X AR Y SR, Fe3ll 2 — 51T
) RPN & AE I B SR, BlAN, — DNIESE T I TR0 KRV Z rTRETE T XIWH)

NG SERIZE . P RET CARMA KBHINNGEE, ZEIEMH—MERRRIE
WITEERF,

AN/l

node = stream.create("sequence", "My node")

# "Fields" tab

node.setPropertyValue("id_field", "Age")
node.setPropertyValue("contiguous", True)
node.setPropertyValue("use_time_field", True)
node.setPropertyValue("time_field", "Datel")
node.setPropertyValue("content_fields", ["Dxrug", "BP"])
node.setPropertyValue("partition", "Test")

# "Model" tab
node.setPropertyValue("use_model_name", True)
node.setPropertyValue("model_name", "Sequence_test")
node.setPropertyValue("use_partitioned_data", False)
node.setPropertyValue("min_supp", 15.0)
node.setPropertyValue("min_conf", 14.0)
node.setPropertyValue("max_size", 7)
node.setPropertyValue("max_predictions", 5)

# "Expert" tab

node.setPropertyValue("mode", "Expert")
node.setPropertyValue("use_max_duration", True)
node.setPropertyValue("max_duration", 3.0)
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node.setPropertyValue("use_pruning", True)
node.setPropertyValue("pruning_value", 4.0)
node.setPropertyValue("set_mem_sequences", True)
node.setPropertyValue("mem_sequences", 5.0)
node.setPropertyValue("use_gaps", True)
node.setPropertyValue("min_item_gap", 20.0)
node.setPropertyValue("max_item_gap", 30.0)

3R 145: sequencenode BT

sequencenode J&% 1H JEPERE

id_field field EAVRFEFIRNE, EFEHEE— MR
IRFED R — N AlER I AR, DU
RS NNETE AMERNE TR
MR TE, AXEZER, HEHE
55 189 Y TN fUE M .

time_£field field

use_time_field ) TV

content_fields

[field1 ... fieldN]

contiguous FRi&
min_supp %A
min_conf DAl
max_size DA%l
max_predictions B R
mode Simple
Expert
use_max_duration ) TV
max_duration 45!
use_gaps Fr&
min_item_gap AR5
max_item_gap lpanl
use_pruning Fri&
pruning_value Dl
set_mem_sequences PR
mem_sequences B
slrmnode EB1%
H 22 AR (SLRM) 15 /AT F TR — > el & B Do N 550D Sopo WL ML A5
%h A, s AR TR A R N AR AT BRI ZRE PR A A A T BT DA
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N/l

node = stream.create("slrm", "My node")
node.setPropertyValue("target", "Offer")
node.setPropertyValue("target_response", "Response")
node.setPropertyValue("inputs", [“Cust_ID", "Age", "Ave_Bal"])

K 146: slrmnode [B%

slrmnode BTk & JE D
target field HART B IE % T B albR B R

AR ER T B, AREZER,
TS 3 5 189 TIHY TRty

REM .
target_response field FER I IEFR B
continue_training_existi [ir&E
ng_model
target_field_values Fr& Use all : {2k BRI 2HE,

Specify : EFEFTTRIVE,

target_field_values_spec |[[field1 ... fieldN]

ify

include_model_assessment |#iris

model_assessment_random_ |5 IR S
seed

model_assessment_sample_ | B S
size

model_assessment_iterati |fA EREL
ons

display_model_evaluation |fri&

max_predictions &R

randomization &

scoring_random_seed DAl

sort Ascending FEE S BRIy i il e i ARAYAR O
Descending

model_reliability bR

calculate_variable_impor |#ri&
tance

statisticsmodelnode B1¥

: Statistics F&H T3 s HIRERS @ T B/ T4E B PMML 9 IBM SPSS Statistics 3253 Hi 1
T AEFRESHE, T SRR EE IBM SPSS Statistics RYVFATEIIAR,
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HRUTEBHER, 1ESM% 378 Ty Fstatisticsmodelnode &1 o

stpnode E14%
S ZE-RERON (STR) RS A R, BN AT (FOWER) . MITFR
@)  romrEmE SOMBEMETHAYSH, LSRN BRI
BRI FUROME, 5 BTRCRIR, DL FERR R I 43 7o G TR B A FE R
AL F I

5+ 147: stpnode B4

stpnode 4 ETE B JETER A

FRORI+

target field o BART B,

location field R O VAT e S SR S W 2 bR
ZE[E] B

location_label field BOBREER MY 3B,
FTFHRA: Location AIEERIINAL
o

time_field field BRI A 7B, Rt E

HESMENTE, B
RDHCNISTRL, H, R C B
18

inputs [field1 ... fieldN] LPNEAS NPT

Ff ) ) B e T

interval_type_timestamp Years
Quarters
Months
Weeks
Days
Hours
Minutes

Seconds
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3R 147: stpnode B (4H42)

stpnode a1k Bl J& PiAh
interval_type_date Years
Quarters
Months
Weeks
Days
interval_type_time Hours FRAIANEE STP T HE RN AIZR 5 |
NESSENESIE PR
Minutes
Seconds
interval_type_integer Periods R R P B 4 0 I A1 (R B

((XERITRIR S 7B, BT

fi#)

A] F IR B AR T B iR
time_field HYFEXITEfiBIEAL,

period_start

£33

start_month

January
February
March
April
May

June
July
August
September
October
November

December

RN AR 2R [ A 13,
o, ARIE N March, {HEEE
BLHE—ZIE%N January, #
LRI AT SR IE %, HEMN=
AR5,
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3R 147: stpnode B (4H42)

stpnode a1k Bl J& PiAh
week_begins_on Sunday STP HRHEELHE QI A ] 2R 5 | AU
Monday
Tuesday
Wednesday
Thursday
Friday
Saturday
days_per_week B s/MERN L, RKENT, HEHN
1,
hours_per_day B PERITE R R R 5 R NN, 40
RILTULE S 10, ALLBALEE
day_begins_at If[AIJTAAET 2R
53R 10 DI, REHES
day_begins_at {HPLAI F—1
HE4E,
day_begins_at 00:00 BB AR T 25 | RS AR/ NS
B,
01:00
02:00
03:00
23:00
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3R 147: stpnode B (4H42)

stpnode &1k BmI JE PERR
interval_increment 1 AR ER N R, I
PUE T AR EE 0 2R 5 (967
5 B, K, XTHIE 30 FIAE[HE
2™ seconds, BEALRFAEERE 30
3 W MNBHEAIERS,
4
5
6
10
12
15
20
30
data_matches_interval BOOLEAN ANSRILE A N, AR MNEHEEE R
interval_type HYEEH{EHY A
IR T
ARBIEE B EmrgX, JE
interval_type BN ATAAIHE %1%
BHHIEILAL, ABARFIE MR E
'Y BT DARH 1E e el B
I IR E N Y R AT A LR
et
agg_range_default Sum IEIRERE FH T 187 B IR T
Fik. REAMOEEESRNCEHR
Mean P &S 7 Bl It Fe e Y 7
EHATIC R
Min
Max
Median
1stQuartile
3rdQuartile
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3R 147: stpnode B (4H42)

method], []..]

{HR

[['x5'
'"FirstQuartile']['x4'
"Sum']]

stpnode a1k By J& PR
custom_agg [[field, aggregation |&iMbEM: :

HIASEL : custom_agg
Bilan -

set :stpnode.custom_agg =

[

[fieldl function]
[field2 function]
1

Hrp function BES TR S
{6 FH AT R R

FEA LT
include_intercept FR&
max_autoregressive_lag B R/IME 1, BARMEDS, BEHN 1
X SE TN AR 7R R S R T SR A
I, ANSRIEDN 5, ABARHERSE
A 5 SRIC OISR, AR
PR AR S E RV ISR B &I E
IR R P e R A A A
1TV I AR LR,
estimation_method Parametric FH X 22 (R0 75 22 R R A T T Y
Tk
Nonparametric
parametric_model Gaussian Parametric ZE[E /7 ZALBHI N
28,
Exponential
PoweredExponential
exponential_power D45l PoweredExponential FEAMH
KA, FMEN 1, RKERN 2
AL
max_missing_values B R A RV B BRAE R IC P
K E 77 b,
significance iR R R HR R (EOSEAG B6 Y 2 3 MK
o FEE STP BAUG R AT AR L
(CFEN I SRR g, RN F
fege MR T ) YR HE,
LTRSS
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3R 147: stpnode B (4H42)

stpnode 1MEE By JE A b

model_specifications FR&

temporal_summary FR&

location_summary FRa& JUE “PE TR R ol R AR A
Fn,

model_quality R

test_mean_structure bri&

mean_structure_coefficients |Fri&

autoregressive_coefficients |fr&

test_decay_space Ri&

parametric_spatial_covarian [#ri&

ce
correlations_heat_map Fr&
correlations_map Fr&
location_clusters TV
similarity_threshold AR XE—MEE, KEEEE, A
FEHRISE AL, NEIFAER
MR,
max_number_clusters B A DLe R TE AR A Y R SR 28 H
1y EBR,
BRI T~
use_model name br&
model name string
uncertainty_factor % R w&/MEN 0, mAMEN 100, R
TE N F AR AT ENE (5
R \R, BRI ERAT
FR,
svmnode E1%
C EASCERAEANL (SVM) 115, AILUREER 2 IRAH, MEFIERS, SYM AablG%
e BIRERAEH, FIANARE &A K& A FEREIRE,
Nl
node = stream.create("svm", "My node")

# Expert tab

node.setPropertyValue("mode", "Expert")
node.setPropertyValue("all_probabilities", True)
node.setPropertyValue("kernel", "Polynomial")
node.setPropertyValue("gamma", 1.5)
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R 148: svmnode B

svmnode &1k 8 JE PEA AR
all_probabilities TV
stopping_criteria 1.0E-1 W= IR LR,
1.0E-2
1.0E-3 (default)
1.0E-4
1.0E-5
1.0E-6
regularization DA R C ZHL
precision A WEEL 22 o= E G )
Continuous I {#if,
kernel RBF (fR#&) F TR B H N AR R Y 23,
Polynomial
Sigmoid
Linear
rbf_gamma DA {NAE kexrnel 25 RBF i f,
gamma &R {N1E kernel & Polynomial &%
Sigmoid Wi,
bias DA%
degree R {NAE kernel 25 Polynomial B
i,
calculate variable im |#ri&
portance
calculate_raw_propens |[#r&
ities
— =
calculate_adjusted_ imdb
propensities
adjusted_propensity_p |Test
artition
Validation
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tcmnode B¢

S 1] PRI RO AR 22 U TR TR PR 2 A A R BRI %R, (EMTRIRIREE SR, 840

B4 —HEWTI, FHEEXEEA AR A, AE, IRy EE
aF: LI R AR, I BAX TSRS 5 H AR IR SR 56 SR o B 2RO A
% 149: tcmnode B1%
tcmnode J&E 1k 1H JE VA
custom_fields BOOLEAN
dimensionlist [dimension1 ... dimensionN]
data_struct Multiple
Single
metric_fields E424
both_target_and_input [f1... fN]
targets [f1... fN]
candidate_inputs [f1... fN]
forced_inputs [f1...fN]
use_timestamp Timestamp
Period
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3+ 149: tcmnode B (4F4E)

tcmnode J& 1%

1

JE P8

input_interval

None

Unknown

Year

Quarter

Month

Week

Day

Hour
Hour_nonperiod
Minute
Minute_nonperiod
Second

Second_nonperiod

period_field string
period_start_value B
num_days_per_week B
start_day_of_week Sunday
Monday
Tuesday
Wednesday
Thursday
Friday
Saturday
num_hours_per_day B
start_hour_of_day B
timestamp_increments B
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3+ 149: tcmnode B (4F4E)

tcmnode J& 1%

1

JE P8

cyclic_increments

gy

cyclic_periods

LIES

output_interval

None

Year

Quarter

Month

Week

Day

Hour

Minute

Second

is_same_interval

Same

Notsame

cross_hour

BOOLEAN

aggregate_and_distribute

bIES

aggregate_default

Mean

Sum

Mode

Min

Max

distribute_default

Mean

Sum
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3+ 149: tcmnode B (4F4E)

tcmnode Jg& 1% {i JE b

group_default Mean
Sum
Mode
Min

Max

missing_imput Linear_interp
Series_mean
K_mean
K_meridian

Linear_trend

None
k_mean_param B
k_median_param B

missing_value_threshold [#%

conf_level B
max_num_predictor B
max_lag B
epsilon %R
threshold B
is_re_est BOOLEAN
num_targets B
percent_targets B
fields_display S1ES
series_display $1ES
network_graph_for_target |BOOLEAN
sign_level _for_target 4!
fit_and_outlier_for_targ | BOOLEAN
et

sum_and_para_for_target |BOOLEAN

impact_diag_for_target BOOLEAN
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3+ 149: tcmnode B (4F4E)

tcmnode JE 1k 1H JEPEE
impact_diag_type_for_tar [Effect
get
Cause
Both
impact_diag_level_for_ta |®#k
rget
series_plot_for_target BOOLEAN
res_plot_for_target BOOLEAN
top_input_for_target BOOLEAN
forecast_table_for_targe | BOOLEAN
t
same_as_for_target BOOLEAN
network_graph_for_series |BOOLEAN
sign_level_for_series 4!
fit_and_outlier_for_seri | BOOLEAN
es
sum_and_para_for_series |BOOLEAN
impact_diagram_for_serie |BOOLEAN
s
impact_diagram_type_for_ |[Effect
series
Cause
Both
impact_diagram_level for |##K
_series
series_plot_for_series BOOLEAN
residual_plot_for_series | BOOLEAN
forecast_table_for_serie |BOOLEAN
s
ogtlier_root_cause_analy BOOLEAN
sis
causal levels B
outlier_table Interactive
Pivot
Both
IMSp_error BOOLEAN
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% 149: tcmnode B (444%)
tcmnode JE 1k 1H JEPEE
bic BOOLEAN
r_square BOOLEAN
outliers_over_time BOOLEAN
series_transormation BOOLEAN
use_estimation_period BOOLEAN
estimation_period Times
Observation
observations HllF
observations_type Latest
Earliest
observations_num B
observations_exclude B
extend_records_into_futu | BOOLEAN
re
forecastperiods B
max_num_distinct_values |%%k
display_targets FIXEDNUMBER
PERCENTAGE
goodness_fit_measure ROOTMEAN
BIC
RSQUARE
top_input_for_series BOOLEAN
aic BOOLEAN
rmse BOOLEAN

ts B

_ N1V 27 ek oy WA P € R RS Qg PN St S A S EIPER 3y 2 2 RS 1
(ARIMA) tRAIHIZ A7 8 ARIMA (RIZSREEO) B, FFAERARSKRIERERITIINEGE, 1t
“INIA) 8T BT SPSS SR VA8 HrAHERA S A ISR AT “IN H 2" i e {H
52, MRS I R s B TEFIH IBM SPSS 43 #TARSS 8 HIRE 1 RACEEAR KR, JF
£ SPSS R as V17 HEMINAY i A S g P oA IR,
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£ 150: ts B

ts @t 1H JE YD
targets field “INF 1] 5101 R RT DA

—DEZNEIR, AILE
P — P MR AT
BHERTIA &, A
RN ETE, BXRE
ZER, BB H
189 Tify TN HEARRET L
B .

candidate_inputs

[field1 ... fieldN]

HR A P58 FHY A i AL B

N=Rod
BETE,

use_period

PRk

date_time_field

field

input_interval

None

Unknown

Year

Quarter

Month

Week

Day

Hour
Hour_nonperiod
Minute
Minute_nonperiod
Second

Second_nonperiod

period_field field
period_start_value B
num_days_per_week B

513 B @S AR 279



& 150: ts B (#%2)

ts @k

=1

EqiR i

start_day_of_week

Sunday
Monday
Tuesday
Wednesday
Thursday
Friday

Saturday

num_hours_per_day

£33

start_hour_of_day

B

timestamp_increments

B

cyclic_increments

Eicsd

cyclic_periods

PIES

output_interval

None

Year

Quarter

Month

Week

Day

Hour

Minute

Second

is_same_interval

PR

cross_hour

PR

aggregate_and_distribute

PIES
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& 150: ts B (#%2)

ts Jafk: =1 J@ PR

aggregate_default Mean
Sum
Mode
Min

Max

distribute_default Mean

Sum

group_default Mean
Sum
Mode
Min

Max

missing_imput Linear_interp
Series_mean
K_mean
K_median

Linear_trend

k_span_points B
use_estimation_period bri&
estimation_period Observations
Times
date_estimation SES AEMEH
date_time_field HA]
H
period_estimation WES NTEE A use_period
AT
observations_type Latest
Earliest

5513 B @Y AR 281



K 150: ts B (#4)
ts @tk 1H Ja PEAd
observations_num B
observations_exclude B
method ExpertModeler
Exsmooth
Arima
expert_modeler_method ExpertModeler
Exsmooth
Arima
consider_seasonal ) T
detect_outliers ) TV
expert_outlier_additive ) TV
expert_outlier_level_shift FRi&
expert_outlier_innovational T
expert_outlier_level_shift T
expert_outlier_transient ) T
expert_outlier_seasonal_additive Fr&
expert_outlier_local_trend Fr&
expert_outlier_additive_patch FRi&
consider_newesmodels ) TV
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& 150: ts B (#%2)

ts @tk 1H JE A b
exsmooth_model_type Simple feE “YERCEE ik, TR
H{E N Simple,
HoltsLinearTrend
BrownsLinearTrend
DampedTzend
SimpleSeasonal
WintersAdditive

WintersMultiplicativ
e

DampedTrendAdditive

DampedTrendMultiplic
ative

MultiplicativeTrendA
dditive

MultiplicativeSeason
al

MultiplicativeTrendM
ultiplicative

MultiplicativeTzrend
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+ 150: ts B (45R)
ts JETE 1H Ja PEAd
futurevValue_type_method Compute AISRHF Compute,
ARG AN &
specify I Y “ ARRAE” o
NT A, &A]
DA BRI ZR FR A TIde #8
(Z2H. mlr AL
mRIfH) , s
specify LITFhHmA
B, ZHEBRNFEAE
M, B
extend_metric_value
s @M, Hilan
set :ts.futureValue_t
ype_method="specify"
set :ts.extend_metric
_values=[{'Market_1',
"USER_SPECIFY"',
[1l2l3]}l
{'Market_2', 'MOST_REC
ENT_VALUE', ''%,
{'Market_3', 'RECENT_P
OINTS_MEAN', ''%]
exsmooth_transformation_type None
SquareRoot
Naturallog
arima.p B
arima.d B
arima.q B
arima.sp B
arima.sd B
arima.sq B
arima_transformation_type None
SquareRoot
Naturallog
arima_include_constant &
tf_arima.p. fieldname B F T 46 B 5
tf_arima.d. fieldname B F T 46 B B
tf_arima.q. fieldname B FA T B B
tf_arima.sp. fieldname B FA T4 B 5
tf_arima.sd. fieldname B T B
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& 150: ts B (#%2)

ts @tk 1H Ja PEAd

tf_arima.sq. fieldname B FA TS B B

tf_arima.delay. fieldname B FA T4 B 5

tf_arima.transformation_type. None FH TR K8

fieldname

SquareRoot
NaturallLog

arima_detect_outliers FRi&

arima_outlier_additive T

arima_outlier_ level shift T

arima_outlier innovational ) T

arima_outlier_transient Fr&

arima_outlier seasonal_additive br&

arima_outlier_local_trend Fr&

arima_outlier_additive_patch T

max_lags B

cal PI Fri&

conf_limit_pct real

events FE

continue Fr&

scoring_model_only Fra& MATaakeE o) N
IE] 7 H SR,

forecastperiods B

extend_records_into_future ) T

extend_metric_values TR FRVHE A B AR
HKAH,

conf_limits PR

noise_res FRi&

max_models_output B FH il A R AR
R ECE, REEN
10, AR EAIEIRLE
Bt fE, ARABREIA
RERIERH, BT
MT1E7,
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timeseriesnode B (FHEF)

o T W AR“IN TR P 5175 ) SPSS EAREs VA8 e AHERAE A, JH BB N B1ERIH
IBM SPSS 73 # il 5 a HIRE I AL LR R AT Y “ IR TR 47174 ko

I 1R PP 2T sl LI TR e SRR AR RO AR, B e i [ R B S A8 9 (E
(ARIMA) BHUA1Z 75 & ARIMA (FIZEHER ) B, FASCRRMERERI TR, 7E
IS 18] 3 19 2 R 6 00 IR T AT 19 Ao

N
node = stream.create("timeseries", "My node")
node.setPropertyValue("method", "Exsmooth")
node.setPropertyValue ("exsmooth_model_type", "HoltsLineaxrTrend")
node.setPropertyValue ("exsmooth_transformation_type", "None")
3R 151: timeseriesnode &%
timeseriesnode g1k i JE P B
targets field “INF R A R AT AT
— M ZNEbR, ATLUE
T%1ﬁﬁﬁ—fl\ﬁjif§/l\iﬁ‘ﬁ]\?
BAE RN &, A
ﬁ%*ﬂﬁi?fﬁo BXRE
ZER, ESRFE S
189 DUy PR R
B .
continue ) TV
method ExpertModeler
Exsmooth
Arima
Reuse
expert_modeler_method ) T
consider_seasonal ) TV
detect_outliers ) TV
expert_outlier_additive R
expert_outlier_level_shift T
expert_outlier_innovational ) T
expert_outlier_level_shift ) T
expert_outlier_transient Fr&
expert_outlier_seasonal_additive br&
expert_outlier_local_trend bri&
expert_outlier_additive_patch T
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3R 151: timeseriesnode B (444L)

timeseriesnode J& 1k 1H Je PR
exsmooth_model_type Simple
HoltsLinearTrend
BrownsLinearTrend
DampedTzend
SimpleSeasonal
WintersAdditive
WintersMultiplicativ
e
exsmooth_transformation_type None
SquareRoot
NaturallLog
arima_p B
arima_d B
arima_q B
arima_sp B
arima_sd B
arima_sq B
arima_transformation_type None
SquareRoot
Naturallog
arima_include_constant T
tf_arima_p. fieldname B iR
tf_arima_d. fieldname B F T 8
tf_arima_q. fieldname B F T 46 # B 5
tf_arima_sp. fieldname B F T 56 B £
tf_arima_sd. fieldname TR F T 5
tf_arima_sq. fieldname B FA T4 B 5
tf_arima_delay. fieldname B iR
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3 151: timeseriesnode &% (444%)
timeseriesnode JE 1t 8 JEPER A
tf_arima_transformation_type. None FH T AR PR
fieldname
SquareRoot
Naturallog
arima_detect_outlier_mode None
Automatic
arima_outlier_ additive ) T
arima_outlier_level_shift Fr&
arima_outlier_innovational Fr&
arima_outlier_transient R
arima_outlier_seasonal_additive Fr&
arima_outlier local_ trend T
arima_outlier_additive_patch ) T
conf_limit_pct real
max_lags B
events T
scoring_model_only Fr& RATaakrkaE &n) i
IE] 7 H SR,
treeas B1%

’ B AS 4 AT BT CHAID 5 ; 12, “Hif AS™ 5 s STERL B A BB LGl 2 26

D M, JFLE SPSS EEEIEE V17 ARSI T SR oA IR, I G
FI-E 5551 (CHAID) SRR LN 5, MTIAARRHER, %f CHAID f3X— (AT 4
FRIE TR, EE SR SR LTI LIS, E BRI A BT LU R
(G#E4L) 82, Exhaustive CHAID 2 CHAID WIBIERR, ‘EXFTE 2 £l T HEA)
EHREE, (R B LA K

K 152: treeas B4

treeas @1 {i JE b

target field £ Tree-AS i siHH, CHAID FiRUFEE
AN ERF— M N A TR, BA]
DIgEmB 7T, AXEZER, B
) R0 5 189 TRy TN s

S
method chaid
exhaustive_chaid
max_depth B BRAWIRE (M0 E|20) . BREEN
5,
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K 152: treeas B (4r48)

treeas @1t {i JE b
num_bins R CE B IES m AH RN, &
18 B T ARSI I ; 1ETUN
2. 4, 5, 10. 20. 25, 508 100,
record_threshold B TOSRE, TERB|HBENE O T ER
ISR M E T p (E Y RN K
/N, TRE{EDY 1,000,000 ; IEHIEE
10,000 A RBIR D
split_alpha D41 DEINEZE MK, ZELATT 0.01
#10.99 Z[H],
merge_alpha Dl B EFENKE, ZELHNT 0.01
F10.99 Z &,
bonferroni_adjustment PR f#iFH Bonferroni LA &4 (E,
effect_size_threshold_co |A BT ES: Hirtr 701 SR & If 2k
nt AR, K NBUE,  ZAE ST
0.01 f10.99 Z[dl,
effect_size_threshold ca |A BB 2 BR300 A& 7R 2851
t IO, AR/ NBIE, % EA 4T 0.01
#110.99 Z[H],
split_merged_categories |Fri& TUVEX & IR T R,
grouping_sig_level DAl FHF @ AT BT s A s AN e i ) =
N
chi_square pearson BORHTFIHERARITINGE
Pearson B {LIZALL

likelihood_ratio

minimum_record_use

use_percentage

use_absolute

min_parent_records_pc DAl REEN 2, B/MEN L, BKEN
100, #EN 1, RPTSAEM T
FRIT o

min_child_records_pc DAl REEN 1. BIMEN L, BKEN
100, EEHN 1,

min_parent_records_abs Dl REER 100, wIMER 1, WKER
100, HEHN 1, REHZELHET
THDI X,

min_child_records_abs D@l REMEN 50, wAMEN 1, ®AEN
100, H\EHN 1,

epsilon 4l HA A B TR AIR 1 NS (B AR

max_iterations DAl WS B ROEARREN

use_costs Fri&
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5 152: treeas B4 (4F4R)
treeas Jatk {11 JE PEHE
costs gkt gireEte, 82 3 MEHRR
7 KEME. TIERSA SR
BIR) o BN
tree.setPropertyValue("costs",
[["drugA", "drugB", 3.0], ["drugX",
"drugY", 4.0]])
default_cost_increase none A BARE .
linear T IE AR R R R R {E
square
custom
calculate_conf ) TV
display_rule_id FRi& EIF TP RN —N7E, RGN
058 53 B S Y 280617 sUIAR IR,

twostepnode B1%

AN AERRFIRIER A,
g‘l‘%%o

RAC R G 17 BRI B R

TwoStep “ S/ WA SIR, 85— 5eaU R S HRALTE, DLERSARH AR
8 R T
TwoStep FUA— /MU, FERAES IS E 3l BRI,

RIE—H A EIFNERD
BRI LU

Nl
node = stream.create("twostep", "My node")
node.setPropertyValue("custom_fields", Txue)
node.setPropertyValue("inputs", ["Age", "K", "Na", "BP"])
node.setPropertyValue("partition", "Test")
node.setPropertyValue("use_model_name", False)
node.setPropertyValue("model_name", "TwoStep_Drug")
node.setPropertyValue("use_partitioned_data", True)
node.setPropertyValue("exclude_outliers", True)
node.setPropertyValue("cluster_label", "String")
node.setPropertyValue("label_prefix", "TwoStep_")
node.setPropertyValue("cluster_num_auto", False)
node.setPropertyValue("max_num_clusters", 9)
node.setPropertyValue("min_num_clusters", 3)
node.setPropertyValue("num_clusters", 7)
5 153: twostepnode B
twostepnode &1 [ J& Pt b
inputs [field1 ... fieldN] TwoStep HANE % A FERIvYIR, H
TMEABER. ANIRBIFE T AR T
B, AXEZER, ESMHEM F 189
DUy PN R
standardize TV
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3 153: twostepnode B (442)

twostepnode J& 1k {11 JE PEHE
exclude_outliers TV
percentage &R
cluster_num_auto ) TV

min_num_clusters

max_num_clusters

num_clusters

cluster_label

QIS 2
HMEIEIE:
=)
[0}

Number
label_prefix string
distance_measure Euclidean

Loglikelihood
clustering_criterion AIC

BIC

twostepAS Ei¥

=N >
e, Bk

BHE B U nTy R,

“THIRIEZE-DMRRLE, ATIRRBIEETEANHEAARSH (AR .
SRR R IEA 2 D AR RHE A B TEGRISOR,  HIANAEIE 7 ZE/ES:

3R 154: twostepAS B4
twostepAs &1k 1H JEPEd
inputs [f1... fN] TwoStepAS BRI FH —4|
AT, (HAEHBERR
FB, NRBIRE A
PR FEL
use_predefined_roles h/R1E TREMEN True
use_custom_field_assignments 1h/RME TRE(EN False
cluster_num_auto h/RME TREEN True
min_num_clusters integer Default=2
max_num_clusters integer Default=15
num_clusters integer Default=5
clustering_criterion AIC
BIC
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3R 154: twostepAS B (4A4)

twostepAS J& Tk 1" JE PER A
automatic_clustering_method use_clustering_criterion_settin

g

Distance_jump

Minimum

Maximum
feature_importance_method use_clustering_criterion_settin

g

effect_size
use_random_seed 1a/RIE
random_seed integer
distance_measure Euclidean

Loglikelihood
include_outlier clusters 1/RIE TREMEN True
num_cases_in_feature_tree_leaf_i |integer Default=10
s_less_than
top_perc_outliers integer Default=5
initial_dist_change_threshold integer Default=0
leaf_node_maximum_branches integer Default=8
non_leaf_node_maximum_branches integer Default=8
max_tree_depth integer Default=3
adjustment_weight_on_measurement |integer Default=6
_level
memory_allocation_mb B+ Default=512
delayed_split h/R1E TRAEEN True
fields_to_standardize [f1...fN]
adaptive_feature_selection 1a/RIE TREEN True
featureMisPercent integer Default=70
coefRange By Default=0.05
percCasesSingleCategory integer Default=95
numCases integer Default=24
include_model_specifications /R TRAEEN True
include_record_summary fhi/R1E TREEN True
include_field_transformations h/RME TREMEN True
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3R 154: twostepAS B (4A4)

twostepAS J& Tk 1" JE PER A
excluded_inputs /R {E TRAEE True
evaluate_model_quality f/R1E BB (EH True
show_feature_importance bar /R1E B8R True
chart
show_feature_importance_ fh/R1E REER True
word_cloud
show_outlier clusters fi/R1E REER True
interactive_table_and_chart
show_outlier_clusters_pivot_tabl | #i/R{E BRE(EN True
e
across_cluster_feature_importanc | fi/R{H TREMEN True
e
across_cluster_profiles_pivot_ta |fi/R{E TRETE Y True
ble
withinprofiles fh/RME TREMEN True
cluster_distances fh/R1E REER True
cluster_label String

Number
label_prefix String
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o 14 5 BRI st

R B S HAY SMHREREE. AXESER, HSHIE 5 63 iy NEM T AUENES .

applyanomalydetectionnode [E1¥

SRR T AR AT, IZ R BIAR GR %4 F5 4 applyanomalydetectionnode,
BRI EEET ARG HIANEZEE, ESH % 189 1HY lanomalydetectionnode J& £

& 155: applyanomalydetectionnode &%
applyanomalydetectionnode J&1: |f{fi JE A
anomaly_score_method FlagAndScore |ffisE GIIRMLE S T 7o
FlagOnly
ScoreOnly
num_fields B ZHR AR T B
discard_records Fr& fErB S M H TR %
discard_anomalous_records Fr& EREFRFRFICRLEEREFIERHEICR, H*
BER off, RMEFRIERFICR, &
M, WRER on, LMEFHFHICE, X
WERM T discard_records BN, ¥&
B F s 1

applyapriorinode B1%

A Apriori 2575 AR AR Apriori BAUEL,  IZBRIELRIIIAR SN applyapriorinode, X 9w BT mL
REMARNEZEE, ESH % 191 71N Tapriorinode JE 1

5 156: applyapriorinode &%
applyapriorinode J&E 1 iz JEHERGA
max_predictions e (BR0
ignore_unmatached Fr&
allow_repeats Fr&
check_basket NoPrediction

s

Predictions

NoCheck




5 156: applyapriorinode B 1% (444%)

applyapriorinode &1k {1 JE PR

criterion Confidence
Support
RuleSupport
Lift

Deployabilit
Yy

applyassociationrulesnode [E1%

“ R BRHIN BB RUPT DU FAE BOR BRI A A B, 2 BB L AR 4 R0 applyassociationrulesnode,
B RmEEETT B SHANEZ(EE, ESMH % 192 11V Tassociationrulesnode JETES

3R 157: applyassociationrulesnode &%
applyassociationrulesn |#fiE3eH JE AR
ode M@tk
max_predictions B RTLARE T 0 B B AR B KR 2
criterion Confidence IR T I R i P 0
Rulesupport
Lift
Conditionsupport
Deployability
allow_repeats BOOLEAN ot 2 2 7 15 T A [T YRR L FEAE 53 28R
check_input NoPredictions
Predictions
NoCheck

applyautoclassifiernode E1%

“HBhsr IR BT AT TAER B30 e85 AU EL, BRI FR N applyautoclassifiernodes
B RGBT A H BHIANIEMEE, ESHE 195 71 Tautoclassifiernode J& 1%
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5% 158: applyautoclassifiernode B 1%

applyautoclassifiernode & |1 JE PEH A
T
flag_ensemble_method Voting faE HFmERBIRED T L,

EvaluationWeightedVoting
ConfidencelWeightedVoting

RawPropensityWeightedVoti
ng

HighestConfidence

AverageRawPropensity

SN HAREARE 7B, &
RN E,

flag_evaluation_selection |Accuracy HETGE H FArE B bR, MUIRE
TP T A 0 A T4 AR
=5

AUC_ROC Ao

filter_individual_model o |#ri& fa e 275 M AN MEBIRY I 7y &

utput e

is_ensemble_update Fr& ERESENIE SR, LU
PRSI ENE B sy
A SF NG BaEE HE
TR BER ERTI I A 41
RN

is_auto_ensemble_weights_ |#ri& B F B R E TR

reevaluation

use_accumulated_factor bR BT ERTE,

accumulated_factor

number (double)

BKMEH 0.99, &/MEN
0.85,

use_accumulated_reducing

PR

BRI R SR T FR AR PR
TR ek

accumulated_reducing_limi
t

number (double)

RAREN 0.7, /IMENO. 1,

use_accumulated_weighted_ |#r:& SRS & B AR BTG HIAY
evaluation BE R IEVENBRAR T RN B 2
flag_voting_tie_selection |Random WMREIREIRESE, ILFEE MR
REEW T, ACHIEER Bz
HighestConfidence FRAETFEI, ¥R HIRE,
RawPropensity
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3% 158: applyautoclassifiernode B (4x42)

applyautoclassifiernode & |1 JE PEH A
T
set_ensemble_method Voting faE HFmERBIRED T L,

S EE R BFRARETFERN, &
N -
EvaluationWeightedVoting KPR,

ConfidencelWeightedVoting

HighestConfidence
set_voting_tie_selection |Random MR EEERE L, ILIEE MR
RGN E, ACEEERNHIRE
HighestConfidence F TR, N R A,

applyautoclusternode Bt

AT DU 336 R ROR AR AR E SRR, I AR %4 Bl applyautoclusternode.,
BRI AR M, LB S B AR RS, S 197 B Tautoclusternode J&
T o

applyautonumericnode E14%

AT U B Bl 80 AT RORAE AR B BB T R, AR I AR 4 B
applyautonumericnode, 4w G AT il H BIIARPIEHEE, ESHRE 199 1Y lautonumericnode
B .

3+ 159: applyautonumericnode &%
applyautonumericnode &% |1 J& Pt b

calculate standard error |#Ri&

applybayesnetnode E1%

JEET LU P DU IR 6% AT R AR B DU PR 268 " A B B, AR BB LA 2 R
applybayesnetnode, H XImGEEY R BB BHARWIEHMGEE, 1ESMHE 201 1ifY Tbayesnetnode J&

My .

3R 160: applybayesnetnode 1%

applybayesnetnode & {E JE PR
all_probabilities bR

raw_propensity bR

adjusted_propensity br&

calculate_raw_propensiti |fRi&
es

calculate_adjusted_prope |tri&
nsities
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applyc50node Ef%

AR C5.0 BT s AR Al C5.0 MAUER, IZARIUERIIIIA S FT Y applyc50node, H K 9w G R i H S
AR, 1EZMHE 203 T T'c50node M o

% 161: applyc50node B14%

applyc50node J&1k: 1H JEPERA
sql_generate udf T ER AT HAE Y SQL A Rk
I, WREEN udf,
Never
NoMissingValues
calculate_conf Fra& JEH SQLAERNTATH 5 @ M RFHEEE
T CLAE AR AR RS AR A
calculate_raw_propensiti |fri&
es
calculate_adjusted_prope |fri&
nsities
applycarmanode %

A {f Fl CARMA ZAE T f2E A CARMA #RIEL AN A 2 F5 8 applycarmanode,  HARRIELAE H
ErE, B FgmEEET S ESHANEAEE, ESHE 204 TR Tcarmanode B o

applycartnode B1%

A C&R MR R ZE il C&R BRERIER, IZRUERIYINIA S #5 N applycartnode, 7 K gw G2 H

BIHARMIEAER, 1ESHSE 205 119 lcartnode B4 -

3+ 162: applycartnode B4

applycartnode Jg@ 1k {[1 JE A E
enable_sql_generation Never T IR E NPT AR SQL A= plisk
I,
MissingValues
NoMissingValues
calculate_conf bR JEH SOL ZERKINAT A 5 LR E(E
TR TR TR AR IR
display_rule_id FrRa& TEPE TR I — R, o
057 77 BB Y 2806 19 IR IR,
calculate_raw_propensiti [Fri&
es
calculate_adjusted_prope |fri&
nsities
applychaidnode &%

A CHAID BT 2R AR CHAID BB, iZ BRI IIA S50 applychaidnode, 6 % 4 BT 1

HEHIARTEMER, 1E255 208 T1HY Tchaidnode B
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5 163: applychaidnode B 1%

applychaidnode J& 1% {11 JE PEHE
enable_sql_generation Never T IR ENEA TR SQL 42 pkik
T,
MissingValues
calculate_cont FRi&
display_rule_id FRa& EIF PR —"1 7, RN

IR BCRN IR I 1T R AR,

calculate_raw_propensiti [#r&E
es

calculate_adjusted_prope |tri&
nsities

applycoxregnode ¥

AJ{H A Cox EABITT mZE Ak Cox BUER, ZBIRIEIINIA L RN applycoxregnode, B *4mE BB mEH &
AR R, E2HE 210 WY Tcoxregnode JB1ES o

5% 164: applycoxregnode &%
applycoxregnode Ja 1k {11 JE PER A
future_time_as Intervals
Fields
time_interval AR5
num_future_times B
time_£field field
past_survival_time field
all_probabilities FRi&
cumulative_hazard br&

applydecisionlistnode E1¥

PURH R T AR DUR S R, ZERI AR F50 applydecisionlistnode, H X 4m 5
BT A H BIIARIEMER, 1E2FE 213 10 Tdecisionlistnode JE S

5k 165: applydecisionlistnode &%

applydecisionlistnode J& |{H JE R
T
enable_sql_generation FRa& {ENER, IBM SPSSModeler 2210

RAHN ZAR R [EHER] SOL,

calculate_raw_propensiti |fri&
es

calculate_adjusted_prope |Ir&
nsities
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applydiscriminantnode B1%

HIR AT sA] A RCHI BRI, RN IA LRI applydiscriminantnode, & 54w A
HEANIEER, BS54 214 11y Fdiscriminantnode B o

5 166: applydiscriminantnode &%

applydiscriminantnode J& |f{ii JE PERER
i 3

calculate_raw_propensiti [#r&

es

calculate_adjusted_prope |#tri&
nsities

applyextension 1%

TURIIIA SR 54 F5 9 applyextension, H K45
TS EBHANEZER, ESH E 216 T
Fextensionmodelnode J&14J

@q YRR ] DUR TR Y R R, A

Python for Spark =6l

JHHHE script example for Python for Spark
applyModel = stream.findByType ("extension_apply", None)

score_script = """

import json

import spss.pyspark.runtime

from pyspark.mllib.regression import LabeledPoint
from pyspark.mllib.linalg import DenseVector

from pyspark.mllib.tree import DecisionTreeModel

from pyspark.sql.types import StringType, StructField

cxt = spss.pyspark.runtime.getContext()

if cxt.isComputeDataModelOnly():
_schema = cxt.getSparkInputSchema()
_schema.fields.append(StructField("Prediction", StringType(), nullable=True))
cxt.setSparkOutputSchema (_schema)

else:

df = cxt.getSparkInputData()

_modelPath = cxt.getModelContentToPath("TreeModel")
metadata = json.loads(cxt.getModelContentToString("model.dm"))

schema = df.dtypes[:]
target = "Drug"
predictors = ["Age", "BP", "Sex", "Cholesterol",6 "Na", "K"]

lookup = {%
for i in range(0,len(schema)):
lookup[schema[i][0]] = i

def row2lLabeledPoint(dm,lookup,target,predictors, row):
target_index = lookup[target]
tval = dm[target_index].index(row[target_index])
pvals = []
for predictor in predictors:
predictor_index = lookup[predictor]
if isinstance(dm[predictor_index],list):
pval = row[predictor_index] in dm[predictor_index] and
dm[predictor_index].index(row[predictor_index]) or -1
else:
pval = row[predictor_index]
pvals.append(pval)
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return LabeledPoint(tval, DenseVector(pvals))

# convert dataframe to an RDD containing LabeledPoint

lps = df.rdd.map(lambda row: row2LabeledPoint(metadata,lookup,target,predictors,row))
treeModel = DecisionTreeModel.load(cxt.getSparkContext(), _modelPath);

# score the model, produces an RDD containing just double values

predictions = treeModel.predict(lps.map(lambda 1lp: 1lp.features))

def addPrediction(x,dm,lookup,target):
result = []
for _idx in range(0, len(x[0])):
result.append(x[0] [_idx])
result.append(dm[lookup[target]] [int(x[1])])
return result

_schema = cxt.getSparkInputSchema()

_schema.fields.append(StructField("Prediction", StringType(), nullable=True))
rdd2 = df.rdd.zip(predictions).map(lambda x:addPrediction(x, metadata, lookup, target))
outDF = cxt.getSparkSQLContext().createDataFrame(rdd2, _schema)

cxt.setSparkOutputData (outDF)

applyModel.setPropertyValue("python_syntax", score_script)

R Tl

JHHHE script example for R
applyModel.setPropertyValue("r_syntax",
result<-predict(modelerModel, newdata=modelerData)
modelerData<-cbind(modelerData,result)

varl<-c(fieldName="NaPrediction",6 fieldlLabel="",6fieldStorage="real", fieldMeasure="",

fieldFormat="",6fieldRole="")
modelerDataModel<-data.frame(modelerDataModel,varl)""")

3+ 167: applyextension &%

applyextension g1k H JE P

r_syntax string BUR T HATHRAIE 0 R BIAR
.

python_syntax string FF L5 () Python AR E:
EEo

use_batch_size bR AR CDSEE SN

batch_size B T B E R ML BARIC S

e

convert_flags

I T A ibn B 7B

StringsAndDoubles
LogicalValues
convert_missing PR TR RAE R R NA {ERYE
7,
convert_datetime Fr& HED A TR B A H A H HAN ]
KAV B R H /I RIS
o
convert_datetime_class POSTIXct 33CREIE TG e E 20N H s H A
POSIXLt I TET A& SR AR B L 9 28 =X

applyfactornode E1%

“ AR AT R AR S AT AR AR AR oA Rl B, IR I AS 4 PR
applyfactornode, IHRIIGH HMEN, B X HmWEEET S ESIANEANELR, ESHE 218 TTHY

Ffactornode @14 .

302 IBM SPSS Modeler 19.0 Python Scripting and Automation Guide




applyfeatureselectionnode 4%

“RHIEIZE SR B sUnT B AR AR B A A B, BB IAR S F15°8 applyfeatureselectionnode, B
KImBEET R BHARNIEHAEE, 1ESHE 220 11y Tfeatureselectionnode JE S o

5k 168: applyfeatureselectionnode &1

applyfeatureselectionnod |1{i JE A

e @tk

selected_ranked_fields FE eI Y AR B AL P
B,

selected_screened_fields FEE AL VE 2 H A 2 AL EL e
B,

applygeneralizedlinearnode B1%

“T7ERNME (genlin)” AT AURT FFAE BT SRR, BRI AR A
applygeneralizedlinearnode, H X4 BT R H BHANIEMEE, HSHE 222 TiHY Tgenlinnode J&
T o

3+ 169: applygeneralizedlinearnode &%

applygeneralizedlinearno |{H JEPEE
de 1k
— =

calculate_raw_propensiti [Fr&
es

calculate_adjusted_prope [tr&E
nsities

applygsimmnode Bt

GLMM 57T s n] AR A GLMM R8I iR IIAS 2 /50 applyglmmnode, 76 Xk 9m G5 s H
BIAEMER, ESHSE 227 11 Fglmmnode B4 o

5 170: applyglmmnode &%

applyglmmnode )&%k {11 JE PEAd

confidence onProbability HHEIE B (S AR B e
REE Rm G RE TR 2 7%,

onIncrease

score_category_probabili [#riE WRIEE R True, BARNTIEER

ties AR, 2RI — T
B, BRE{EDN False,

max_categories B BIIBERA R RIEREH, Y
score_category_probabilities
ﬂﬂ True H#*{%ﬁﬁo

score_propensity FRi& WRIEE R True, BLNEEFREHR

AR AR B R AR A PE 9 (“True” 4558
ATRENE) o AR XALTERL, N
AR ZARHE M 55 X = A VAR f iy i)
oy, BRE{EN False,
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3 170: applyglmmnode B (442)

applyglmmnode Jg& 1% {11 JE PEHE
enable_sql_generation udf FFERPUTIARNIZE SQL A RGEIT,
XL A A B im ] SPSS®
native Modeler Server PE7ERC s (AR EIZE

PRRNREE T IR E Rl eR AR ) AT
P4y, BETE SPSS Modeler INER LR

AN
JTo

RAEEY udf,

applysle Bt¥

AILURE GLE AR U TAE K GLE BB, ASRIBR A il 24 MR applygle, A kI SRR RH &
MARNEZEE, 1ESH 8 231 WY Tgle @Mt .

% 171: applygle B4

applygle J@: 1H JE PER

enable_sql_generation udf HFAERPUATHARIZE SQL 42 Bk,
PR SEHER BRI SPSSModeler

native M55 a5 VRO GRS (ARG 2L T
PR ERLARIEARE) AT, 8
£ SPSS AT NIFE7D
applysmm Ef%

TR ST R TSR SRR, BRI G G250 applygmm, T RPHEMEE
V18.2.1.1 HIE S RAF M, A XWEREET R ESWANEZER, H26 5 381 il Fgmm &

T

£ 172: applygmm B4

applygmm 4@ B JE PEHR
centers

item_count

total

dimension

components

partition

applykmeansnode B1%

K-Means 2615 0] F FAE R K-Means B84, IRV IIA L FR4 applykmeansnode,  HEAEAUHL R
BHMEME, B XmEEET S ESHARNEAEE, E2RE 238 T Tkmeansnode J&MHJ

applyknnnode E1¥

KNN BT i m] A2 KNN BERIER BRI LA 4 2 applyknnnode, 6 k4 5T i E S
RWEMER, WEBHE 240 111 Tknnnode B1ES o
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% 173: applyknnnode B14%

applyknnnode Jg&: {11 JE PEHE
all_probabilities ) TV
save_distances ) TV

applykohonennode Ef#

Kohonen AT s n] 42K Kohonen f&AUEL,  IZAERIER A4 3R applykohonennode,  IHAERIHL %,
HHAMEM, B RHEEEETHESHANEAEE, ES2MSE 203 1Y Fc50node B4

applylinearnode Et¥

P S AT i A IR MR R, BRI 4 F5 applylinearnode, A 5% 4w B35 i

ARWEHEE, ESRE 243 71 Tlinearnode J&MJ o

% 174: applylinearnode &%

linear 81 {11 JE PEH A
use_custom_name T
custom_name string
enable_sql_generation udf HFAERPUATHARIZE SQL 4= Bk,
XL TR AR B R R FE A SPSS®
native Modeler Server it533&RLes (AR EE
PREI 28 T IR ahlan IR E) #HAT
P47, 1E SPSS Modeler NH[IESy, B
puresql

B [EEERRE T SQL PP,

REED udf,

applylinearasnode Et%

Linear-AS 57 i i F A &k AS AU, HEATRURIIMIA SR §i #4854 applylinearasnode, B X&4i5:
R R S HIANIEAER, 1ESHE 244 TRV Tlinearasnode &M o

5 175: applylinearasnode &%

applylinearasnode J&1% & J& P
enable_sql_generation udf REER udf,
native

applylogregnode Et¥

18R] DU “Logistic [EA AR EAH fi kAR i “ Logistic AR BRI, A L I A 2 F5 h
applylogregnode, B KRYmEEFT S HBHAWIEAELR, 1ESHSE 246 W1 llogregnode B

3% 176: applylogregnode B1%

es

applylogregnode Ja 1k {11 JE PERE
calculate_raw_propensiti [#Iri&
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% 176: applylogregnode B (4442)
applylogregnode Ja 1t {11 JE PEHE
calculate_conf ) TV
enable_sql_generation Fri&
applylsvmnode E1%

AJLUEEHT LSVM BB mRZE R LSVM RRAUER, IS RIER YR A S il 24750 applylsvmnode, % 4i 5
TRESWANEZER, ES6 5 251 519 llsvmnode JEMES .

3+ 177: applylsvmnode B
applylsvmnode )&% 18 JE g R
calculate_raw_propensities |#ri& fEE RS BEFRBWEED,
enable_sql_generation udf FREMATE GRS (WRCLZEE) #H1T
PES . TR TH RS i SR AR R R AN ik
native 77

applyneuralnetnode E14%

PR 2 AT P T A R IR R, IR I RN applyneuralnetnode, K %
BN S H HARTEANER, 1S5 252 511y Tneuralnetnode J&) o

TR ERAThR PR At T BRI BE R HTIRAS I SHEE M8 BRI, FFRAE T —17 (applyneuralnetwork)
R T, RE ST PRRT A, (BT B SERTIA DUE BT ERRAS AL CREE 1 SERTARASHY 1
HEELUISE, HIERRIEITHRH A S,

% 178: applyneuralnetnode B 1%

applyneuralnetnode J& 1 {E B R
calculate_conf Fri& JEH SQLAERKINTAT A 5 LB MR EEER
T O TEAE AR HIR R
enable_sql_generation Fr&
nn_score_method Difference
SoftMax

calculate_raw_propensiti |fRi&
es

calculate_adjusted_prope |Ir&
nsities

applyneuralnetworknode EB1#

A fe AP N 28 TR AR YT p AR IR I 4 T, BB IR FF 8 applyneuralnetworknode, 7 5%
AT S H B WEMANEZER, 1250 neuralnetworknode J& 14

R 179: applyneuralnetworknode &%

applyneuralnetworknode J& | {ii JR YD
i 3
use_custom_name ) TV
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3R 179: applyneuralnetworknode @M (4k4%)

applyneuralnetworknode J& |1 JE A
T
custom_name string
confidence onProbability
onIncrease
score_category_probabili [Fr&E
ties
max_categories DAl
score_propensity bR
enable_sql_generation udf FTFERMATHARNZ & SQL A4 A%,
XL IR [ AR EARE A SPSS®
native Modeler Server PEiERCAR (AISREIE
PER 2288 TIPS fe e i BR ) 1A T
P4y, 1F SPSS Modeler NEBIFE4y, BE
puresql

H AR I SQL PP,

ERAEED udf,

applyocsvmnode E1¥

FAZE SVM T ] T AR A A SYM BRAIER, IRV IA SR 5.4 F58 applyocsvmnode, AR H
Hittgtt, A RWMEERTSESNANEZ(EE, 1ESH % 385 1Y Focsvmnode JEMES .

applyquestnode E1¥

A{HFH QUEST AR i dE i QUEST #AER, IZBIRIEL AL FIN applyquestnode, T KB AT m

HEBMANIEAER, ESHE 257 TWHY Tquestnode E1HJ o

5 180: applyquestnode &%

nsities

applyquestnode J& 1k {11 JE PEHE
enable_sql_generation Never E?iﬁ%fﬂﬂﬂ%%ﬁﬁﬂﬁﬂ’ﬂ SQL A=Kk
o
MissingValues
NoMissingValues
calculate_conf ) TV
display_rule_id PR& TEPE R I — R, R
057 57 BO B Y 280617 AR IR,
calculate_raw_propensiti |fRi&
es
calculate_adjusted_prope |fri&
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applyr Bt

“R M ST s T A AR R R R, BBV IR 4 AR applyre A R IR SREET H S IHA
WIEAMER, WEZHE 202 THY Tbuildr B o

3R 181: applyr B1E

applyzx @ LIz JE PR

score_syntax string BB AT HATHRAIE 1Y R AR
Bk,

convert_flags StringsAndDoubles IR I T bR S B

LogicalValues

convert_datetime Fr& R TR B H HAEL H BAR A
KAV B R H /I RIS
o

convert_datetime_class POSTIXct 33CREE TG T 4E E 20N H s H A

POSIX1t I fEIAS 2 B i o 1 288 2

convert_missing FrRa& T RHRRAE AN R NA (EAYIE
7,

use_batch_size Fri& JE R A

batch_size R FEE B O ES MR IR IR
4

applyrandomtrees B1%

AT LASE P BEATUAM AL 7 s R ZE BRBEN U AR PR, BRI A Sl 24 50 applyrandomtrees, 5 k9
FEETRESEANEZER, E26 5 259 1Y Trandomtrees B .

3R 182: applyrandomtrees B4

applyrandomtrees Jg 1t {8 J=iR 0
calculate_conf bR LUJE MR E (S BT e S A AR R AR
H,
enable_sql_generation udf HFAERPUATHARIZE SQL 4= Bk,
IR SEHER BRI F SPSSModeler
native AR5 a5 VRO ERCAs (ARG 2L T

PROERCARARIRE) AT, BE
£ SPSS g #Eias NITFT,

asapplyregressionnode Et¥

ORI AT AT AR R e D BRI, AR IR 4 F5 R applyregressionnode, AR
B HEM, B REEEET R ESHANIEAER, ESHE 261 11 Tregressionnode JE 1

applyselflearningnode Ei¥

“ B 2N B AR (SLRM)” AR s AT 4R R SLRM BRI, iR B RHIA 24 95
applyselflearningnode, B XK4mEEET R B B HANIEAEE, 1ESHE 264 TUN Tslrmnode JEMY
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% 183: applyselflearningnode @1%
applyselflearningnode J& 15 JaPEAd
max_predictions D471
randomization DA
scoring_random_seed DAl
sort ascending BB S DRI I mnd R R KRR A
descending
model_reliability bR FF BB eI HR AR A ] SE PRI I B
TEM,
applysequencenode E1¥

“FEAI IR pUT AR A A RS, AR TR A 4 R applysequencenode,  IEARERIEL A H
g, A RmEEET S E S HANEAER, ESRE 263 1Y Isequencenode B o

applysvmnode B1%

RERTLAGEA] SVM BEETT RORAE AR SVM RRBIER, IZRIBRIY A FRN applysvmnode, % 4 5T A
HEHARNTEAMER, HSHE 271 7Y Fsvmnode B

3R 184: applysvmnode B4

applysvmnode JE 1% {8 J& PR

all_probabilities bri&

calculate_raw_propensities [#ri&

calculate_adjusted_propensi |#ri&
ties

applystpnode Et%

STP B s i) DUF F AR A R BRIV R R e B B B ar T BB A . IR A FR
9 applystpnode, B KRBT S HHHANEZER, ESH % 266 T1HY stpnode B o

3R 185: applystpnode B 1%

applystpnode 1@tk By JE b
uncertainty_factor BOOLEAN w/MEH 0, FAKRIEN 100,
applytcmnode Et%

S [ ] SR AR ABE (TCM) AT s m] 2B A TCM AU, IR HL I I AR GR i 2 F528 applytcmnode, 6 %
YREERET EEH AN EZER, 1ESM % 273 1Y Ttemnode B

5 186: applytcmnode B4

applytcmnode &1 18 Ja g b
ext_future BOOLEAN

ext_future_num B
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5 186: applytcmnode B4 (4k4R)

applytcmnode J&: {11 JE A b
noise_res BOOLEAN

conf_limits BOOLEAN

target_fields HllF

target_series LB

applyts B&

“IN IR P2 R ASETY AT T AR IR TR 27 R B, ISR I A G I R0 applyts. A K G BT
RESMWANEZER, HSH % 278 WY Its Bt o

% 187: applyts B14%

applyts &tk [ J P
extend_records_into_future |BOOLEAN

ext_future_num B
compute_future_values_input [BOOLEAN

forecastperiods B

noise_res BOOLEAN

conf_limits BOOLEAN

target_fields HlIF

target_series HllF

includeTazrgets field

applytimeseriesnode B (R#EF)

“HSFIE) P A AR T s ] AR RIS R R A A A B, i BRI A4 F5 8 applytimeseriesnode, X 9w
BIESET H A S HANTEAE R, ESHE 286 TiHY Mtimeseriesnode @M (RH#EF) 1 .

% 188: applytimeseriesnode @ 14%

applytimeseriesnode Jg 1t Iz JB TR
calculate_conf bR
calculate_residuals PR

applytreeas Ei%

Tree-AS BT ] T4 Tree-AS FAUEL, AU AR ZRHI 4PN applytreenas, B X YmE IR

TRESHANEZER, E20 5 288 1Y ltreeas BN .

% 189: applytreeas B14%

applytreeas Jgfk

JE A&

calculate_contf

I M IE (5 B T L S 2R AR
o
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5 189: applytreeas B (442)
applytreeas Jafk {11 JE PEHE
display_rule_id FRa& EIFTE RN —"1 7, #RRED
10 LR L5517 s AR I,
enable_sql_generation udf FFAERPATHARIZE SQL 4= Bk,
PR G HERNEARE 8 F SPSSModeler
native AR5 on VRO ERCAS (ARIEHER LT
PR ERLAR AR ) ATy, BE
£ SPSS AT NIFETD
applytwostepnode B4

“ TR AT AR R AR, IR RIS RN applytwostepnode, AR A HoAth
B, B RmEEET A ESHANIEAEE, ESHE 290 71 Ftwostepnode B

applytwostepAS E1%

R AS BT SR T AR G AS ARRIER, ISR RHIAR ZR I 2 PR applytwostepAS, B G BIEAR
A HSHARNEMEE, ESHE 291 WY FtwostepAS &)

3 190: applytwostepAS B 4%

applytwostepAS J& 1k {11 JE PEE
enable_sql_generation udf FFERPUTIARNIZE SQL A RGEIT,
XL I e A R im ] SPSS®
native Modeler Server PE7GERCas (AR EIE

PRI REE T IR E Rl eR R ) AT
P4y, B TE SPSS Modeler NER LR

AN
JTo

REEN udf,

applyxgboosttreenode Et¥

XGBoost Tree 1 /i A] T4 ik XGBoost Tree #AIHE,  HWAAIELIHIAYGR G254 applyxgboosttreenode.
TRAWEME 18.2.1.1 H#iE, A XREEETRBEBMANEZER, 1H26 § 392 1ilY
Ixgboosttreenode J&1%J o

5 191: applyxgboosttreenode &%
applyxghboosttreenode MMEtE | B3 J& b

use_model_name

model_name

applyxgboostlinearnode B1%

XGBoost Linear 7 sin] Fl T4 i XGBoost Linear %I, AR HIAGR B4 N
applyxgboostlinearnode, HHEMHIEEHMEME, A RWMEEET HBBHMANEZER, BSH H
391 iy xgboostlinearnode JE1%J
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hdbscannugget 1%

HDBSCAN 11 s i F T4 i HDBSCAN AU, AT HIAR R B4 F50 hdbscannugget, IABAIER %
GHMEN., BRESEEETHEBEMANEZELR, ESH % 381 WY Fhdbscannode B4

kdeapply B1%

A ] KDE AR R B KDE ASRUER,  ARTUERIVIIA G G450 kdeapply, A K EERT REHH
WARMEE, 1EZHE 383 7Y Tkdemodel B

5+ 192: kdeapply B 1%

kdeapply 1 &1t Bmeny Ja VAR
outLogDensity BOOLEAN f85E True 8¢ False LUfEHH P ol & ek

PRAOGEEEE(E, BRE{EN False,

MV18.2.1.1 A, BN
out_log_density
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5 %t Ba BT s

IBM SPSSModeler X5 5-5d8 FEAHL A a2 LRV A IR IZ IR A AR T EAHER A, ©IFE Microsoft SQL Server
Analysis Services, Oracle Data Mining, #11BM Netezza 347, 0] LU#H IBM SPSSModeler i 2

& BB WU PR R R M A R N BB T IR 77, 3 T DU AT A 43 B a8 M 5 2 BRI AR SR A AR

B A,
Bilgn, FHEXERIIA LA T ANMAME A IBM SPSSModeler IIARSR 5 5 K A1 Microsoft PREEMEAY

stream = modeler.script.stream()
msbuilder = stream.createAt("mstreenode", "MSBuilder", 200, 200)

msbuilder.setPropertyValue("analysis_server_name", 'localhost')
msbuilder.setPropertyValue("analysis_database_name", 'TESTDB')
msbuilder.setPropertyValue("mode", 'Expert')
msbuilder.setPropertyValue ("datasource", 'LocalServer')
msbuilder.setPropertyValue("target", 'Drug')
msbuilder.setPropertyValue("inputs", ['Age', 'Sex'])
msbuilder.setPropertyValue("unique_field", 'IDX')
msbuilder.setPropertyValue("custom_fields", True)
msbuilder.setPropexrtyValue("model_name", 'MSDRUG')

typenode = stream.findByType("type", None)

stream.link(typenode, msbuilder)

results = []

msbuilder.run(results)

msapplier = stream.createModelApplierAt(results[0], "Drug", 200, 300)
tablenode = stream.createAt("table", "Results", 300, 300)
stream.linkBetween(msapplier, typenode, tablenode)
msapplier.setPropertyValue("sql_generate", True)

tablenode.run([])

Microsoft EIET =B

Microsoft EIET 2B

BRAEM
Microsoft ZE R 1T sl N B A0 T AR,

% 193: N+ Microsoft TR @

53t Microsoft 15 g Tt 1 JRPE LA

analysis_database_name string Analysis Services £ ZERI TR,

analysis_server_name string Analysis Services FHLHIF R,

use_transactional_data Fr& FE7E i AR AR B R #tg A0 B F 5

inputs LIIES FABEARN i A F B

target field ggﬂﬂ?ﬁﬁ CREH T “MS R H P HIRIE"

unique_field field KEETFEL,

msas_parameters el e HIESH., AREZER, ESHIM 315 T
rasEs .




3+ 193: INFH Microsoft T B (h4L)

3t Microsoft i i@ ME H JE 1 BERH
with_drillthrough Fr& “HETER AR IR I,
MS JREE

&HE N mstreenode 8T fUE X ERE M, TS RIAT LA 3 Microsoft J& .

MS R
BH N msclusternode ERIYTT fUE X EARKENE, BB RATTHLIINE Microsoft &%,

MS X EX&LN
LUNRE e nT Fl 285848 msassocnode YT AT -

3R 194: msassocnode B4

msassocnode Jg 1t H JE PR

id_field field PRIRBEE RIS 55
trans_inputs S1IES HE BRI AT,
transactional_target field W7 (EESEIE)

MS FFETHHR

BB msbayesnode ZEBIHYTT RUE X EARE M, TS RAT LN/ EE Microsoft J& 1,

MS ZiEEA

&7 msregressionnode FERURYTT AUE X EREN, TESRATH LA Microsoft &M
MS #PEE 4%

BB msneuralnetworknode I AUE X EMREME, IESFIARTI LIV EE Microsoft J& T,
MS Logistic [@]J1

&7 mslogisticnode FERIRY AUE X EWEM, ESRATIH LA EE Microsoft &
MS BYiEl 51

BB mstimeseriesnode AT AUE X EMREME, IESFIARTI LIV EE Microsoft J& T,
MS 553

LU R n] 2% mssequenceclusternode MY 55

3R 195: mssequenceclusternode &%

mssequenceclusternode &1k 1H JE T B

id_field field PRIRBEE RIS
input_£fields $2IES B BRI AT
sequence_field field FFAIRRIR
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3R 195: mssequenceclusternode B4 (4442)

mssequenceclusternode J&M: H JE PR B
target_field field B GRASEIR)

BiEB¥

£l Microsoft BB FERAIEAIER B ] LU#EH msas_parameters JBHRIRBEWRIESE, FHlA0 :

stream = modeler.script.stream()
msregressionnode = stream.findByType("msregression", None)
msregressionnode.setPropertyValue("msas_parameters"”,

[ ["MAXIMUM_INPUT_ATTRIBUTES", 255],
["MAXIMUM_OUTPUT_ATTRIBUTES", 255]1)

XEESHIRE SQL Server, EEBFNNRAVHRSE, EHITAIT M

1. RESAE TR s A
2. FTTT B PRI o

3. WBURTR T R8I 2 g — N A,

4. NRAHPIIRAPIERE—DEREK,
5. BA e DA 5K P AR TR
6. B D] HH HJE PR Microsoft B0 PR AT £,

7. FTZRAR AR
8. 1R LR IETIF,

2 BoRIZT AU msas_parameters &M,

Microsoft IZE R B 14
fii ] Microsoft £ 2 s s QI R R L B T 91 g 1
MS R
&K 196: MS REWEM
applymstreenode Jg& 1k i fifiidk
analysis_database_name string A DAEREAE TR I RO T
)@ ME A THRIR Analysis Services BN %
o
analysis_server_name string Analysis 5528 EALHIAFR,
datasource string SQL Server ODBC £HER%F5 (DSN) £ FR,
sql_generate FrRa& JEF SQL A2 h%,
udf
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MS Z&t4[E])3

+ 197: MS &R M

applymsregressionnode JB1: |{H i

analysis_database_name string A DABESAE TR AN e s AT 97
ItJE M FHRIH Analysis Services 4B 1%
o

analysis_server_name string Analysis iS5 28 EHLHIEFT,

MS tHhEZ LS

& 198: MS R MKRE %

applymsneuralnetworknode |{H b

Ja Tk

analysis_database_name string A DUE AR TR O 19 s TR 99
)BT FRIR Analysis Services BRI %
o

analysis_server_name string Analysis 552 EHLHIE TR,

MS Logistic [E]J1

3+ 199: MS Logistic Bl 3B M

applymslogisticnode J& 1t i e

analysis_database_name string A DAEFEE TR HON I RO T
I E M FHRIR Analysis Services 3B ZERI 4
Mo

analysis_server_name string Analysis 55 %8 EALHIEFR,

MS BYial 7%

% 200: MS BY{E]FF 5B

applymstimeseriesnode &M |1 fifizh

analysis_database_name string A DAESAE TR AN e s AT 97
B ME T HRIR Analysis Services $EZERT &
o

analysis_server_name string Analysis k5528 EALHILFR,

start_from

new_predictio
n

TEE R T AR R IIE 2 P E Fil

historical_
prediction
new_step &R TE AR AR N 1A B
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& 200: MS BElFFIB M (drse)
applymstimeseriesnode J&1: |1 filiih
historical_step % R TE ST SR A A TR B
end_step B TE TN ES SR TR B
MS o5k
& 201: MS FHIRFEREM
applymssequenceclustexrnod |ff filiih
e J@fk
analysis_database_name string A DAEFELE TR HON 1 RO T
%Eﬁ)ﬂ?ﬁiﬂ Analysis Services I8 ZE 14
analysis_server_name string Analysis 5525 EHLAIEFT,
Oracle BT R EME
Oracle BEET REM
Oracle FdE BT s N S @ AN TR,
£ 202: _H Oracle TR B4
a3 Oracle Vi gt 1H JeE P LA
target field
inputs FEIAIZR
partition field IS T REBAE 70 XA RIRREAR, DU T84
FMERYYIZR, Ada AR ERT L,
datasource
username
password
epassword
use_model name &
model_name string PRI E 4 FR,
use_partitioned_data FRi& WRE T 77 XFE,, WHIETT AT RO R 7>
X RE F T A A Y,
unique_£field field
auto_data_prep FRa& JE HIEEEA Oracle HaBdE#ERYIRE ((GEH T
11g BARE) .
costs ghikaft fe A0 TSR LR
[[drugA drugB 1.5] [drugA drugC
2,111, Hr (] Ay B AR E R LRI AR AR
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R 202: )N Oracle TEBMY (4L)

N3t oracle TiniUgE 1H JeE 1 BERH
mode Simple WITEAN T B AR RYARRE, AR E N
Simple, XS ZIRHLEM,
Expert
use_prediction_probability |fri&
prediction_probability string
use_prediction_set ) T
Oracle #+3& D1H-HR

AN oranbnode WY s A] HJE AN T AR -

R 203: oranbnode B4

oranbnode J& 1% H JeE 1 BERA
singleton_threshold & 0.0-1.0*
pairwise_threshold A 0.0-1.0*
priors Data

Equal

Custom
custom_priors tialle AN TR B

set :oranbnode.custom_priors =
[[drugA 1][drugB 2][drugC 3] [drugX
4] [drugy 5]]

* 415 mode &N Simple, NIZHS)E 14,

Oracle Adaptive Bayes
FEMIN oraabnnode WY Y AT FE A0 T R

3R 204: oraabnnode B
oraabnnode J& 1 Iz JE A
model_type SingleFeature

MultiFeature

NaiveBayes
use_execution_time_limit bR *
execution_time_limit B ELKT 0, *
max_naive_bayes_predictors |## HRHKRT 0, *
max_predictors R ELHKT 0, *
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2R 204: oraabnnode JEI (444E)

oraabnnode J&: 1H JE kB
priors Data
Equal
Custom
custom_priors it U TG LR
set :oraabnnode.custom_priors =
[[drugA 1][drugB 2][drugC 3][drugX
4] [drugy 5]1]

* 415 mode &N Simple, NIZES)E 1,

Oracle ZiFM=4H

A orasvmnode YT S AT FE AT TR ¢

R 205: orasvmnode B14%

orasvmnode J&: 1H JE PR
active_learning Enable

Disable
kernel_function Linear

Gaussian

System
normalization_method zscore

minmax

none
kernel_cache_size B {GEATEH M. EHBKT

0, *

convergence_tolerance A HRBHKT 0, *
use_standard_deviation Fri& PGER S EHN, *
standard_deviation D BEHHKT 0, *
use_epsilon PR POERA T AR, *
epsilon DA%l BT 0, *
use_complexity_factor FrRa& *
complexity_factor P4l *
use_outlier_rate Fr& POER T A A, *
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2R 205: orasvmnode B4 (4F4)

orasvmnode J&: H JE PR
outlier_rate DA%l {GEH T AR, 0.0-1.0*
weights Data
Equal
Custom
custom_weights et ialld Fe A RIS LB
set :orasvmnode.custom_we
ights = [[drugA 1][drugB
2] [drugC 3][drugX 4]
[drugY 5]]
* 415 mode &N Simple, NIZWE)E M.
Oracle |~ X & $55Y
FA1g oraglmnode HY A AT B PEAN T /R
3% 206: oraglmnode B4
oraglmnode JE 1 H JE PR B
normalization_method zscore
minmax
none
missing_value_handling ReplaceWithMean
UseCompleteRecoxds
use_row_weights bR *
row_weights_field field *
save_row_diagnostics Fr& *
row_diagnostics_table string *
coefficient_confidence A *
use_reference_category bR *
reference_category string *
ridge_regression Auto *
off
On
parameter_value DA%l *
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3R 206: oraglmnode B4 (444R)

oraglmnode JE1: H JE PE B
vif_for_ridge ¥ *

* 415 mode X IE N Simple, WZMSE M,
Oracle JR&#
7N oradecisiontreenode M1 s ] A @ AN F AR

% 207: oradecisiontreenode &%

oradecisiontreenode JEft |{i JE P B
use_costs Fr&

impurity_metric Entropy

Gini

term_max_depth R 2-20.*
term_minpct_node 245! 0.0-10.0.*
term_minpct_split DA%l 0.0-20.0.*
term_minrec_node B BEHHKT 0, *
term_minrec_split B ERLHART 0, *
display_rule_ids Fr& *

* 415 mode &N Simple, MIZHEJEME,

Oracle O-Cluster

Z$A oraoclusternode FYFT A AY AT HE AN FATR

2R 208: oraoclusternode B4

oraoclusternode &1k 1 JE P LA
max_num_clusters B {HRHRT 0,
max_buffer B ERLHART 0, *
sensitivity D 0.0-1.0*

* A0 mode &iE Y Simple, NIZWSJEE,

Oracle KMeans

FAUN orakmeansnode Y1 Y AT FE MEAD T AR -

% 209: orakmeansnode &%

orakmeansnode Jg 1% (<1 JE P BEIH
num_clusters B HRHRT 0,
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3R 209: orakmeansnode &% (4442)

orakmeansnode J& 1k 1" JE P H
normalization_method zscore
minmax
none
distance_function Euclidean
Cosine
iterations B 0-20*
conv_tolerance DAl 0.0-0.5.*
split_criterion Variance & {EN variance, *
Size
num_bins EL954 HRLHARTF 0, *
block_growth B 1-5*
min_pct_attr_support DAl 0.0-1.0*
* A5 mode &N Simple, N2,
Oracle NMF
FHIN oranmEnode MY AT FJE AN T R
+ 210: oranmfnode B
oranmfnode Jg 1% 1 JEPEBL]
normalization_method minmax
none
use_num_features Fr& *
num_features B 0-1. A E A B IEBRIEEIE L TS H, *
random_seed A *
num_iterations B 0-500.*
conv_tolerance IR 0.0-0.5*
display_all_features PR *

* 415 mode &N Simple, NIZIS)E M,

Oracle Apriori

FHIN oraapriorinode WU sy R] B MEAN T AR
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5 211: oraapriorinode &%

oraapriorinode J&: {11 JE Pk B
content_field field

id_field field

max_rule_length B 2-20,
min_confidence IR 0.0-1.0.
min_support &R 0.0-1.0.
use_transactional_data bR

Oracle &/V#ihKE (MDL)

W AR oramdlnode W e X EMKRIE, 155

Oracle B EEH (AI)

KN oraainode WY s AT HJE AT T AR ¢

AT T LE 0 #95@ H Oracle BT,

K 212: oraainode B4

oraainode &1k Iz JE P
custom_fields Fr& WM true, WIFLVHE R L HTT S5 E BAn,
ARHA T, 415N false, NIFEFRE _Lf
R R M AT
selection_mode ImportancelLe
vel
ImportanceVa
lue
TopN
select_important Fr& {f selection_mode & &N
Importancelevel I, $HERBIEFHE"F
B,
important_label string FeE “E B HERRAIPREE
select_marginal Fr& 1f selection_mode &&E N
Importancelevel B}, $8EREIEF LR T
B,
marginal_label string FEE AR BERRRIIR
important_above AR 0.0-1.0.
select_unimportant FRi& £ selection_mode &E&EN
Importancelevel I, fEEBMIER“FEE"
T
unimportant_label string fEE N E B PRRRIPRES
unimportant_below D471 0.0-1.0.
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3R 212: oraainode B (442)
oraainode g1 1H JEEBEH
importance_value D 1f selection_mode &&E N
ImportanceValue I, $57&EEHHIY D FUE,
#3Z M 0 F] 100 HYfE,
top_n R £ selection_mode & &N TopN I, fEEE
R FHYE, #2352 0 F 1000 HIfH,
Oracle {RBIR B
fifi Fl Oracle B QI AVIERIEL B T 41 & 1,
Oracle #r3E 1 H-H
&} applyoranbnode IR fE X EAKE 1,
Oracle Adaptive Bayes
AN applyoraabnnode Z8RYFT i X EAKJE 1,
Oracle Z#FMEH
&N applyorasvmnode S8R sE X EARIE M,
Oracle R

2718 applyoradecisiontreenode M A AT B AN F AR -

3R 213: applyoradecisiontreenode &%
applyoradecisiontreenode Jaft: H JE PEBERH
use_costs brE
display_rule_ids bri&

Oracle O-Cluster
AN applyoraoclusternode MUY siE X EARIE M,

Oracle KMeans
&H N applyorakmeansnode S8R sE X EARIE M,

Oracle NMF
THEMHT applyoranmfnode 28R A5

3R 214: applyoranmfnode B

applyoranmfnode Jg& 1k (1 JE 1 LA

display_all_features bri&

Oracle Apriori
SRR RE R F T A,
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Oracle MDL
AR HASRE R F T REIAR

IBM Netezza i BETREE

Netezza BIET B

IBM Netezza ¥4 AT s N 2L PEAN T R,

R 215: NFH Netezza T B4

ik Netezza 1ini)@ it 8 JE P A

custom_fields bri& WS true, WIFCHFEA L7617 e E BAR, AR
HM7E, GN%HM false, NIE R H LA 5
MY BT E,

inputs [field1 ... fieldN] | ALY R { A O i A B0 AS 25 B

target field BB (Eesi o) .

record_id field FHAVEME— IO SRARIRIY T-BL

use_upstream_connection |#rid& AN true (BRE) |, IBAEEETEANE BAE LTI
hiEE, TEFEE T move_data_to_connection
A

move_data_connection bR WS true, NIREIREZSNE
connection {EENEBIEE, EHRET
use_upstream_connection RAE A,

connection gt SR BRI Netezza BB ENERE AT ER,
FE AN TSR
['odbc' '<dsn>' '<username>' '<psw>'
'<catname>' '<conn_attribs>' [true]|
false]]
Hrr
<dsn> EEIETFL
<username> Ml <psw> &R FER H IR
<catname> J& H & ¥
<conn_attribs> ZiEHEEM
true | false o2& HEEHH,

table_name string 3R TR AR BRI R AR,

use_model name bR WA true, {#FIH model_name f8E@HIZFRMEN
FEARLZRR, & NR RS QB R,

model_name string BRI E 4 PR,

include_input_fields Fr& WSN true, W NIFHEEFTE R A TEL, SUMUE
PRI A2 1) record_id FIFEL,
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Netezza ;R &

HHUK netezzadectreenode Y sy AT @ M4 R AR -

R 216: netezzadectreenode B4

partitionTrainingData

useOtherTable

netezzadectreenode JE Tk fE JE LB

impurity_measure Entropy X R, T A AR A B
HIE,

Gini

max_tree_depth B AT DUE BN R R, R
HEN 62 (FAATREME) -

min_improvement_splits DA%l AT 77 E R0 2 Y B AR 2% TR
., WRAEEDN 0.01,

min_instances_split B A LUHAT 3 BIRT R TR N AR H
OB, BREEN 2 (BhATRE
H) .

weights et iald B EIERNE, XY
gERLIEE
set :netezza_dectree.weig
hts = [[drugA 0.3][drugB
0.6]]
TRE B LR PTA IR ES Y 1,

pruning_measure Acc TRE(EHN Acc (HERAME) o 4
REAE N FESTIN N A E# [ELE

WACC N, AI#EH wAce (MIBURSHfE)

B

prune_tree_options allTrainingData REBOT, A

allTrainingData kftiit
RARURE R, (EH
partitionTrainingData k&
EEEHIIGEIRNE 7, 5
useOtherTable KfEHAHEETEE
BB R G BHEE.,

perc_training_data

Ji%

pai

415 prune_tree_options
WiEHN
partitionTrainingData, N
i‘ii@?ﬂlléﬁﬁ"ﬁﬁ%ﬁﬁ HIE S

prune_seed

B

f£ prune_tree_options i%i&
iy partitionTrainingData
I, AT & b AR LA
T, BREEZ 1.

pruning_table

string

O T TR B L Y B R
BIRHRERAIRAT,

compute_probabilities

PRa&

AR true, ABAFFERRESELR
Al (R FBA P+ B

326 IBM SPSS Modeler 19.0 Python Scripting and Automation Guide




Netezza K-Means

KA} netezzakmeansnode BT AT FHEYEAD F A

R 217: netezzakmeansnode B4

netezzakmeansnode J& 1 {1 Je P RH
distance_measure Euclidean 3302 T EAE U2 TR R B T I 2 5 T
Manhattan
Canberra
maximum
num_clusters B FONRIERIEL 5 BREER 3.
max_iterations B FFIERRE, BEOIGTEZ GEIE ; SREER
50
rand_seed R OB T & ot R 5 BREER
12345,
Netezza DM H4

FHIN netezzabayesnode YT sl R] B ELI T AR

3R 218: netezzabayesnode &1t

nn-neighbors

netezzabayesnode J& 1k 1H JE PEBEHH

base_index B ME— N AFBASENE RN, A TE#TNEHRE
S EREEN 777,

sample_size B JEMEEE IEE RN HIRFER /N 5 BREMEN 10,000,

display_additional_infor [#ni& AR true, WIFETHEREAE B REAMYHEES

mation Bo

type_of_prediction best BTN ESA © best (FAH K AUFEARIE) .
neighbors (FHAR(ERIIIAFRI) B¢ nn-neighbors

neighbors (JEZEHELRME)

Netezza & DI HHR

27k netezzanaivebayesnode FY7 s By AT 8 M40 R AR -

& 219: netezzanaivebayesnode &%

netezzanaivebayesnode J& |[{& JE 1 e

i 3

compute_probabilities bR WS true, ABARAERBEERD (BER) FELL
R T 7 B

use_m_estimation Fr& HWERA true, NI m-estimation FAR LR St &

SR FER,
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Netezza KNN

7R netezzaknnnode MY AT B AN F AR -

R 220: netezzaknnnode B4

netezzaknnnode & {1 JE P
weights et ialle BOEH TS EIEENENSEHLEN, RE
set :netezzaknnnode.weights = [[drugA
0.3][drugB 0.6]]
distance_measure Euclidean 33O F TR EEE AU (R B S A T I & 5 1
Manhattan
Canberra
Maximum
num_nearest_neighbors B FrELME R B AT TT 3R 5 BREER 3,
standardize_measurements |Fri WSN true, ABLTEITRIEEEZH], MNIESH AT
X B8 A ThRUE L
use_coresets Fri& ANEN true, WA KBYBHEE L ODE R LIRS

THHREE,

Netezza TR

HAN netezzadivclusternode WY YA B MEAT TR

& 221: netezzadivclusternode @%

netezzadivclusternode J& |ffi JE i
163
distance_measure Euclidean 33T TN B iU (A R B B A T N 5 T
Manhattan
Canberra
Maximum
max_iterations B FERERI 5452 LE BT TV IR R ERE AR ; & {E
79 56
max_tree_depth R A] USRS 0 AR KRR 5 TREEN 3,
rand_seed B BEHLR T, FTFE®I98 ; BREEN 12345,
min_instances_split B A DU i/ MOSR AL, BREEY 5.
level L2900 FRHE IR BN ERGEHIS  SREEN -1
Netezza PCA

AN netezzapcanode YT sAMYR] B AN N AR
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3R 222: netezzapcanode @14

netezzapcanode J&1%k

51 J& PE LA

center_data

P& RN true (BRAETH) , IB2JEATRARSES (HBFF

AEEBRIR”) , RIEHEPRITIHT.

perform_data_scaling

PR AR true, IBALEDHTRTPATRARIE, RN

AT LAJBRAEC DAAS [R] B 0 8 AN ) 2 R 1Y A (R T

force_eigensolve bri& AR true, WIS FIA AR HERBE R HLRY iR B F
iAo

pc_number R ORI RE TR B A BREEN 1.

Netezza [G]J1##

HHIN netezzaregtreenode WYY sl R] FEMELI FATR

3 223: netezzaregtreenode [&1

netezzaregtreenode &1k 1H JE T B
max_tree_depth R RTEARTT AT r] DU KB R R
B ; BREE 10,
split_evaluation_measure |Variance AR, T RS 20 E R 1
EALE, REE CHRTHE—IED)
J& Variance,
min_improvement_splits DAl TERP R TR 70 i 2N 2 PR A
B R N R
min_instances_split B AU 73 B9 e/ INE SR
pruning_measure mse EERMNEST T
r2
pearson
spearman
prune_tree_options allTrainingData TREER T, HH

partitionTrainingData

allTrainingData Kfiit
R Al T
partitionTrainingData ¥kf§

et - S LN IE5 5 G DN b s

useOtherTable useOtherTable RfEFAFEHIEE

AR R 55 B R

perc_training_data D W prune_tree_options i%
BN PercTrainingData, N5
& T INSRRYEAREFT SV E 99

prune_seed B f£ prune_tree_options K&
A PercTrainingData i, AT
HE DTS RBEN AT, BREE
= 1o

pruning_table string X A TSRS Y S

SRR A RAR,
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3R 223: netezzaregtreenode B (4£4%)

netezzaregtreenode &1k H JE PE B

compute_probabilities PR ASRA true, WIFEE NIZ SIS ER
H IR E T 22,

Netezza £ 1%[E]J3

2N netezzalineregressionnode WY VAT F & AN R AR

3R 224: netezzalineregressionnode &%

netezzalineregressionnod |{H JE 1 BERH

e @tk

use_svd Fr& AOSRN true, WIS R “FF SAE 79 8 FEREAE R AR 4R
B, DUESE s AR R

include_intercept Fr& MR true (BRETE) |, LIRS RIVEARHERTE,

calculate_model_diagnost |[#ri& W true, NNEAIHFEIZHE R,

ics

Netezza BYE]F7

HKA N netezzatimeseriesnode WY YA EMEAT FAf

R 225: netezzatimeseriesnode B 1%

netezzatimeseriesnode JB1%: |1 JE A

time_points field ek A B el & I Rl e A1 ey H HE
s R,

time_series_ids field I A FB e S RIFFFIRIA ; 78
T PNER=E N N E 521N R =z S

model_table field X2 T 171% Netezza I Rl 511
IR E 3R

description_table field SR OL B N ) e B AL A R Y
PN IINELY

seasonal_adjustment_table |field BOBR— MR, ZRAT

EalE i QR I R Sk Py
RFT A 2R R R

algorithm_name SpectralAnalysis B ORISR R A A A R R
spectral

ExponentialSmoothing 5%
esmoothing

ARIMA

SeasonalTrendDecompositio
n B¢ std
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R 225; netezzatimeseriesnode B (dk4kR)

netezzatimeseriesnode J81E |1f JE PR
trend_name N FERCE BRI TS e
A N- %
DA A - it
M DA - ZERINE
DM M- e
DM - et
seasonality_type N FEECEIER T A
A N-E
M A -
M- ek
interpolation_method linear T ARG E T T
cubicspline
exponentialspline
timerange_setting SD FA T 15 1 s FH A I RV
SP SD - HRGWE (LI E F2I%EL

TR SERIE D

SP - @it earliest_time
fill latest_time #55E
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R 225; netezzatimeseriesnode B (dk4kR)

netezzatimeseriesnode &% | {f J& Pk

earliest_time B HaaEMERE (AR
timerange_setting N SP) ,

latest_time

date
AN EIE time_points fH,
i)
B4, 405 time_points FEE
timestamp EEE, AP AR %2 B
ANl
set
NZ_DT1.timerange_setting
= 'SP’

set NZ_DTl.earliest_time
= '1921-01-01"'

set NZ_DT1l.latest_time =
'2121-01-01"
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R 225; netezzatimeseriesnode B (dk4kR)

netezzatimeseriesnode &1k

1

JEPEBL

arima_setting

SD

SP

FITFI%E ARIMA Bk ({024
algorithm_name i% &% ARIMA
I ()

SD - HIRGUHAE

SP - HHFHEE

A% arima_setting = SP,
TEEH THISEBORR B EER

?;)é*ﬁ‘lﬁﬁo B (PO

set NZ_DT1.algoxrithm_name
= 'arima'

set NZ_DT1l.arima_setting
= 'GP’

set NZ_DT1.p_symbol
'lesseq'’

set NZ_DT1.p = '4'

set NZ_DT1.d_symbol
'lesseq’

set NZ_DT1.d = '2'

set NZ_DT1.q_symbol
‘lesseq’

set NZ_DTl1.q = '4'

p_symbol

d_symbol

q_symbol

sp_symbol

sd_symbol

sq_symbol

less

eq

lesseq

ARIMA - 8 p. d. g. sp. sd
il sq BEBETT ©

less - /hF
eq-%T

lesseq - /NFEET

p

ARIMA - B3l REAYIERTMERR
i:8

Eice

ARIMA - JEZT5 I IRAEAE,

B

ARIMA - BRI R 5 39 {ER 5
SEERTEVIEE T HRE,
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R 225; netezzatimeseriesnode B (dk4kR)

netezzatimeseriesnode &1k | {H JE T3
sp B ARIMA - HZl KBTI HFRE,
sq B ARIMA - = PEIRAE(E,
sd B ARIMA - BRItR R85 - EE 5
SEEMER T HEEE
advanced_setting SD W E AN A IR E
SP SD - HR S E
SP - HHH sk

period. units_period #l
forecast_setting {87,

R

set
NZ_DT1.advanced_setting
1 SP 1

set NZ_DT1.period =5

set NZ_DT1.units_period

1 d 1
period B FHRMNKE, 5
units_period —i&fEE, &
FHFRE 58T,
units_period ms period HYRREAT :
s ms - Zf
min s -
h min - 23
d h - /N
wk d-H
q wk - EHA
y q- K
y -

BN, ANTREEIRREES, TN
period fiif 1, FHxf
units_period ffifH wk.
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R 225; netezzatimeseriesnode B (dk4kR)

netezzatimeseriesnode J81E |1f JE P BEH
forecast_setting forecasthorizon Fa & ANl A T I,
forecasttimes
forecast_horizon B U1 forecast_setting =
forecasthorizon, FIFAFEEM
date MEs o A,
il ¥ N 8 time_points fH,
; B4, 405 time_points FEE
timestam ’ RN
P SRV, TR/ B 75 I,
forecast_times B W% forecast_setting =
forecasttimes, ABAfEEHT
date HATIIAYE,
i F UM G time_points {H,
; B4, AR time_points FEE
timestam > - N
P ETEU, TS/ 12 T,
include_history PR FERB A S LR S
include_interpolated_valu [#ri& e B B NG E S s R A

es

IR include_history A
false, MIAEH,

Netezza I~ X & 14%

AR netezzaglmnode BT AV R] FE A0 T AR

R 226: netezza GLM |24

netezzaglmnode J& 1k 1H JE Pk
dist_family bernoulli AR BREE
bernoulli,
gaussian
poisson
negativebinomial
wald
gamma
dist_params D FUERMN S BIE, X

Y distribution &y
Negativebinomial ¥ 3&E .,
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R 226: netezza GLM B (k%)

netezzaglmnode &1k 1 JE LB

trials B ¥4 distribution Ay
Binomial W¥i&EH, M H#IR
Wi 7k 2 A A — A5G A Y SR
i, target FEOIEHMEL,
trials FEAEESIHEEL

model_table field BT 7% Netezza |~ X &A%
IR EUR PR R

maxit B FIEN AT R AGERREL 5 hE
H5 20,

eps DA%l fEEmANIRZE (DBAIEBER
R, RFIESE, BiRNEIRE
I ARPLEORR, BREER -3,
3X5R7R 1E-3, B 0.001,

tol % 5 WERE (HRYERRE) , KT

B E IR ZZE 808 0 {H,
REEN -7, REEEAKT
1E-7 (8 0.0000001) , NI#EAL
oENTE N
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R 226: netezza GLM B (k%)

netezzaglmnode J&

1

JEPEBL

link_func

identity
inverse
invnegative
invsquare
sqrt
power
oddspower
log

clog
loglog
cloglog
logit
probit
gaussit
cauchit
canbinom
cangeom

cannegbinom

B FHAVIRZ IR 5 BRAETE N
logit,

link_params

%

paiil

FEER R ESEUE, Y
link_function & power 5%
oddspower =¥ 3&E .,
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R 226: netezza GLM B (k%)

netezzaglmnode J&1% 1H

JEPEBL

interaction [[[colnames1],[levels1]],

[[colnames2],[levels2]],
...,[[colnamesN],[levelsN]],]

RETBZHEMNZH, colnames
i A TFBHIAIER, 1 level X F
BN TFEGREN 0,

NI
[L[["K","BP","Sex","K"],
[0,0,0,01],
[["Age","Na"],[0,0]]]
intercept PR WY true, NITERAIFREIEE]
s
Netezza IERUREH
Netezza $iE PEAR T BRI 20 T2 8 MEAN T FfT7Ro
K 227: INF Netezza BEIRBE M
WM Netezza BIHLEM: H JE P BEEA
connection string SR T A7 BRI Netezza BUE ISR
TR H,
table_name string SR TR R 2R I A R

AR B o 1 AR AT sl 9 AR
PRI IA L AR T TR

3 228: Netezza BREIRAIFIA L HR

B JHIA 4 5

LR applynetezzadectreenode
K-Means applynetezzakmeansnode
D57 PR 2% applynetezzabayesnode

AR D3 applynetezzanaivebayesnode
KNN applynetezzaknnnode

PAEAAR ES applynetezzadivclusternode
PCA applynetezzapcanode

EIPELS:) applynetezzaregtreenode

S kAPl applynetezzalineregressionnode
inglEllE T applynetezzatimeseriesnode
I M applynetezzaglmnode
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5 16 = Ml Y sk

BT SRR G H AL S AR MRS A A, BT R PE AN B RE BT RO, TR X e H
XRIGIH SXAEMNER AR IEFF R H I E RSB R A H.

AT U B i T U A P AR i 11

analysisnode B1%
“OTA T RO TR AR SR PRI RE ). O RAUAT — N B R
O\ PRIMMEART SR E Z [T R LR, BT PT ORI AL A T A B B3R
ol
node = stream.create("analysis", "My node")

# "Analysis" tab

node.setPropertyValue("coincidence", True)
node.setPropertyValue("performance", True)
node.setPropertyValue("confidence", True)
node.setPropertyValue("threshold", 75)
node.setPropertyValue("improve_accuracy", 3)
node.setPropertyValue("inc_user_measure", True)

# "Define User Measure..."
node.setPropertyValue("user_if", "@TARGET = @PREDICTED")
node.setPropertyValue("user_then", "101")
node.setPropertyValue("user_else", "1")
node.setPropertyValue("user_compute", ["Mean", "Sum"])
node.setPropertyValue("by_fields", ["Drug"])

# "Output" tab

node.setPropertyValue("output_format", "HTML")
node.setPropertyValue("full_filename", "C:/output/analysis_out.html")

& 229: analysisnode B4

analysisnode 4 gk B JE R
output_mode Screen FH 4878 M H 7T s P A B
Y BARLE,
File
use_output_name Fr& feE_ A A BE X%
output_name string W5 use_output_name N
B HEEE R,
output_format Text (.txt) R THaE b 28,

HTML (.html)

Output (.cou)

by_fields 5

full_filename string NGRS, BdEE HTML
Ry, R MR R SRR #A
%O




3R 229: analysisnode B4 (4442)

analysisnode PM&EM: BmI JE PERE
coincidence Fri&
performance Ri&
evaluation_binary FRi&
confidence br&
threshold & A

improve_accuracy

pai

field detection_method Metadata T P =7 B 5 Ji 4y E A B DT
Beiv 53, 1HfEE Metadata

Name B¢ Name,
inc_user_measure bR
user_if expr
user_then expr
user_else expr
user_compute [Mean Sum Min
Max SDev]

dataauditnode E1%

N/l

— “BHEFAL T AT R BRI 2, RSN TERILES. ET RN
L DU A R ESEHE, SRENMRENGEE. SRERES TRREMS, TP

i

F BT T A e B N AR 25719 o

filenode = stream.createAt("variablefile", "File", 100, 100)
filenode.setPropertyValue("full_filename", "$CLEO_DEMOS/DRUGIN")

node

= stream.createAt("dataaudit", "My node", 196, 100)

stream.link(filenode, node)

node.
node.
node.
node.
node.
node.
node.
node.

setPropertyValue("custom_fields", Txue)
setPropertyValue("fields", ["Age", "Na", "K"])
setPropertyValue("display_graphs", True)
setPropertyValue("basic_stats", True)
setPropertyValue("advanced_stats", True)
setPropertyValue ("median_stats", False)
setPropertyValue("calculate", ["Count", "Breakdown"])
setPropertyValue("outlier_detection_method", "std")

node.setPropertyValue("outlier_detection_std_outlier", 1.0)
node.setPropertyValue("outlier_detection_std_extreme", 3.0)
node.setPropertyValue("output_mode", "Screen")

& 230: dataauditnode B4

dataauditnode 1@tk By & PR
custom_fields ) TV

fields [field1 ... fieldN]

overlay field
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R 230: dataauditnode B4 (4k40)

dataauditnode 1Matk BmI JE PERE
display_graphs Fr& S EAPIE STt fifanys i
TR,
basic_stats T
advanced_stats T
median_stats ) TV
calculate Count AT HERKAE, EEERRT
HTERR—R, PR, SR
Breakdown &R
outlier detection_method std T8 € EEHE R AE AR 5
o
iqr
outlier detection_std outlier B LIPS
outlier_detection_metho
d /& std, BBAfEEHTEXE
BHERIEUE,
outlier detection_std_extreme Dl LIS
outlier_detection_metho
d /2 std, ABAIEER TE XK
{ERYEUE,
outlier_detection_iqr_outlier DAl LIPS
outlier_detection_metho
d2iqr, IAtEERTENE
BHENEE,
outlier_detection_iqr_extreme % 5 LIRS
outlier_detection_metho
d 2 iqr, BBAIEER TE XK
{EREUE,
use_output_name Fr& feE RO A B E X5 4.
output_name string 415 use_output_name Hy
B HEE B
output_mode Screen FTHEE M T r A AR Y
HH B PR B,
File

output_format

Formatted (.tab)

Delimited (.csv)

HTML (.html)

Output (.cou)

R =pc i n

paginate_output

PRk

2 output_format 2 HTML
INF, {5 59 T,
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3 230: dataauditnode B (4+4R)

dataauditnode 4~ &1k By JE A

lines_per_page iR 5. paginate_output —iiZ
ERN, f5E /M oTHrAT
.,

full_filename string

extensionoutputnode Ef%

AR B SRYE R R 8¢ Python for Spark IR,

R

Python for Spark =6l

JHHHE script example for Python for Spark

import modeler.api

stream = modeler.script.stream()

node = stream.create("extension_output", "extension_output")
node.setPropertyValue ("syntax_type", "Python")

python_script = """
impOIt json
import spss.pyspark.runtime

cxt = spss.pyspark.runtime.getContext()
df = cxt.getSparkInputData()

schema = df.dtypes[:]

print df

node.setPropertyValue ("python_syntax", python_script)

R 6l

JHHHE script example for R
node.setPropertyValue ("syntax_type", "R")
node.setPropertyValue("r_syntax", "print(modelerData$Age)")

AT LAGE R Y B 11 R AT R PR oy B RS E AN S
Ko OHTEIEHIRTLUZR SOR, Al DUZEE,
FHASINENE PR Eg v R R 5954, al DU
i HH BRI EIL A

5 231: extensionoutputnode B 1%

extensionoutputnode 4@ BmI JE PEE

syntax_type R FeE BT ANIA - R &2
Python (RZREE) -

Python

T_syntax string IOE T RATHRILIE 2 HY R A
Hio

python_syntax string FTFRAIE S Python BIARYw
gk,

N — e EIL
convert_flags T — IR I TR S B
LogicalValues
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3R 231: extensionoutputnode B4 (444%)

extensionoutputnode 4@ BmI JE PERE
convert_missing FRa& T RHBRR(E R 9 R NA {HAY
I,
convert_datetime Fr& R T-RE A H BAEE H B
S B4y R H A/
[S1E 5w
convert_datetime_class POSIXCE SXEEETIH T e € B H s H
POSIX1t SRS RS A B T 2h
ﬁo
output_to Screen feEki 2™ (Screen 8¢
File File) .
output_type F— feE A E R R AR R,
Text
full_filename string FA T A AR il S S 44
graph_file_type HTHL FH SR SR (L html
cou 8 .cou) ,
text_file_type HTHL FEE SCAR K IR SO
TEXT (.html, .txt= .cou) ,
cou

kdeexport B1¥

Kernel Density Estimation (KDE)® {# ] Ball Tree 2% KD Tree HiELUHTRERE ), I

f N

SELIEYS ., FE RS SEE, S THSTRGE (B4, KDE)
eI T Hig A Ay — SRk,

SPSS s 28 dfi) KDE AR KDE by
NI KDE FERIRLODRHERTH S8, 19 S #H Python #4758,

5 232: kdeexport B 1%

kdeexport 4 &1k B JE A b

bandwidth double BREEN 1o

kernel string FEFAIAE - gaussian B tophat,
& (EN gaussian,

algorithm string FHEFMIM B - kd_tree. ball tree

57 auto,

& 1E R auto,
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3R 232: kdeexport B (4r42)

kdeexport 4 gk B JE A b

metric string EH AR SN AR, X
F kd_tree HiEk, MULT
Wi#47i%+% - Euclidean. Chebyshev,
Cityblock. Minkowski,
Manhattan. Infinity. P, L2k
L1, XF ball_tree HiE, ML
HHTI%$%  Euclidian, Braycurtis.
Chebyshev, Canberra., Cityblock,
Dice. Hamming, Infinity.
Jaccard, L1, L2, Minkowski,
Matching., Manhattan. P.
Rogersanimoto. Russellrao.
Sokalmichener., Sokalsneath B¢
Kulsinski, #RE{EJY Euclidean,

atol float PSRN A2, BRI AE @
FSBCERIT, REEN 0.0,

rtol float HIENEE RIEN A ZE, BRNEEEE
FSBEERIT, BREEH 1E-8,

breadthFirst BOOLEAN BEN True UGS BEIL 5T, RIE
N False DUEHTREILE T, BREET
Trueo

LeafSize B [EERIH RN, TREET 40, FECKILE
A RE R E A MERE,

pValue double FEERF Minkowski H T FE &I EH FHIY“P
H”, BRATEN 1.5,

matrixnode B1%

REFE T R AR, AT RTEZAN SR, REATERMNMISTEZE
f95%5%, (HBA] DU RARE 7 B T 7 B2 A 5% 5%

il
node = stream.create("matrix", "My node")
# "Settings" tab
node.setPropertyValue("fields", "Numerics")
node.setPropertyValue("row", "K")
node.setPropertyValue("column", "Na")
node.setPropertyValue("cell _contents", "Function")
node.setPropertyValue("function_field", "Age")
node.setPropertyValue("function", "Sum")
# "Appearance" tab
node.setPropertyValue("sort_mode", "Ascending")

node.setPropertyValue("highlight_top", 1)

node.setPropertyValue("highlight_bottom", 5)
node.setPropertyValue("display", ["Counts", "Expected", "Residuals"])
node.setPropertyValue("include_totals", True)

# "Output" tab

node.setPropertyValue("full_filename", "C:/output/matrix_output.html")
node.setPropertyValue("output_format", "HTML")
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node.setPropertyValue("paginate_output", True)
node.setPropertyValue("lines_per_page", 50)

K 233: matrixnode B4

matrixnode 4 &M BmIey JE A
fields Selected
Flags
Numerics
row field
column field
include_missing_values Fr& feEE TS R A EH
FURRAE (Z22H) FIRGEREE
(Z4H) .
cell_contents CrossTabs
Function
function_field string
function Sum
Mean
Min
Max
SDev
sort_mode Unsorted
Ascending
Descending
highlight_top 4%l WIRIEE, NNE,
highlight_bottom & A IERIEE, NINE,
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2R 233: matrixnode B4 (4¥4)

matrixnode 4@ By JE A
display [Counts
Expected
Residuals
RowPct
ColumnPct
TotalPct]
include_totals Fr&
use_output_name Fr& feE R G HE X,
output_name string W5 use_output_name N
B, NIFEE AR,
output_mode Screen FHTHEE M H 19 U AR B
HIF BAROLE,
File
output_format Formatted (tab) |FTHaEkmHIZEA,
Formatted Al
L Delimited #&=XERAI L FHE
Delimited (.csv) 7§ transposed, MATESAIE
BRAITRIS,
HTML (.html)
Output (.cou)
paginate_output FRa& 2 output_format /& HTML
INF, A o9 L,
lines_per_page &R 5 paginate_output —i&
fEFR, $8E 8 DT rAT
#,
full_filename string
meansnode B1%
SEIE” T RTEMANL A 2 A B X BN 2 [T AL R, DR R R G ERE
.d? 725, B, AT LA R BT e RN, BN R B RS2 EH R PRI
_ ANGHZ R P RIS T HEE
ANl
node = stream.create("means", "My node")
node.setPropertyValue("means_mode", "BetweenFields")

node.setPropertyValue("paired_fields", [["OPEN_BAL", "CURR_BAL"]])
node.setPropertyValue("label_correlations", True)
node.setPropertyValue("output_view", "Advanced")
node.setPropertyValue("output_mode", "File")
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node.setPropertyValue("output_format", "HTML")

node.setPropertyValue("full _filename",

"C:/output/means_output.html")

K 234: meansnode B4

meansnode @M By JE PER
means_mode BetweenGroups Fa & BAERIRE L ATHIgES T
R,
BetweenFields
test_fields [fieldl ... &Y means_mode i%i&
fieldn] 4 BetweenGroups FAYKL
T
grouping_field field fEE D HT B,

paired_fields

[[fieldl field2]

[field3 field4]

F67E Y means_mode ZEN
BetweenFields (i FH Y
X,

]

label _correlations Fr& feEEhm it P2 B X AR
%, {UEY means_mode K&
N BetweenFields i
HIZE,

correlation_mode Probability fEE R A B4 N BN
Ko

Absolute

weak_label string

medium_label string

strong_label string

weak_below_probability 4l % correlation_mode iXEN
Probability I, f&E554H %
e, R 0 E 1 2
B —™ME, Fi40 0.90,

strong_above_probability Ipaat oA % 1973 FUYE,

weak_below_absolute % 4 correlation_mode i&EN
Absolute I, $5EIIH XD
SUH, UAUE 0 E 1 2|’
—/MH, B4 0.90,

strong_above_absolute DAl gEAE K HY 77 FHE,

unimportant_label string

marginal_label string

important_label string

unimportant_below 4%l R EEEN T T YE, X%
iz 0 F 1 Z[Afy—ME, flan
0.90,

important_above %
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R 234: meansnode [B% (4¥4x)

meansnode MEM: BmI JE PEH A
use_output_name Fr& feE RO A B E X .
output_name string fEHIIAFR,
output_mode Screen FEE N 0 T R AR RO S Y
AR E
File

output_format Formatted (.tab) Fig e b 2
Delimited (.csv)

HTML (.html)

Output (.cou)

full_filename string
output_view Simple ST P ST T 2L
AL
Advanced
reportnode B1¥

W R A Rl ALy, HAPEEEESOR, BUE &G B BRI H A RE T,

A& AT DU FH SCA R i 5 RS, DU SCEE SRR A Sl AR
PR HTML ARICDUNAE “Fn "I 0 B iEide I, A DURHUE I KA, AT
BT ERBNR A CLEM ZAF0R T S B EMHALS o .

Nl

node = stream.create("report", "My node")
node.setPropertyValue("output_format", "HTML")
node.setPropertyValue("full_filename", "C:/report_output.html")
node.setPropertyValue("lines_per_page", 50)
node.setPropertyValue("title", "Report node created by a script")
node.setPropertyValue("highlights", False)

5 235: reportnode B

reportnode M@ Fhseom JEERGD
output_mode Screen FHT4E7E M H 77 sl Fp A B
HH B PR B,
File

output_format HTML (.html) T HeE S s 2E 8,

Text (.txt)

Output (.cou)
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3R 235: reportnode B4 (44R)

reportnode MNEM: BmI JE PER A

format Auto s A shig @ s 2
AR e SR HTML 88

Custom kg, B AR HTML

FNIE, 1EHEE Custom,

use_output_name Fr& feE R oA BE X%

output_name string W% use_output_name N
B, NHEE LB

text string

full_filename string

highlights PRk

title string

lines_per_page iR

routputnode B4

TR B CRER] R IIA, AT “R fat
R ORISR WA ANZE B A e Hi AT L

XA, MATLURE ., MRS nEE PR ars

RO AR AR 5 535%, ATLURH tHEEDE I E S PF,

5 236: routputnode B4

routputnode 1M&EE B JE A
syntax string

convert_flags StringsAndDoubles

LogicalValues
convert_datetime T
convert_datetime_class —

POSIX1t
convert_missing Fri&
output_name e

Custom
custom_name string
output_to .

File
output_type Graph

Text
full_filename string
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3R 236: routputnode B (4k4E)

routputnode MM&EE Biseny JE PR
graph_file_type -
cou
text_file_type -
TEXT
cou
setglobalsnode B1%
B AR R BRI R AT E CLEM KA i E, Al
&) A1, AT AR R O T 2 I B AT B, S S o i A A
@GLOBAL_MEAN (age), ff CLEM FkR A (i AR I EAREI9HE,
NG
node = stream.create("setglobals", "My node")

node.setKeyedPropertyValue("globals", "Na", ["Max", "Sum", "Mean"])
node.setKeyedPropertyValue("globals", "K", ["Max", "Sum", "Mean"])
node.setKeyedPropertyValue("globals", "Age", ["Max", "Sum", "Mean", "SDev"])
node.setPropertyValue("clear_first", False)
node.setPropertyValue("show_preview", True)

5 237: setglobalsnode B

setglobalsnode 1M1k Bmem JEERGD
globals [Sum Mean Min ZifgJEtE, EHAp, BHERT
Max SDev] HIAVIETES | HERE R 7B

node.setKeyedPropertyVa
lue(
"globals", "Age",
["MaX"’ IISum",
"Mean", "SDev"])

clear_first ) TV

show_preview FRa&

simevalnode E1¥
“BEIE T RO TEE A B AR T BB TIPS, A R B AR By A ATH
i) KMHE R,

3 238: simevalnode @14

simevalnode &1k By Ja VA

target field

iteration field
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3% 238: simevalnode [B1% (44%)

simevalnode 1NEM: By JEPEE
presorted_by_iteration BOOLEAN
max_iterations DAl
tornado_fields [field1...fieldN]
plot_pdf BOOLEAN
plot_cdf BOOLEAN
show_ref_mean BOOLEAN
show_ref_median BOOLEAN
show_ref_sigma BOOLEAN
num_ref_sigma DA%l
show_ref_pct BOOLEAN
ref_pct_bottom DAl
ref_pct_top Pl
show_ref_custom BOOLEAN

ref_custom_values

[numberl...numberN]

category_values

Category
Probabilities
Both

category_groups

Categories
Iterations

create_pct_table

BOOLEAN

pct_table

Quartiles
Intervals
Custom

pct_intervals_num

%

pai

pct_custom_values

[numberl...numberN]

simfitnode E1%

BERBLE T RS E SN TR EARIG oA, AR (SR “BBERR T
i, FRRRERS O AE N TE. AR5, FTLUER“BHA R mORAE R

3% 239: simfitnode B

simfitnode 1MEE By J@ PAtd
build e

XMLExport

Both
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% 239: simfitnode B (442

simfitnode 1MEE By JE A
use_source_node_name BOOLEAN
source_node_name string IELEAR R B T A IR T R i E il

E4Y i
use_cases i
LimitFirstN

use_case_limit B

fit_criterion AndersonDarling

KolmogorovSmirnov
num_bins B
parameter_xml_filename string
generate_parameter_import BOOLEAN
statisticsnode 1%
. “GRH" T R ME AT TFERVERCEER. EHES N TFBRIVICES DU 7B
2x TR 2% 1
n (o]

Nl

node = stream.create("statistics", "My node")

# "Settings" tab

node.setPropertyValue("examine", ["Age", "BP", "Drug"])
node.setPropertyValue("statistics", ["mean", "sum", "sdev"])

node.setPropertyValue("correlate",
# "Correlation Labels..." section
node.setPropertyValue("label_correlations", True)
node.setPropertyValue ("weak_below_absolute", 0.25)
node.setPropertyValue ("weak_label",

[IIBPII, IIDIugII])

node.setPropertyValue("medium_label",

"lower quartile")
node.setPropertyValue("strong_above_absolute", 0.75)
"middle quartiles")

node.setPropertyValue("strong_label", "upper quartile")

# "Output" tab
node.setPropertyValue("full_filename",

“c:/output/statistics_output.html")

node.setPropertyValue("output_format", "HTML")
£ 240: statisticsnode B4
statisticsnode MMEM: By JE A
use_output_name Fr& feE RO B E X5 .
output_name string W% use_output_name N
B HEE AR
output_mode Screen T8 E N T r A AR Y
HHY B PR B,
File
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R 240: statisticsnode B4 (44L)

statisticsnode NNEM: By JE A
output_format Text (.tx) T eE 2,
HTML (.html)

Output (.cou)

full_filename string

examine HllF

correlate HlI5

statistics [count mean sum

min max range
variance sdev
semean median
mode]

correlation_mode Probability FEE FBEERA R4 N BN

Ko
Absolute

label_correlations ) TV

weak_label string

medium_label string

strong_label string

weak_below_probability B X4 correlation_mode %i&EN
Probability K, fHEEFHHE%
5 YE, AR 0 E| 1 2
[E—/ME, Fil40 0.90,

strong_above_probability %R HEAE 5% B9 7 S,

weak_below_absolute DA%l 4 correlation_mode I&&EN
Absolute I, ¥5ESSH XHID
FUE, UAUE 0 E 1 Z[EIY
—/Md, 40 0.90,

strong_above_absolute oAl EAE K 1Y 7 FYE,

statisticsoutputnode B1%

, : Statistics & i S B EF IBM SPSS Statistics s F2 LU AT 41 IBM SPSSModeler
7] KR, ATLUTRIEZ AR IBM SPSS Statistics AT f2, I35 25825 IBM SPSS

===] Statistics FYIFAI &4,

BRRTAEMER, ESME 378 T [statisticsoutputnode J& 14
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tablenode Ei%

“FRN RS EEE, STEBIRE I B AR, 5 L TR 2 AR E

EE B R F PR R B B A 2 S S GRS SRR
Nl
node = stream.create("table", "My node")

node.setPropertyValue("highlight_expr", "Age > 30")
node.setPropertyValue("output_format", "HTML")
node.setPropertyValue("transpose_data", True)
node.setPropertyValue("full_filename", "C:/output/table_output.htm")
node.setPropertyValue("paginate_output", True)
node.setPropertyValue("lines_per_page", 50)

R 241: tablenode B4

tablenode MM&EM: sy JE PER R
full _filename string AR EREAL, BdEE HTML Fr, )
I PEFE S H SR £ TR,
use_output_name Fri& feE R A B E X%,
output_name string W5 use_output_name NE, Nif5
E fifi Y2 5,
output_mode Screen FATHa0E M 9 s rp AR RSOt
HARMLE,
File

output_format

Formatted (.tab)
Delimited (.csv)
HTML (.html)

Output (.cou)

EI R =pct i n et

transpose_data Fr& FHAETREBIE, HITRRTFE, 5l
FRIET,

paginate_output FrRa& 4 output_format /2 HTML i, fi#
it L,

lines_per_page DA 5. paginate_output —itf# N,
FaE M H TR YA TR

highlight_expr string

output string HIEME, AR B R &

Ja—MREIGIH,

value_labels

[[Value LabelString]

[Value LabelString] ...]

MTFMEXEERE,
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R 241: tablenode B4 (44%)

tablenode 1M ETE B JE A
display_places B NFBOSE BRI N (T
DUREAL B FEY) o (H9 -1 Y
i TR (E,
export_places B A BB IR (BT
DU REAL BT o (H9 -1 INHF
i TR (E,
decimal_separator DEFAULT N E SRR (T L
REAL f#ERIFER) o
PERIOD
COMMA
date_format S N BdE H kg ((UHT L DATE
A o TIMESTAMP f£EFBYD
"YYMMDD"
"YYYYMMDD"
"YYYYDDD"
DAY
MONTH
"DD-MM-YY"
“DD-MM-YYYY"
“MM-DD-YY"
"MM-DD-YYYY"
“DD-MON-YY"
"DD-MON-YYYY"
"YYYY-MM-DD"
“DD.MM.YY"
“DD.MM.YYYY"
“MM.DD.YYYY"
“DD.MON. YY"
"DD.MON.YYYY"
"DD/MM/YY"
“DD/MM/YYYY"
“MM/DD/YY"
"MM/DD/YYYY"
“DD/MON/YY"
“DD/MON/YYYY"
MON  YYYY
q Q YYYY
ww WK YYYY
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R 241: tablenode B4 (44%)

"(H)H: (M)M: (S)S"

"(H)H: (M)M*"

"(M)M: (S)S"

"HH.MM.SS*"

"HH.MM"

"MM.SS*"

"(H)H.(M)M. (S)S"

"(H)H. (M)M*"

"(M)M. (S)S"

tablenode M@ BmIer R
time_format "HHMMSS" FrBLLER R (VHTFLL TIME
¢ TIMESTAMP #6817 o
"HHMM"
"MMSS"
"HH:MM:SS"
"HH:MM"
"MM:SS"

column_width

B

NTFEREINTEE, (N -1 2R
HI| 5 I E N Auto,

justify

AUTO

CENTER

LEFT

RIGHT

NF BB FIR TR

transformnode E1%

AT TV R IE I AR S R, RS RN TR T B

fix)+

356 IBM SPSS Modeler 19.0 Python Scripting and Automation Guide




N/l

node = stream.create("transform", "My node")
node.setPropertyValue("fields", ["AGE", "INCOME"])
node.setPropertyValue("formula", "Select")
node.setPropertyValue("formula_log_n", Txue)

node.setPropertyValue("formula_log_n_offset", 1)

3R 242: transformnode B4

transformnode M@ By J@ PAtd
fields [ field1... fieldn] TR I 7B
formula A1l FORN BT Z R I ER
i,
Select
formula_inverse Fr& FORIE S N FH AR
formula_inverse_offset BT LRI B I BEERZ
B, BRIEAFHEE, ANIEIA
TEOL T B &N 0,
formula_log_n Fr& K aMEH log , ik,
formula_log_n_offset B
formula_log_10 bri& FREENER log 10 2,
formula_log_10_offset B+
formula_exponential Fr& iﬂ—?%@ﬁjﬁﬁﬁ%ﬁ (ex) &
formula_square_root Fr& FINIE 7S N A T AR A #R,
use_output_name Fr& feE R oA BE X%
output_name string W5 use_output_name N E,
TG E {4 YA 1,
output_mode Screen FH 4878 M H 7T s P AR Y
HIY B AR
File
output_format HTML (.html) HTHa7E R 2,

Output (.cou)

paginate_output FRa& 2 output_format /& HTML
IF, (S 99 L,

lines_per_page %R 5 paginate_output —j&
fERN, f8E 8 DT RAT
b

full _filename string FONEAE S e A B S

%O
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BRASETREN

DUT e tE@ i T ATE S R

R 243: nHESHTRBEM

Ja {iE ] Ja P

publish_path string i AL AR EUSFI SO R
rootname %5,

publish_metadata Fra& FEOE T2 A A A 28 GRS i A1 A
N AR ) ST BEE S

publish_use_parameters FRa& FEERGLE *par XHFHEETRSE,

publish_parameters TSR feE Z RS,

execute_mode export_data FEE BT MM ALK, TRER
309 RN B B R A

publish

asexport Bi%

RERTAEF 0t iks 2 S HITE Hadoop 2 EC RSt (HDFS) LinfTift,

Rl

node.setPropertyValue("use_default_as", False)

node.setPropertyValue("connection",
["false","9.119.141.141","9080", "analyticserver", "ibm", "admin", "admin",6 "false

"’""’""’""’""])

% 244: asexport B14%

asexport 1Tk BmI JE PER A

data_source string BARIEAA

export_mode string faE 2N F YR append E(IH
BEIENE, B2 overwrite IIH
BHETR,

use_default_as BOOLEAN WHEEE N True, ALLFHEHAR
%85 options.cfg XHFRECER
TRE MRS 48 TR, AR
BN False, BT S0V%E
o




% 244: asexport B (44E)

asexport 1N @EM:

B

JE A8

connection

[II S'tIing" , n

gll,
"string

,"stri
"string

ng" ,
n n
I

string", "strin

,"string", "string

string", "strin

g|| , IIS.tIingll , IIS.tIingu]

IRE ARG A 1E
PEEANE RFIREME, #X
& . ["is_secure_connect",
"server_url",
"server_port",
"context_root",
"consumer", "user_name",
"password", "use-
kerberos-auth",
"kerberos-krb5-config-
file-path", "kerberos-
jaas-config-file-path",
"kerberos-krb5-service-
principal-name", "enable-
kerberos-debug"], Hrh:
is_secure_connect: 8"
G 2ERE, HHHR true
B2 false, use-kerberos-
auth: 5/~ 2744 Kerberos
NIE, HAEN true 5 false,
enable-kerberos-debug: f&
e Kerberos INIERYIE IR
i, HAEHN true 5K false,

cognosexportnode B 1%

o

XF I, 9E X Cognos 7441 ODBC %%,

Cognos iEiE
Cognos BT,
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3R 245: cognosexportnode B1%

cognosexportnode 4

Jg

B

JE A&

cognos_connection

["string","flag","string","string","string"]

HIREME, HAEE Cognos
RS SR EBEAE R, #EaX

A ["Cognos_server_URL",

login_mode, "namespace",
"username", "password"]
Hrp

Cognos_server_URL 2T &R
Cognos %525 URL.

login_mode fE/ /2 & (# H B 44 5
%, JFEN true 5 false ; 4RI
BN true, ABARCRFLLT FEARE S

namespace faEH T B FR S 21V
SINER R T,

username fll password &M T &5
Cognos A% 25 P A1 RS,

RSERT LU DU 75 720

login_mode :

- anonymousMode, 4l :
['Cognos_server_url',
"anonymousMode ',
"namespace", "username",
"password"]

« credentialMode, Al :
['Cognos_server_uzrl',

‘credentialMode’,
“namespace", "username",
"password"]

. storedCredentialMode, #
4 : ['Cognos_server_url',
'storedCredentialMode’,
"stored_credential_name"]

Hr
stored_credential_name &7F

fi#ZErh Cognos LRI,
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3R 245: cognosexportnode @1 (44R)

cognosexportnode 4> |53 JE PERE

Ja Tk

cognos_package_nam |[string BARPTEF HEIHY Cognos BHETIHY
e FEEERNAAR, AN

/Public Folders/MyPackage

cognos_datasource |[string

cognos_export_mode [Publish

ExportFile

cognos_filename string

ODBC %%
ODBC i#E#E 5 T —T %y databaseexportnode EIMAHE, HAST datasource EIHELRL

databaseexportnode Bt

RS T RO EAE S LTS ODBC FRAERY X RBURTR. v 75 A ODBC i

% W OSBRI, I RIS H BAT B A VFAT AL,

N/l

Assumes a datasource named "MyDatasource" has been configured

stream = modeler.script.stream()

db_exportnode = stream.createAt("databaseexport", "DB Export", 200, 200)
applynn = stream.findByType("applyneuralnetwork", None)
stream.link(applynn, db_exportnode)

# Export tab

db_exportnode.setPropertyValue("username", "user")
db_exportnode.setPropertyValue ("datasource", "MyDatasource")
db_exportnode.setPropertyValue("password", "passwoxrd")
db_exportnode.setPropertyValue("table_name", "predictions")
db_exportnode.setPropertyValue("write_mode", "Create")

db_exportnode.setPropertyValue("generate_import", Tzrue)
db_exportnode.setPropertyValue ("drop_existing_table", True)
db_exportnode.setPropertyValue("delete_existing_rows", True)
db_exportnode.setPropertyValue("default_string_size", 32)

# Schema dialog

db_exportnode.setKeyedPropertyValue("type", "region", "VARCHAR(10)")
db_exportnode.setKeyedPropertyValue ("export_db_primarykey", "id", True)
db_exportnode.setPropertyValue ("use_custom_create_table_command", Tzrue)
db_exportnode.setPropertyValue("“custom_create_table_command", "My SQL Code")

# Indexes dialog
db_exportnode.setPropertyValue("use_custom_create_index_command", True)
db_exportnode.setPropertyValue("custom_create_index_command", "CREATE BITMAP
INDEX <index-name>

ON <table-name> <(index-columns)>")
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db_exportnode.setKeyedPropertyValue("indexes",

"region"]])

“MYINDEX", ["fields", ["id",

3R 246: databaseexportnode B1%

databaseexportnode MNEtE | BEITY JB R
datasource string
username string
password string
epassword string TEHAT AR, Ay s, 2
RIS, A TR
P EM TR, BXEZE
B, HSEEE 5 45 T TR
S RS o
table_name string
write_mode Create
Append
Merge
map string FH T 7 B A4 PR St SR 227
2R (IVAE write_mode N
Merge WIEM T EHRD
NTEH, A TFEBIE S st
ZFﬁ'é%"«tﬁ? BAR FEHFEER T
BRI 85
key_fields $1IES FEEH TR TE ; map BHELR
TR IR RS 2 A AR R N2
join Database
Add
drop_existing_table Fr&
delete_existing_rows Fr&
default_string_size B
type T &R S5 1
generate_import Fr&
use_custom_create_table c |fri& i custom_create_table JEHEE
ommand bRtk CREATE TABLE SOQL i
o
custom_create_table_comma |string e F B m AR PRME CREATE
nd TABLE SQL @ ffif,
use_batch PR T @B BRI B I E Y =2

%I, Use_batch 4 true ¥
S PR AR R A THE S I T
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3R 246: databaseexportnode B4 (44%)
databaseexportnode NMEE | KT JE PEH A
batch_size DAl FREAETE BN NAF R R A E R
IO~
bulk_loading off feE it EINEFIIEAL, Ty
7 ODBC il External Ry Athi%
0DBC I,
External
not_logged PR
odbc_binding Row FEE T ODBC & {5 A
BATHE BB E
Column
loader_delimit_mode Tab X T AR I BN E, e
TEEFFFRISEE, 1R Other &
Space 7]
Other loader_other_delimiter
B E BT, BIALES
())O
loader_other_delimiter string
specify_data_file PR FREN True B ATEE T HEPY
data_file @1, fExEMAHRA]
IVEi=ytiin= e YN ¢ LN EEIND)
LRI
data_file string
specify_loader_program FrRa& FRAEAN True I RIS T Y
loader_program @M, fE£i%E
PEHRT S E AL AR R A ER
RPN B
loader_program string
gen_logfile PR FREN True I ATEGE T HE
) logfile_name, fFIZEMEA
A LUFEE AR SS o B SR A R
A REE IR H &
logfile_name string
check_table_size Fr& P& True IR VR T RACE DL
W EREE R A YIS G- M IBM
SPSSModeler S H I TEUETT,
loader_options string BEMEAEFNHEMSE, B4
-comment Al -specialdir,
export_db_primarykey FrRa& HESETR RGBT RET,
use_custom_create_index_c |#ri& WERARERN true, MEAFTEZRT]
ommand BB E X SOL,
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3% 246: databaseexportnode B4 (4x4k)

databaseexportnode M@k

B

JE A8

custom_create_index_comma
nd

string

HEEHEEX SQLI, f85EH
TOIER51 SQL A, (Bl
%i%)@ I, ZAERTE R, AT
FIT7Ro

indexes.INDEXNAME.fields

DE B FEE ARG | FF AR 2
TWETEIZRG | P T B,

INDEXNAME FrRa& T I F e AR E 285 A E il

"use_custom_create_ SQL, 1EZ M TR Z R,

index_command"

INDEXNAME string fEERTHEERLIWHEE X SOL,

"custom_create_index_comm WHSH TR 2ZENRE,

and"

indexes.INDEXNAME.remove |#ri& WA True, ALFFNZEGIEH
BErfaENZ5],

table_space string FaE RO R 22 H],

use_partition PR g RO 78 A B 7 B

partition_field string FEE AT F BRI N A

T X T RLERR R, fA0n] DUEE E O R 461 S B A BdE SR (141, SQL # CREATE TABLE
MYTABLE (...) COMPRESS YES; WUSRI) . N T ZHrkIraE, 2t T/EM: use_compression I

compression_mode, A1 FAR,

5+ 247: BT E48HEER databaseexportnode &%

databaseexportnode MEM: BmIen JE PER
use_compression BOOLEAN WERIZE N True, AFARLLT TR

T AR,

HA7 E ST AEYE 365



% 247 EB T E48IHRER databaseexportnode JB 14 (4k4R)

databaseexportnode MEM: BwIemy JE PEHR

compression_mode Row BB SQL Server BulE M 4G,
Page
Default & Oracle BB EAEI A,

JEERE, {EOLTP, Query_High,
Query_LowArchive_High Al

Direct_Load_Opera
- --P Archive_Low AT % Oracle 11gR2,

tions
All_Operations
Basic

OLTP
Query_High
Query_Low

Archive_High

Archive_Low

SR AR EER 5 | BH il CREATE INDEX fy SRy =M :

db_exportnode.setKeyedPropertyValue("indexes", "MYINDEX",
["use_custom_create_index_command",

True] )db_exportnode.setKeyedPropertyValue("indexes", "MYINDEX",
["custom_create_index_command",

"CREATE BITMAP INDEX <index-name> ON <table-name> <(index-columns)>"1])

aE, WAl LUEE IR e IR

db_exportnode.setKeyedPropertyValue("indexes", "MYINDEX", ["fields":["id",
"region"],

"use_custom_create_index_command":True,
"custom_create_index_command":"CREATE INDEX <index-name> ON

<table-name> <(index-columns)>"1])

datacollectionexportnode &%

. B SEHIT USRI TR A A KR RO RS SO HI s, BRI 5,
RVIES: HRYE Data Library,

N/l

stream = modeler.script.stream()
datacollectionexportnode = stream.createAt("datacollectionexport", "Data
Collection", 200, 200)

datacollectionexportnode.setPropertyValue("metadata_file", "c:\\museums.mdd")

datacollectionexportnode.setPropertyValue("merge_metadata", "Overwrite")
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datacollectionexportnode.setPropertyValue("casedata_file", "c:\
\museumdata.sav")
datacollectionexportnode.setPropertyValue("generate_import", True)
datacollectionexpoxrtnode.setPropertyValue("enable_system_variables", Txue)

3R 248: datacollectionexportnode &%

datacollectionexportnode 1@tk B ey J& Pt b
metadata_file string BT EHE SRR,
merge_metadata Overwrite
MergeCurrent
enable_system_variables bri& FeESH .mdd KRN

5 BAE R RYTR R,

casedata_file string B HIEHER .sav KR
ey 18
generate_import FRa&
excelexportnode B4
— Excel 5177 57E Microsoft Excel il EdE, x1sx XN, BORANERIEAT
EXCELT SEMT S B 318N Excel TS HRY S,
NI

stream = modeler.script.stream()

excelexportnode = stream.createAt("excelexport", "Excel", 200, 200)
excelexportnode.setPropertyValue("full_filename", "C:/output/myexport.xlsx")
excelexportnode.setPropertyValue("excel_file_type", "Excel2007")
excelexportnode.setPropertyValue("inc_field_names", True)
excelexportnode.setPropertyValue("inc_labels_as_cell_notes", False)
excelexportnode.setPropertyValue ("launch_application", True)
excelexportnode.setPropertyValue("generate_import", True)

3R 249: excelexportnode B4
excelexportnode 1@ BmI JE PEAE
full_filename string
excel_file_type Excel2007
export_mode Create
Append
inc_field_names Fri& fEEFBA G IO ETE TIE
KAV —1TH,
start_cell string f6EF T AE R ITIS
worksheet_name string FE AR TAERIIH
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3 249: excelexportnode B (4442)

excelexportnode 4@ BmI JE PEH A

launch_application Fr& feE R A NAELE R LA
Excel, EFE, HE“HD
RLFFEE M IERE (“TH 38
>IN REE”) HieE B
Excel FUE&1E,

generate_import PR FEE /2 5 WA BRI L 3 A
PESCHEI Excel S AT R,

extensionexportnode &%

E@_ YRS S, EATLEEST R 5 Python for
& Spark [HIA Sk S HEHE
Python for Spark =6

JHHHE script example for Python for Spark

import modeler.api

stream = modeler.script.stream()

node = stream.create("extension_export", "extension_export")
node.setPropertyValue ("syntax_type", "Python")

python_script = """import spss.pyspark.runtime

from pyspark.sql import SQLContext

from pyspark.sql.types import =

cxt = spss.pyspark.runtime.getContext()
df = cxt.getSparkInputDatal()

print df.dtypes[:]

_newDF = df.select("Age", "Drug")

print _newDF.dtypes[:]

df.select("Age", "Drug").write.save('"c:/data/ageAndDrug.json", format="json")

node.setPropertyValue ("python_syntax", python_script)

R 6

JHHHE script example for R
node.setPropertyValue ("syntax_type", "R")
node.setPropertyValue("r_syntax", """

write.csv(modelexData, "C:/export.csv")""")

+ 250: extensionexportnode B4
extensionexportnode 4@ BmI JE PEE
syntax_type R fFeEB T ANIA - R B2
Python (RZREE) o
Python
r_syntax string SBATHY R IR 58T,
python_syntax string i%ﬁﬂ’ﬂ Python BIAgw 515
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3 250: extensionexportnode [B14% (4¥47)

extensionexportnode 4@ BmI JE PEH A
convert_flags T R TR S 7 B
LogicalValues
convert_missing Fri& F TR RAE L0 R NA (ERY
T,
convert_datetime Fr& R TR 2 A H s H BRI
S B4 9 R H A/
[EIf =5 e
convert_datetime_class POSIXCE SXEEE IR T4 E 2R H s H
POSIX1t SRR RIS RS B AR A8
o

jsonexportnode B1%

JSON S5 5L ISON & =k HH B4R

[JSON]

5 251: jsonexportnode &%

N/l

stream = modeler.script.stream()

outputfile = stream.createAt("outputfile",
outputfile.setPropertyValue("full_filename",

outputfile.setPropertyValue("write_mode", "Append")

outputfile.setPropertyValue("inc_field_names", False)

jsonexportnode 4 &1k Bigdend JE PEER

full_filename string sEREE Y (TR S

string_format records &€ JSON FrFEts s, ke
{65 records,

(]

generate_import PR FEE 2 5 A BRI B A
PSR “ISON AT e iR
H1EN False,

outputfilenode Bt
. S S S Y ORI e B SRS, BN TS AT A A
FAGR P SATRRIE 4

"File Output", 200, 200)
"c:/output/flatfile_output.txt")

outputfile.setPropexrtyValue("use_newline_after_recoxrds", False)
outputfile.setPropertyValue("delimit_mode", "Tab")
outputfile.setPropertyValue("other_delimitexr", ",")
outputfile.setPropertyValue("quote_mode", "Double")
outputfile.setPropertyValue("other_quote", "x")
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outputfile.setPropertyValue("decimal_symbol", "Period")
outputfile.setPropertyValue("generate_import", True)

5 252: outputfilenode B4
outputfilenode MMEM: By JE A
full filename string SR FR,
write_mode Overwrite
Append
inc_field names T
use_newline_after records br&
delimit_mode Comma
Tab
Space
Other
other_delimiter FIY
quote_mode None
Single
Double
Other
other_quote Ri&
generate_import Fri&
encoding StreamDefault
SystemDefault
"UTF-8"
sasexportnode B1%
“SAS ST UL SAS KU R, DUERRZEUREIRA SAS Bl 5 SAS HARY
@* e, FREL=F SAS UK | SAS for Windows/0S2, SAS for UNIX B{ SAS
V7/8,
NGl

stream = modeler.script.stream()

sasexportnode = stream.createAt("sasexport", "SAS Export", 200, 200)
sasexportnode.setPropertyValue("full_filename", "c:/output/
SAS_output.sas7bdat")

sasexportnode.setPropertyValue("format", "SAS8")
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sasexportnode.setPropertyValue("export_names",

"NamesAndLabels")

sasexportnode.setPropertyValue("generate_import", True)

5 253: sasexportnode B4

sasexportnode 7@k By JE A
format Windows RIS JE AR T
UNIX
SAS7
SAS8
full_filename string
export_names NamesAndLabels | TR B% M IBM
SPSSModeler FY-S: H H LG
IBM SPSS Statistics B¢ SAS [
NamesAslLabels
TEAH,
generate_import R

statisticsexportnode B4

. . Statistics 5 H 7 AL IBM SPSS Statistics .sav 8¢ .zsav #& =i HH 5532,
8% . zsav XERTLLH IBM SPSS Statistics Base F1E A= 552,

SPSSModeler H &R (T SRR,

.sav
XAEH T IBM

AR EBHNER, ESMHE 379 TR Tstatisticsexportnode B4

tmlodataexport FEEE

IBM Cognos TM1 S H{ 5 sl Cognos TM1 £ 4 ] LU B AR 25 H AR,

£ 254: tmlodataexport T B @14

tmlodataexport 1)@k

Ja A8

credential_type

inputCredential ¢
storedCredential

MATHERRIEER,

input_credential S2ES 2 credential_type & inputCredential
N $8E. AP A&,

stored_credential_name string £ credential_type /
storedCredential i, f5% C&DS RS es I
UL TR,

selected_cube field FUNEIE S B 2 4RI B FR,

TM1_export.setPropertyValue("selec
ted_cube", "plan_BudgetPlan")fl4l :
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% 254: tmlodataexport T B (H45)
tmlodataexport Vi@ BiEIem BIERSA

_mapping

spss_field_to_tml_element |%l5%

FERREHT R TML TR DIV FTIE S
PRI A S A RGER 77 #%X
& . [[[Field_1, Dimension_1,
False], [Element_1, Dimension_2,
Truel], ...], [[Field_2,
ExistMeasureElement, False],
[Field_3, NewMeasureElement,
Truel, ...]1]

FAE 2 DN THERISHE RFIR, Mot
OB 1| 2 FEE 0T B DA 7Bl 2

L E—HIE L ([[Field_1,
Dimension_1, False], [Element_1,
Dimension_2, True]l, ...]) T TM1 4k
FEMLHE R

H—" 3 EYVRIEREEMSER. 6

= MRMEA TR R 2GR T4EE TR,
40 . "[Field_1, Dimension_1,
False]" #/R Field_1 W5t

F| Dimension_1; "[Element_1,
Dimension_2, Truel" FREtxf
Dimension_2 i&# Element_1,

w2 AR L ([[Field_2,
ExistMeasureElement, False],
[Field_3, NewMeasureElement,
}'_r;e] ;. ]) T TML S AR R T L
H/BNo

"F— 3 EYIRIERNETRMSHE R,
=" Mi/RERTHERFREA ST,
"[Field_2, ExistMeasureElement,
False]" #/R Field_2 W5}

Fl| ExistMeasureElement ; "[Field_3,
NewMeasureElement, Truel" F*

7~ NewMeasureElement FEZTE
selected_measure HIEFRIVRIGLERE, Wi
Field_3 BRGHEIE,

selected_measure string feE M E4ERE,
N
setPropertyValue("selected_measure
", "Measures")

connection_type AdminServer e, BREA{EN AdminServer,

TM1Server

admin_host string REST API HYFALAHY URL, AR
connection_type & AdminServer, Nt
JE RN

server_name string M admin_host HIEEE TML RS %4
% F5, IR connection_type 2
AdminServer, NIit/EM2LFEN,

server_url string TM1 AR%5%5 REST API #Y URL, 45

connection_type /& TM1Server, MitjEM:
TERTEI,
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tmlexport TRBYE (FHEFE)

IBM Cognos TM1 S5 sl Cognos TM1 #¥8 2 vf LLUSEER I 20 5 88

1 %77 RTE Modeler 18.0 HHAHER A, BT IR F52 tm1odataexport,

% 255: tmlexport TR EM4E

tmlexpoxt Vi g1k

B

EiR R

pm_host

string

¥ AGERAT V16.0 fi1V17.0,

FHl %,
TM1_export.setPropertyValue("pm_ho
st", 'http://9.191.86.82:9510/
pmhub/pm* ) 40

tml_connection

["field" "field" ... "fi

eld"]

¥ fGER T V16.0 f1V17.0,

HIFREME, HAEE TML RS S rERE T4
2. =AM : [ "TM1_Server Name",
"tml_ username", "tml_password"]

TM1_export.setPropertyValue("tml_c
onnection", ['Planning Sample',
"admin" "apple"])#il40 :

selected_cube

field

FURBHE S BN 2 4EBAR R A 5,
TM1_export.setPropertyValue("selec
ted_cube", "plan_BudgetPlan")#i#l :
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& 255: tmlexport T mB M (ER)

tmlexpoxt Vi E Tk

B

IEER R

spssfield_tmlelement_mapp
ing

kS

FRREH R TML TR DIUEFTIE S
PR A S A RGER 77, #%X
& [[[Field_1, Dimension_1,
False], [Element_1, Dimension_2,
Truel], ...], [[Field_2,
ExistMeasureElement, False],
[Field_3, NewMeasureElement,
Truel, ...]1]

A 2 DYIERHTHAEHER, R TR
BIAEREX N FLUTH 2 PRfl

R A L ([[Field_1,
Dimension_1, False], [Element_1,
Dimension_2, Truel, ...]) AT TM1 4k
FERRLEHE R

H— 3 EYVRIEREEMSER. 6
= MRMEA TR R 2GR T4EE TR,
40 . "[Field_1, Dimension_1,
False]" #/R Field_1 W5}

F| Dimension_1; "[Element_1,
Dimension_2, Truel" FREtxt
Dimension_2 i&# Element_1,

w2 AR L ([[Field_ 2,
ExistMeasureElement, False],
[Field_3, NewMeasureElement,
Truel, ...]1) HTF TML R4 TRME

(B

H— 3 EYRFG I ETTESHE R,

= Mi/RMEH TR RFREQERTTE,
"[Field_2, ExistMeasureElement,
False]" /R~ Field_2 Mgt

Fl| ExistMeasureElement ; "[Field_3,
NewMeasureElement, True]l" #*

7~ NewMeasureElement BEEETE
selected_measure HIEEEMIRIEL4ERE 1M
Field_ 3 WEIE,

selected_measure

string

fEE B,

il
setPropertyValue("selected_measure
", "Measures")
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xmlexportnode [E14%

“XML S H7 7 mURHEE A XML AU R EISC A, B RN EE A XML IR R, DR S
<XML> H R R R A

N/l

stream = modeler.script.stream()

xmlexportnode = stream.createAt("xmlexport", "XML Export", 200, 200)
xmlexportnode.setPropertyValue("full_filename", "c:/export/data.xml")
xmlexportnode.setPropertyValue("map", [["/catalog/book/genre", "genre"]l, ["/
catalog/book/title", "title"]1])

3+ 256: xmlexportnode B4

xmlexportnode A&tk By JE P

full_filename string (BTR) XML S H S Se BB BRI
%o

use_xml_schema PR FEERG A XML B (XSD 8¢ DTD XX
) S IR S,

full_schema_filename string FEF Y XSD B¢ DTD SCARY S 5% A

X, A1 use_xml_schema &4
true, NIDNRAFE,

generate_import FrRa& A RORF E S HE BRSO I IR Y XML
T

records string FORIRIA T XPath #3585,

map string B LR XML S54,
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¥ 18 ™ IBM SPSS Statistics 11 M1k

statisticsimportnode B1%

Statistics ST M IBM SPSS Statistics {# 1Y .sav 58 .zsav L& RS ARTESE IBM

[8)  sPsSModeler iz et (WbfFI—Fast) HACHIE.

Nl

stream = modeler.script.stream()

statisticsimportnode = stream.createAt("statisticsimport", "SAV Import",
200, 200)

statisticsimportnode.setPropertyValue("full_filename",

statisticsimportnode.setPropertyValue("import_names", True)
statisticsimportnode.setPropertyValue("import_data", True)

5 257: statisticsimportnode @14

statisticsimportnode MMETE |3

JE A

full_filename string se U (TSR S
password string 0, password SEUNHITE
file_encrypted 2 2L E,

file_encrypted FRi& e R B R,

import_names NamesAndLabels AL PRAR B HINRAEHY 77 1o
LabelsAsNames

import_data DataAndLabels ACPERIFRBE Y 77 15
LabelsAsData

use_field _format_for_stor |BOOLEAN
age

1B ES AN 25 IBM SPSS Statistics

TBUHSEAER,

statisticstransformnode EB1¥

Statistics # Y £ % IBM SPSSModeler HRVEIRIFZITATIERY IBM SPSS
=) Statistics 1EEmM S, M RFEE IBM SPSS Statistics FYIAF AT EIA,

3

N/l

stream = modeler.script.stream()

statisticstransformnode = stream.createAt("statisticstransform",

"Transform", 200, 200)

statisticstransformnode.setPropertyValue("syntax",

K.")

statisticstransformnode.setKeyedPropertyValue("new_name", "“NewVar", "Mixed

Drugs")

"COMPUTE NewVar = Na +

statisticstransformnode.setPropertyValue("check_before_saving", True)

"C:/data/drugin.sav")




3 258: statisticstransformnode @14

statisticstransformnode MM&EM: BmI JE PER A
syntax string
check_before_saving Fr& PR A T2 R g ik E i AR TR

o AREERLN, WMEER

— SRR,

default_include FRa& BXHEZER, BT E
144 Tify Tfilternode EMJ .
include Fr& BXHEZER, BT E
144 Ty Tilternode B
new_name string BREZER, BEZHEH S

144 TifY Tfilternode B1J o

statisticsmodelnode B1¥

_ Statistics BT R ERENSE BT 4 A PMML /9 IBM SPSS Statistics 3325 #i A
T REFEBURE, T RUFREE IBM SPSS Statistics fYYFRTEIAR,

N/l

stream = modeler.script.stream()
statisticsmodelnode = stream.createAt("statisticsmodel", "Model", 200, 200)
statisticsmodelnode.setPropertyValue("syntax", "COMPUTE NewVar = Na + K.")

statisticsmodelnode.setKeyedPropertyValue("new_name", "NewVar", "Mixed

Drugs")

statisticsmodelnode 7@tk Bggend JE b

syntax string

default_include FRi& BXEZER, BESREE S
144 Ty Tfilternode JB 1S o

include FRi& BXEZER, BZRHEEE
144 Ty Tilternode @1 »

new_name string BREZER, BESREEHE
144 Ty Tilternode @1J »

statisticsoutputnode B1%

; ' Statistics #iH ¥ £A] V& B IBM SPSS Statistics 3SR 4% IBM SPSSModeler
%) Bm, AL IR R E IBM SPSS Statistics MM AL, 5 235 IBM SPSS
e Statistics FYIF R EIAS,

N/l

stream = modeler.script.stream()

statisticsoutputnode = stream.createAt("statisticsoutput"”, "Output", 200,
200)

statisticsoutputnode.setPropertyValue("syntax", "SORT CASES BY Age(A) Sex(A)
BP(A) Cholesterol(A)")
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statisticsoutputnode.setPropertyValue("use_output_name", False)
statisticsoutputnode.setPropertyValue("output_mode", "File")
statisticsoutputnode.setPropertyValue("full_filename", "Cases by Age, Sex
and Medical History")

statisticsoutputnode.setPropertyValue("file_type", "HTML")

3R 259: statisticsoutputnode B4
statisticsoutputnode 4 &1k BmI JE PEAE
mode Dialog 1%$%“IBM SPSS Statistics Xfif
HE" TR Bl VB e 2
Syntax
syntax string
use_output_name TV
output_name string
output_mode Screen
File
full_filename string
file_type HTML
SPV
SPW

statisticsexportnode E1%

Statistics 55 5L IBM SPSS Statistics .sav B¢ .zsav &R HHEEE, . sav
8% . zsav XA LLH IBM SPSS Statistics Base FIE 7= i, SXEHT IBM
SPSSModeler H1Y S 7 ARG

N/l

stream = modeler.script.stream()

statisticsexportnode = stream.createAt("statisticsexport", "Export", 200,
200)

statisticsexportnode.setPropertyValue("full_filename", "c:/output/
SPSS_Statistics_out.sav")
statisticsexportnode.setPropertyValue("field_names", "Names")
statisticsexportnode.setPropertyValue("launch_application", True)
statisticsexportnode.setPropertyValue("generate_import", True)

5 260: statisticsexportnode &%

statisticsexportn | IR JE PEHR
ode M@k
full_filename string
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5 260: statisticsexportnode B1% (44E)

statisticsexportn | B#iEIeHY J& Pt b
ode Mgk
file_type sav P sav 8 zsav A RIF M, Bilan -
zsav statisticsexportnode.setPropertyValue("file_
typell , n Sa\III )
encrypt_file PR FETR S R A SRS R
password string 5,

launch_applicatio | i
n

export_names NamesAndLabels | FFIF5E:44 M IBM SPSSModeler {5 HiH LT E] IBM
SPSS Statistics 8¢ SAS FYZE# i,

NamesAslLabels

generate_import |fRi&
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Y ivig

5

smm B4

19 & Python 1 xUgTE

Gaussian Mixture® fEUZE— MERER] HEE NG RBEN ST oM AR KR
BHERFTEEIE S, PILUFRHE BRI X K-Means TELIELEH K BRI
7 LR DIRB R S A DIE R, SPSS EHEAs Y Gaussian Mixture 9 5
N Gaussian Mixture FERIBGODRHERF S8 10 sSUFH A Python #4758,

% 261: gmm B

gmm @M BmIe JE PERR

use_partition BOOLEAN BN True 8L False LB E 2 A H )
XEHE, BREED False,

covariance_type string {64 Full, Tied. Diag & Spherical
LU E /5 722365,

number_component B EERTRSHABENER, s/MER
1, BRAETERN 2,

component_lable BOOLEAN FEE True LURFERBEFRZ I E N TR H, 8L
HHEE False DURFERBIIRE IS B AT
R&E{E N False,

label_prefix string ANRAE AR R ERE, ARANTEER]
%o

enable_random_seed BOOLEAN ANRAREAE AR, HBAFEE True,
TREEN False,

random_seed I AR FHRENLRN T, BB ATEE B T AR RbE
HUREAHIEERL,

tol double fEEISURE, TREEN 0.000.1,

max_iter B FEE BHATIRIGERKREL, REEN
100,

init_params string BB ES L, IETTN
Kmeans B¢ Random,

warm_start BOOLEAN F67E True MUFE R RAEIIBIERN T —1
BIEF AN ®EL, TREER False,

hdbscannode BT

I

Hierarchical Density-Based Spatial Clustering (HDBSCAN)® fifi Ffj JE B2 S) Sk A R 8K
TEERA RIS BUR RN, SPSS AR HiYy HDBSCAN 15 s 3 JF HDBSCAN JE[IR%D>
FHERIH IS, I S Python SEBIL, M8 TFAAR T REGIRERII V4L, ATLL
i T RO R SR RN RV 4L

R 262: hdbscannode B

hdbscannode 1Ng 1%k By J& MEfifi
inputs field T RIER A TEL,




R 262: hdbscannode B (444%)

hdbscannode 1N& 1k

B

JE A8

useHPO

BOOLEAN

{87 true 8¢ false AJjE AL T
Rbfopt HyEEZE{L(L (HPO), ZIELRTH
IR ESHA S, FEREMA A LSS
AR RAIR 2223, BRE(EN false,

min_cluster_size

B

REMNRIKDN, RTEERE. REEN
5

min_samples

B

FF— LD A2 R, AR RIFEAR
B IEHEERE. WMRER 0, IBLFF
i min_cluster_size, BREEN O,

algorithm

string

fEEFT M HMES | best. generic,
prims_kdtree. prims_balltree.
boruvka_kdtree
boruvka_balltree, HRE(EN best,

metric

string

FEE T BRI R L) 2 R A R
BN HYHER @ euclidean,
cityblock. L1, L2, manhattan.
braycurtis. canberra.

chebyshev, correlation.
minkowski 8% sqeuclidean, fEE{E N
euclidean,

useStringlLabel

BOOLEAN

FE67E true R FF R REINE, 1BE
false R FRIGNRG, TREEN
false,

stringlabelPrefix

string

W15 useStringlLabel ZEILIE N
true, BENFIFERERISIGEHE, RE
HiZRN cluster,

approx_min_span_tree

BOOLEAN

$87E true FRRET MR/ NERH, 18E
false FRIREAT LHTHEH S BB R4
A EN true,

cluster_selection_method

string

T & B AH R Ah 7 T NS SR e 5k
eom & leaf, fREEN eom (“FRESF”
HiE)

allow_single_cluster

BOOLEAN

FEE true RIS R, EHE
) false,

p_value

double

AERELRE minkowski AT E R, HfEEH
A p value, BREEN 1.5,

leaf_size

e

I ZEEMEE (boruvka_kdtree 5
boruvka_balltree) i, IEtEEMMTY
R R, BREEN 40,

outputValidity

BOOLEAN

67 true o false, DUIFZEHIZ2ARF“E
PEEAR” B R SR A R,

outputCondensed

BOOLEAN

6 true ok false, DUFZEHIE AR %4
R B 2R EL R RS H R

outputSinglelinkage

BOOLEAN

F67E true ok false, DAFZEl 27 Balt
ghER B R TR AR H R
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3 262: hdbscannode B (447)
hdbscannode 1NgE: B JE A b
outputMinSpan BOOLEAN f85E true 5 false, DAFZEHIZ SR B/
A R [ e AR CEAR AR R,
is_split £ V18.2.1.1 FHTHE,
kdemodel 1%

Kernel Density Estimation (KDE)© {#fi] Ball Tree B¢ KD Tree BiELUHI TR E#), I

y X SEETLIEYS), FAE TREABIREESERES, ETHEMTHENTE (Fla0, KDE)
TR T HiRE A — S 8575,  SPSS HHses FiY KDE EH5A1 KDE iy
RNTF KDE L ODRHERIH S8, R Python #1750,

K 263: kdemodel [B%

kdemodel 1Na B FiR N
bandwidth double BREEN 1o
kernel string FEERAIINE - gaussian, tophat,

epanechnikov, exponential,

linear 5% cosine, MRE{EN

gaussian,

algorithm string FEF MR © kd_tree. ball tree
¢ auto, BRAEMEN auto.

metric string EH AR SN RN ERE, X

F kd_tree Bk, MLLT

W#1TIESE @ Euclidean, Chebyshev,
Cityblock, Minkowski,
Manhattan, Infinity. P, L2 B}
L1, T ball_tree Bk, MLLTIA
WATI%ESE  Euclidian, Braycurtis,
Chebyshev, Canberra., Cityblock,
Dice. Hamming, Infinity.
Jaccard. L1. L2, Minkowski,
Matching, Manhattan. P,
Rogersanimoto., Russellrao,
Sokalmichener, Sokalsneath B¢
Kulsinski, #R&{EN Euclidean,

atol float PR RINAN A7, BRARNE 2w
MEBCERMIT, TREERN 0.0,

rtol float PR RN A7, BRNE 2
MHEBCERMIT, BREEN 1E-8,

breadthFirst BOOLEAN WEN True DUF A BALEAE, RE
N False DU RRELE TR, BREEN

MV18.2.1.1 FFth, BN True,

breadth_first

LeafSize B JEERII RN, TREER 40, HHCIHE

A HEEE R RE,
MV18.2.1.1 JF4h, Eath

leaf_size
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K 263: kdemodel B4 (444%)

kdemodel A&k By JE PR
pValue double FEERF Minkowski H T FE B B AP

H”, BREEN 1.5,

custom_name

default_node_name

use_HPO

kdeexport [E1¥

Kernel Density Estimation (KDE)© {# ] Ball Tree B¢ KD Tree BiELUHI TR A, I

A SEETME S, FELREMBGEEEEMS, FETHEMTEN L (B0, KDE)
SERIT HiE N — e B 575, SPSS BiAsas FHy KDE E245R] KDE #HLY5
RUNTE KDE FERIRLDHERE S8, 19 s Python 17528,

R 264: kdeexport B 1%

kdeexport MM &k B JEPEH A

bandwidth double TREERN 1,

kernel string BN - gaussian 5 tophat,
h&1E R gaussian,

algorithm string FERAIR B  kd_tree, ball_tree
8 auto, MRAE(EDY auto,

metric string Ei R ENEHHE R, X
F kd_tree Bik, MLLTF
TW#47i%+% © Euclidean. Chebyshev.
Cityblock. Minkowski,
Manhattan, Infinity, P, L2 B}
L1, XF ball_tree ik, MLLTI
W7 - Euclidian, Braycurtis.
Chebyshev, Canberra, Cityblock,
Dice. Hamming. Infinity.
Jaccard. L1. L2, Minkowski,
Matching. Manhattan. P,
Rogersanimoto. Russellrao.
Sokalmichener, Sokalsneath B¢
Kulsinski, #R&E{EY Euclidean,

atol float HIENEE RVAEN A E, BARNEEEE
FFBCERMAT, BREMEN 0.0,

rtol float WIS RAEN B2, BANEEEE
FFBCERMAT, BREEDY 1E-8,

breadthFirst BOOLEAN BB True DU BEIL T, RIE
7 False DUERTREILE T, BREET
TIer

LeafSize B MR/, BREEDY 40, FESUE
AJRE & RN BE,

pValue double FEERF Minkowski H T FE B B AP
fH5”, ®REMEN 1.5,
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gsmm B

Gaussian Mixture® fALZE—MIERER] HAEE WG REEN S I oM AR S KR
> SHAERFTEEIE S, FILORHESEEEIANZT Y K-Means SREDITEH F LRI

i gL B RS DI E R, SPSS AT HHY Gaussian Mixture 1 54

N Gaussian Mixture FERIRLODFRHIERE IS &, LT AU A Python AT,

% 265: gmm B

gmm Mgk By JETER A

use_partition BOOLEAN WIEN True 5§ False LUEEZEEH S
XEdE, #REEN False,

covariance_type string {87 Full, Tied. Diag 8k Spherical
DA W7 728,

number_component B fEE H TRGHAMENER, R/IMEN
1, BRAEEN 2,

component_lable BOOLEAN FEE True DUFSERHRS IRIE N FAFEH, 5
FHEE False DURFERBHIRE L E T
RE{EN False,

label prefix string WSRAE PR BERE, HRAn e
25

enable_random_seed BOOLEAN AR AE S FHREV AT, ABATEIE True,
R&G{EN False,

random_seed B AR FRENLR T, ASAFEE ZEH TAE b
HUEAR I REEL

tol double faE WS, HREMEDY 0.000. 1,

max_iter B FEEEPATIIRAEAREL, TREEN
100,

init_params string WEEEHNOESE. 1T
Kmeans B¢ Random,

warm_start BOOLEAN f87E True MUE R RFIERIEN T —1
PIEFE NG, TREER False,

ocsvmnode B1¥
. B2 SVUM TS TR S, T A T AR, IR
£ RERHGH IR, DU R R T 8 S X AR 74026, SPSS AN HRgI AN ik

SVM BT SR 1E Python Sy, I HFBEEAEH scikit-1earn® Python %,

K 266: ocsvmnode B4

ocsvmnode Mg BmIen JaPEd

role_use string f67E predefined DM FHTIE X A, 5
= -t J: I"“’ JL/ N\ Eo

MVIB2.L1 FFH, drE I s ron MR FOTR. Bt

custom_fields

splits field XA T BRI T BRI R,
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K 266: ocsvmnode B (dkLx)

ocsvmnode MEM: B JE A b
use_partition BOOLEAN BT true B false, BRE(EN true,

AR true, APATEHELN, 15
{4 FIIZR R,

mode_type string RN, FIRERYMEDY simple B¢
expert, HIRIEE simple, ARAFFEEH
“BR"E FFTE SR

stopping_criteria string XRRIAICBUE TR, AIHERY

{84 1.0E-1, 1.0E-2, 1.0E-3,
1.0E-4, 1.0E-58({1.0E-6, HREEN
1.0E-3,

precision float EPAFEEE (nu)o  YIZREE RIS R ERY R
BohF, EEERT 0 /I TFHET 1.0
T, REER 0.1,

kernel string FREBIEP IR, rIREMIEN
linear, poly. rbf, sigmoid =k
precomputed, REEN rbf,

enable_gamma BOOLEAN EH gamma 2%, EHEE true 5
false, HRETED true,
gamma float {E A% xhf, poly Flsigmoid EH

S, WHERF enable_gamma SHi%
& false, MAMSENRFILBEN auto,
ARIIEN true, ABATREEN 0.1,

coefd float BB NGB B RS I, AEX poly
WI%A] sigmoid WS LS, ThEE
0.0,

degree B Z IR BB, &R poly
ERSE, BiEEEMELE, REE
3

shrinking BOOLEAN MATHeE R G EZ R NE &R, 1F
6 true 5 false, ®RE{EN false,

enable_cache_size BOOLEAN JEH cache_size B8, 1H16E true 5(
false, WREEN false,

cache_size float XREAFHIR/N (MB),  BRETES
200,

pc_type string BRITAFREITERYZERY,  RIRERVIZIITN
independent & general,

lines_amount B XERBRUEERE EWRAITE, EEE
F 1 F1 1000 2 [RIEEEL,

lines_fields_custom BOOLEAN MT)EH lines_fields &8, #&nlLiaE

IS e E B R R TE B S i E )
B, R E N false, AT RATE
FE, WRIZEN true, IBAAN TR
lines_fields ZEHEEN T, N TR
HE, ®EFHETR 20 ML
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% 266: ocsvmnode B4 (4¥4R)
ocsvmnode @Mk BimIer J& PiAid
lines_fields field RN & S TE BT _ LT BRA TR
Hl1%,
enable_graphic BOOLEAN THEEE true B¢ false, BHEEHH
(ANERARET LI AR A TR SR, 16
SR MIETD
enable_hpo BOOLEAN 67 true o false LUS AR HPO
I, ANRIEE N true, AR
Rbfopt DA H &K " 512 SYM B,
IXAREIFH P ERA LT target_objval
SRUE X B bR AT S AE,
target_objval float FAVEESCINN EARBREUE GETREARIIAL
RIFEEIRR) (BN, RAREE) o 40
FRAERA, BLFFHSEOLE T
& (B4, 0.01) .
max_iterations B ZIABERI R ARERK L, TREEN
1000,
max_evaluations B AR B BOR B R KA, Hrp s
SR e, BRE(EDN 300,
rfnode B 1%
‘k BEATLARAR TS s o AR AL VR EEAE AL A S BRI B B, SPSS B sAR Hiry
I “BENLARA BT RUZ TE Python HSCERRY, HHFEE scikit-learn® Python

@o

x 267: rfnode B

rfnode MMEM: s JE PEH A

role_use string {87 predefined DUFEMHTE X A, ¢
FEE custom DUF A EHIFE D, R
AN predefined,

inputs field RO IPNIDEAS Y i/

splits field AT 7RI FE AR,

n_estimators B EREIREE, REER 10,

specify_max_depth BOOLEAN fEEERIRARE, WRA
false, BB RBEZRFTAM FH4
FEEEZTAN O EIEARSNT
min_samples_split., HR&E(EN
false,

max_depth B WHVERKRE, BREEN 10,

min_samples_leaf R BN RN, BREER 1o
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5 267: rfnode B1% (4447)

rfnode MNEM: BwIemy JE PEHR
max_features string TEBE AR D BN B R RHIERE .

« 15N auto, AN
max_features=sqrt(n_features)
R To2ds) M
max_features=sqrt(n_features) CtfFA]
‘)E'-) o

« WDy sqrt, LA

max_features=sqrt(n_features)

« 418N 1og2, B4
 max_features=log2
(n_features),

TRE{EN autos,

bootstrap BOOLEAN TERIEEM, {# ] Bootstrap FEAR, it
fﬁ?ﬂ tIer

oob_score BOOLEAN i S AVEASR AL L2 AL K R UERA T, R
H1EN false,

extreme BOOLEAN ERAXRBENLR, BR&E1ES false,

use_random_seed BOOLEAN fEE AT IR, HREEN false,

random_seed B 3SR ) AR B S5 P R BEN L BBORD 1, 1B 48
TEAEATEERL,

cache_size float XRNEFIR/N (MB), BREEN
200,

enable_random_seed BOOLEAN JEH random_seed Z#(, {87 true 5
false, #REEN false,

enable_hpo BOOLEAN 8 true 5 false LUS FHEEEA HPO

I, ANSHIREN true, ARANRER A
Rbfopt LA B a8 & “ i £ FEH AR PRI AY
IXAREIH P ER LT target_objval
SECE X B PR RE,

target_objval float FEAR SN B FREEUE (R T AR ALY
RUEEIRER) (BN, RAREE) . AR
BARERA, AL BOLE AE N AE
(40, 0.01)

max_iterations B ZEBR Y R ORI, REEN
1000,
max_evaluations B BB BCRIE R R RS, HH R

TR ERTE, BRAE(EDY 300,

smotenode B¢

B EEEST RAERK (Synthetic Minority Over-sampling Technique, SMOTE) 13

@3’ IR T T A RR R A  R IR E, R M THTEEEEEN & i,
SPSS AR HY SMOTE 2 15 sifE Python H3CEH, H HFEE imbalanced-
learn® Python %,
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K 268: smotenode B

MV18.2.1.1 Ff4h, EmtHh

use_partition

smotenode Mgtk BwIemy JE PEHR

target_field field HARTEL,

MV18.2.1.1 F4h, HEmtA

target

sample_ratio string AT ERERMLRE, WAIE 5
“H3)”(sample_ratio_auto) fl“IZELL
#”(sample_ratio_manual),

sample_ratio_value float IR B DB IR 5 2 B IRE
ARz, ERMHKT 0 H/NTEET
1, #REEHN auto,

enable_random_seed BOOLEAN WERIRE N true, IBANEH
random_seed &M,

random_seed R 33T H R BT A AR 5 R A1

k_neighbours B OB B TS BUEA I il 28 R 2L
o, WREEN 5,

m_neighbours B BORE R THE RS D EREARL T ERIRES
R E B E, HATE SMOTE Hik
278 borderlinel Ml borderline2
N, FERMIET, BREER 10,

algorithm_kind string SMOTE BIEZERY @ regular,
borderlinel & borderline2,

MV18.2.1.1 F4h, HEawtH

algorithm

usepartition BOOLEAN ARILEN true, AAICRFNZRESEH T

RRAIF R, BRETEN true,

tsnenode Ei%

o # A BN ATIRE A, (t-SNE) 2 AT FT O LES e MR T F,  ECI B 3% % TR
3 JoRTEEME, I t-SNE 4 S 7E SPSS KSR e Python ME(TSCIIIF HAE3E scikit-
learn® Python %,

K 269: tsnenode B

tsnenode 1M /g@1k: B Ja VA

mode_type string & simple 8¢ expert /i,

n_components string NHRZERI4ERE (2D 8% 3D) ., #8E 2 B
3, MREERN 2,

method string 6% barnes_hut 5k exact, BREEN

barnes_hut,
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R 269: tsnenode [B14% (4¥42)

tsnenode 1@k BwIemy JE PEHR

init string mELAt, f8%€ random 8 pca, HE
{E>% random,

target_field string BbRFB.  1EH BN 2 et
B, MRAIEE BT, AL EGRE

MV18.2.1.1 FFhh, Emith AR .

target

perplexity float PRI K G H At A R S) B R F e Y Bl <8
TLEBEME X, @, BIEREK, FH
IRERREBOR, 157 FEIERE 5 #7150 Z[H
HIME, BREED 30,

early_exaggeration float e B An 22 (Rl H Y B SRSRZETE N B 22 (Rl Y
RERE M RME 2 B2 E, REE
H12.0,

learning_rate float TRE(E N 200,

n_iter B AL R IE RS, EAREN 250,
& EN 1000,

angle float M RS B I R ST R A RN
f6E 0-1 JURINME, BREMER 0.5,

enable_random_seed BOOLEAN WiE N true DUE A random_seed 2%,
& EN false,

random_seed B ZUE A RIRENIER T, BREEN None,

n_iter_without_progress B TERENRIERTE, TEERN
300,

min_grad_norm string ANRBR AR RS T L EE, ABA B R E
1k, fREEN 1.0E-7, AIRERV(ETELEE :
« 1.0E-1
« 1.0E-2
« 1.0E-3
«1.0E-4
« 1.0E-5
- 1.0E-6
« 1.0E-7
- 1.0E-8

isGridSearch BOOLEAN BE AN true UEHZ MR EHAT
t-SNE, HREMEN false,

output_Rename BOOLEAN ASRAHER ML E RIS, APAFEE true,
i E 1 E false M EEIMm &ML, BEE
 false,

output_to string }87 Screen 5k Output, HREMEN
Screen,

full filename string FEE FH 4.
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R 269: tsnenode [B14% (4¥42)

tsnenode Mgk Bmeny Ja Pk b
output_file_type string g, 487 HTML BX Output

object, WREMEIY HTML,

xghoostlinearnode B 1%

XGBoost Linear® & & A5 A I EEEAR R R ME S SR A BIE R S, $R A A
a LUERTA 5557268, N El I mER&NE 7 a5+, SPSS Hsds iy
XGBoost Linear i siffifl Python 31 75CEL,

3 270: xgboostlinearnode [E1%

xghoostlinearnode Mgtk By Ja@ PAtioh

TargetField field

MV18.2.1.1 F4h, Hmtah

target

InputFields field

MV18.2.1.1 R, BEamth

inputs

alpha double IE alpha &R RS, TBIEEIL
g, 0 BEKE, BREEN 0,

lambda double BOE lambda MR A RESHL, 1EEE
7, 0 s EKE, REEN 1.

lambdaBias double BUE lambda fRZZMRARBSE, 18
fEEEE, BREEN 0,

numBoostRound B BRI IR 8 AREME, B ENT
111000 ZEIME, REER 10,

MV18.2.1.1 F4h, EHamtah

num_boost_round

objectiveType string FEIMESERSER, 1]
BEMIE N reg:1linear,
reg:logistic. reg:gamma.
reg:tweedie. count:poisson,
rank:pairwise, binary:logistic B¢
multi, EFE, N FiREER, HBgEfd
fl binary:logistic 8¢ multi, 4N
BEHT multi, AATEDEERER
multi:softmax flmulti:softprob
XGBoost HARZERY,

random_seed EL94 BENLERI T AEMAT 0 F19999999 Z[H

Ry, REEN 0,

%5 19 = Python T i@ 391



3R 270: xgboostlinearnode B4 (444%)

xghoostlinearnode /M@ BwIemy JE PEHR
useHPO BOOLEAN 67 true 5 false LIS HAEZEH HPO

I, ANSRIEEN true, ARAREN
Rbfopt LAH & “m £ B2 SVM A
XAREIF P target_objval 8

TE SIS B e
xghoosttreenode E1¥
XGBoOst Tree® LIS HIBUM I (A AU BERE T LA BB, TP
pad RARE I8, AR NRIELREIE H2E, XGBoost Tree AR

MRIENE, IR TIRZ N TR RS T 8 24955, [tk SPSS Zigs /1
1 XGBoost Tree i s T /R T RVOIIREFIH IS E, I s/ Python 31758,

5 271: xgboosttreenode &%

xgbhoosttreenode 4@ By JaPEAd
TargetField field HARTEL,

MV18.2.1.1 JF4h, Eaeh
target

InputFields field LTPNE A=

MV18.2.1.1 FF4h, EMHN

inputs

treeMethod string TR /15, RIRERY(EDN auto,
exact B approx, RE{EN auto,

MV18.2.1.1 4k, EMEH

tree_method

numBoostRound R BRI A& AKREME, TEIRENT
1 11000 ZRIME, HrRE{EN 10,

MV18.2.1.1 Ffhh, EmHH

num_boost_round

maxDepth R PEERIVIR KRR, EEEE 1 8E
{EHo BREEN 6,

MV18.2.1.1 s, HEidH
max_depth

minChildWeight double KA R NI E,  1ETEE(E 0 B
EfE. REEN 1.

MV18.2.1.1 T4k, EmHN

min_child_weight

maxDeltaStep double ISRV RAZ(LEDE, 1HHEE[E 0 5L
HEE, BREEN 0,

MV18.2.1.1 JF4h, Eath

max_delta_step
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3R 271: xgboosttreenode B (4k4E)

xghoosttreenode 4 &1k BwIemy JE PEHR

objectiveType string FIMESHIBEMRIER, A
BEMIME N reg:linear.

MV18.2.1.1 ikt Eansh reg:logistic. reg:gamma.

objective_type reg:tweedie, count:poisson,

- rank:pairwise. binary:logistic B¢

multi, WEEE, NTHEBER, HAed
Fi binary:logistic 8 multi, 0
REAT multi, APAEDERRER
multi:softmax flmulti:softprob
XGBoost HIRJERY,

earlyStopping BOOLEAN T AERELIERE, REER
False,

MV18.2.1.1 JHA, Ha#HN

early_stopping

earlyStoppingRounds B WIS IR T ERDIE MERF L& AALRE
Y redhsagill, ®REER 10,

MV18.2.1.1 FR, Bt

early_stopping_rounds

evaluationDataRatio double TR UEF R AR LR, R
0.3

M V18.2.1.1 Fhs, HEndH

evaluation_data_ratio

random_seed B BEALERNF. AR T 0 K1 9999999 Z[H
T, BREEDN 0,

sampleSize double TR RGN TFREAR, BEENT
0.1M 1.0 ZMAMME, BREEN 0.1,

M V18.2.1.1 Fhs, HEndH

sample_size

eta double TG ERIEM eta, EIRENT 0 A
1 ZEME, BR&EEN 0.3,

gamma double TR RIS RIS, &R EEMEL
¥, O EEKE, BREEDN 6.

colsSampleRatio double TR RIS HIFIREA (GEMEIHD
%?’a‘%ﬁ? 0.01 f11 ZAME, BREE

MV18.2.0.1 FHHh, BN 71

col_sample_ratio

colsSamplelLevel double TR RIS HIFIREA (FRn5
) \i%?'éiﬁ? 0.01 f11 Z[RIFVE,

MV18.21.1 Tk, Eirdh REEN L,

col_sample_level

lambda double FTFHEdS AR lambda,  1ETEE LA
B, OECERE, BREMEN 1.

alpha double TR RIS I alpha,  THTEE(LTEL

T, OEEARE, BREEN 6.
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3R 271: xgboosttreenode B (4k4E)

MV18.2.1.1 F4h, EHmfaH
scale_pos_weight

xghoosttreenode M@k gy Ja VA
scalePosWeight double F T A FRAS AR SR A I FE 7 B AN R

RAEEN 1o

use_HPO

it vis.2.1.1 Hrig
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¥ 20 & Spark 1B

isotonicasnode B4

2AL

REEDLE FRYAEERY], SPSS @ias Y Isotonic-AS i sififi f Spark #17T
KM, A RRFFEVAFENIEMER, 1EZH https://spark.apache.org/docs/3.5.4/
mllib-isotonic-regression.html#isotonic-regression,

% 272: isotonicasnode B

isotonicasnode 4@t B JaPEAE

label string e A H IR T RPN RS &,

features string HE M RR &,

weightCol string WEFRRMEENE T, REEN 1

isotonic BOOLEAN ItE AR REILN isotonic B2
antitonic,

featureIndex B AR featuresCol BRES, ALILE
MERIRIREIZR G, BRETED 0,

kmeansasnode B

K

K-Means fef i FIIVRER L 2 —, BENEIESRERZ N IUE LRI, SPSS @
7% HHIY K-Means-AS i siffi i Spark #17SKHl, A % K-Means BIEWVIFAER, 1E

%[ https://spark.apache.org/docs/3.5.4/ml-clustering.html#clustering, EIERE,

K-Means-AS 17 s H 31X 79 2828 B P TR A

£ 273: kmeansasnode |14

kmeansasnode J& 1% 1H Je Pk
roleUse string F63E predefined FREHTE LA

tt, $67€ custom R HHERIFE D
fic, BRE1EN predefined,

autoModel BOOLEAN FEAE true RRIFHERE B FF ($S-
prediction) HTH#IAERIIPEDFER,
f67€ false FRHHEHIGIF, RE
{EH true,

features field T AR (ISR
roleUse EMIZEN custom) ,

name string WAE B PE D B AR (SR
autoModel EM:i%E N false) o

clustersNum R FOEMREH, REEN 5,

initMode string PIBLE TS, FIRERVIE k-means | |

8¢ random, HRE{EN k-means]| |,



https://spark.apache.org/docs/3.5.4/mllib-isotonic-regression.html#isotonic-regression
https://spark.apache.org/docs/3.5.4/mllib-isotonic-regression.html#isotonic-regression
https://spark.apache.org/docs/3.5.4/ml-clustering.html#clustering

& 273: kmeansasnode |14 (442)

kmeansasnode &% & JE b

initSteps B IR L BB (ANER initMode BN
k-means||) . BREERN 2,

advancedSettings BOOLEAN F8E true FRIE TAIPANEMER]
A E N false,

maxIteration B RBRIGERIEL, BREEDN 20,

tolerance string {FILAERREZE, FIRERVIREN
1.0E-1, 1.0E-2, ... 1.0E-6, &
{EN 1.0E-4,

setSeed BOOLEAN 8E true FREHERIFENIA T, B
H{E N false,

randomSeed R ETHIFEARN 7 (W15 setSeed BN
tIUe) o

multilayerperceptronnode &%

Z RS EE T AT N LA Mekny )28, HZ2NMzHM. 258

AS T RUER] Spark BATSKEL, A X2 R )2

% EEEFINHF T —R, SPSS 258s HiY MultiLayerPerceptron-

(MLPC) Ji¥4H(E R, 1EZ ) https://spark.apache.org/docs/latest/ml-classification-
regression.html#multilayer-perceptron-classifier,

R 274: multilayerperceptronnode @1

multilayerperceptronnode |Z#i53s% JE PEHER

@tk

features field FAVETIN S AR — D2 B

label field FAVETITIN EAREY B2

layers[0] R B ENRASRER, TREER 1.

layers[1l..<latest-1>] R FsEE, WREER L.

layers[<latest>] B B, BREMEN 1

seed B E HIREA AT

maxiter B BHUTHIRAOERREL,  TREED 10,
xgboostasnode E1¥

XGBoost M EIRABIEN SR L, BABELLERG R ES 55988, RAEHE

'ﬁ TIAINE R LR 285, XGBoost EHREMRIEM:, HIZM TBEZ2 N T AZH
FPoRBEGE T 8 2458, Ktk SPSS 245588 H Y XGBoost-AS i s TR0
HEMIH IS5,  1F Spark AP XGBoost-AS i mi,

3 275: xgboostasnode B

xghoostasnode 4°Jg@ 1k Bmemy Ja VA
target_field field H PRI B PRI FIER
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3 275: xgboostasnode B (4+4R)

xghoostasnode 1@

B

JE A8

input_fields

field

AN T BAFIISIER,

nWorkers

B

AT 25 XGBoost BAURY TAERE YK
B, BREEN L

numThreadPerTask

B

BT ERVSRER, SREEN
1,

useExternalMemozry

BOOLEAN

AN NI E NG, BRAEEN

false,

boosterType

string

FUEREEAAIZERL, AT HIETTN
gbtree, ghlinear o dart, HREMEN
ghtree,

numBoostRound

e

TS ATEL, TETEEE 0 SR
{EH, BRE{EN 10,

scalePosWeight

double

TR IEAE A E R P, REE
M 1o

randomseed

B

OB R A AR AR, RE
{EN 0,

objectiveType

string

¥ >]BtR. FIRERYEN reg:linear.
reg:logistic. reg:gamma.
reg:tweedie. rank:pairwise.
binary:logistic B multi,

EEE, AN TiREER, HeefH
binary:logistic 8 multi, #N
RAEHT multi, AAITERERTER
multi:softmax flmulti:softprob
XGBoost HAnJEAY, HR&AEDN
reg:linear,

evalMetric

string

T RIEBIRIHEE R, RIE

Bin, RoBCiREEE, FIRERVIE

y rmse, mae. logloss. error.,
merror. mlogloss. auc. ndcg. map
o gamma-deviance, fBRE{EN rmse,

lambda

double

A RAER L2 SIEARIE, SERIE
FHERRIE RS, BT Ty, 08
BERE, REEN 1

alpha

double

A RER L1 IEARE,  SERIER
BRI LRST, BT EMET, 08EX
{Ho, BRETEN 0,

lambdaBias

double

JBH RIEARETN L2 BINHEAIE, 40
SREH gblinear RANIZERY, ARALL
lambda {RZLMFEANSEATH, EiEE
B, 0 8E KE, BRETEN 0,
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3 275: xgboostasnode B (4+4R)

xghoostasnode /)& 1k gy Ja VA
treeMethod string WA gbtree 5 dart 27126

Bl IR TR 7RSS (DU
BlfE R MM SE) ATH, EfeE A
Y XGBoost Tree &5 H L, AIHIEI

9 auto, exact 5 approx. HREEN

auto,

maxDepth B WRRRERE, TH4EE(E 2 BOE SH, i~
HEHN 6,

minChildWeight double TIRAFTEAYLBINE (hessian) AT/
Mo EFEEME 0 BEEE, BREEN 1.

maxDeltaStep double SRR T AR A R 105 B A B KM R
[, HfEEE 0 sEEE, BRAEEN 0,

sampleSize double TREARLRINGIBINEEE, BEENT
0.1M1.0 ZAMME, HREEN1.0,

eta double X2 BT SR AR A TR 1R LA P K
W, ERENT O f 1 ZEE, RE
BN 0.3,

gamma double BN B HEAN T RO THE— 2 5 X s

Wi/ MR N, IBTEEEMEY, 0 8L
BERE, BREEN 6,

colsSampleRatio double FE AR I P FREAR LR, TEfEE
T 0.01F11 ZRIME, BREER 1.

colsSampleLevel double BAFRNF N HIRIFI FREAR R,
ERENT 0.0 M1 1 ZEIME, BREE
M 1o

normalizeType string AR dart #2128, A4 dart &
BHILLT =4 dart Z80TH. WS HILE
FrEfLBTE, TE1E/E tree 8¢ forest,
TREEN tree,

sampleType string REEREIA, EHEE uniform 5
weighted, ®REE uniform,

rateDrop double dart RANISBNEFR, HREENT
0.0f11.0 ZFAMWE, BREENO.0,

skipDrop double FoRBt ZFHIERAY dart f2AHIZE
HEIRENT 0.0/11.0 ZAIME, rEE
0.0,
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o 21 58 s

TRAGEA TEY RREE M, RN R MR TR T A

= 276: g T BN
JETE R JETEI e B R JE Ak
execute_method Script
Normal
script string
BhRsH

AT FH 8 A AR UL E A Fh Q1) B B R Y RSB
mySuperNode.setParameterValue("minvalue", 30)
AT A LU WA SRS RUE

value mySuperNode.getParameterValue("minvalue")

ERIRETR
RERTUER findByType() BREUETR A B PG T 5L

source_supernode = modeler.script.stream().findByType("source_super", None)
process_supernode = modeler.script.stream().findByType("process_super", None)
terminal_supernode = modeler.script.stream().findByType("terminal_super",
None)

EEHETRNENM

HJLXL@J?@%/\E%M:E@%EBE& BEEEIZET PR ET A E M, BN, BRRE —NEET
Hrp B I B s DU EEEE, AT LUES U A 1 E A AR T ﬁﬂ%{jéﬁﬁuﬁxﬁﬁ;u&lﬁﬁﬁ%ﬂ ({%
A full_filename EMEIEE) , W FAIR :

childDiagram = source_supernode.getChildDiagram()
varfilenode = childDiagram.findByType("variablefile", None)
varfilenode.setPropertyValue("full_filename", "c:/mydata.txt")

EET R

ARAEE NI A QIR T R NN, AR AT DO BT L T A7 B BT 7R 9 mOR DA UG X
miﬁiﬁh?ﬁféﬁ? RO ORI T i AR YT s B R RS A - %D/jiﬁmtlj ERaR T . BIAN, AERAESE O
FEEET

process_supernode = modeler.script.stream().createAt("process_super", "My
SuperNode", 200, 200)

childDiagram = process_supernode.getChildDiagram()

filternode = childDiagram.createAt("filter", "My Filter", 100, 100)
childDiagram.linkFromInputConnector(filternode)
childDiagram.linkToOutputConnector(filternode)
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b A mRAEITH

HEB T2t IBM SPSS Modeler H-1i s BB A gl 44 #5751 .

IRBIRAFE

BRI (M RIREAD) AT DU TS ], AR N O R — A, T RIS RIS
FiFFo

THER, XERFE T ARENERMR (62T IBM SPSS Modeler B IRV BA) HRgEAIE, Z5IHE
ZUSMMBNRAEATIE IR S, IRAEM S —E D apply. . . NHEIERAIHF,

I AEEERT, SRS | IR, DO [RIRE.,

xR 277 {REREI (RIEEAR)

BRI iy
anomalydetection FH

Apriori Apriori
autoclassifier Bzl
autocluster Bz
autonumeric H s+
bayesnet DURHT R 2%
c50 C5.0

carma Carma

cart C&R
chaid CHAID
coxreg Cox B4
decisionlist IRERFFR
discriminant L5

X+ PCA/K+
featureselection FHIEIERE
genlin J" XA
glmm GLMM
kmeans K-Means
knn k-fiE AR TR
kohonen Kohonen
S 5k

logreg Logistic [a])1
neuralnetwork THEE A%
quest QUEST




xR 277: WEREI (BIEREAR) )

BRI By

EIPEN e

Fe Fe 4

slrm SEALvE LT
statisticsmodel IBM SPSS Statistics 5%
SVM XFfAEL
timeseries iNEI)E7]

twostep TwoStep

& 278: BRI (BUBERREAR)

B By

db2imcluster IBM ISW Rk
db2imlog IBM ISW Logistic [E])4
db2imnb IBM ISW Ahsi UL
db2imreg IBM ISW [E]4
db2imtree IBM ISW JLER#E
msassoc MS SRR
msbayes MS A2 DLH-Hr
mscluster MS R

mslogistic MS Logistic [
msneuralnetwork MS L [ 2%
msregression MS e[|,
mssequencecluster MS JFHIIERkE
mstimeseries MS I [ 51
mstree MS R
netezzabayes Netezza DIM-H[pH£%
netezzadectree Netezza {REFHH
netezzadivcluster Netezza 77 # UKk
netezzaglm Netezza |~ XMt
netezzakmeans Netezza K-Means
netezzaknn Netezza KNN
netezzalineregression Netezza £ [m])A
netezzanaivebayes Netezza Ah32 VU5
netezzapca Netezza PCA
netezzaregtree Netezza [A]JA
netezzatimeseries Netezza W [H]JF4]
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® 278: REURR AT (BIEEEZEEAR) (%)

CULE U

oraabn Oracle Adaptive Bayes
oraai Oracle AL
oradecisiontree Oracle (R

oraglm Oracle GLM
orakmeans Oracle k-Means

oranb Oracle #h3& DLt
oranmf Oracle NMF

oraocluster

Oracle O-Cluster

orasvm

Oracle SVM

H RS § RIREI AT

{5 PR AIA N 2B AR R A TIR PR, S5

JUVFER B VB PR AT RE R S BUE 5

DU A, B A Gt 1 A R RO A RSP (e P T — A 44

PR E AR PR B I
1. MRS

TH > H ik
2. HHEANET

3. IR R VR DR A sl AR Y R B a4

TFERBHERLS | N, BIARITIT N1 SPSS Modeler 5- IBM SPSS Collaboration and Deployment
Services ZRIA[REA T, SPSS Modeler 2 P42 4 T BB Hae i Al I T, ik WORt B 3 & R4 HY
R (FAN, BIAES E AT, DUERRERAE A FEES) . {H:2, £ IBM SPSS Collaboration
and Deployment Services H5E1TIE— AN, HIETURATH, @ REEIOEH A B S 44 L
EESON R T RIARRY S |, sEE A R ATE R M ATy (Fl40, ¥R/ clear generated

palette &) , AILUEEGRRIE N,

bt SERI T

N T SRR

TRINH T TR B N SRR E TR R

& 279: MW RFER DR QB E LR T R

analysisoutput Sakin
collectionoutput ®5E
dataauditoutput BAEH %
distributionoutput paxiil
evaluationoutput TEAd
histogramoutput EE
matrixoutput *ERE
meansoutput FEE
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R 279 BIH M RAEB DM ORI K BIRTI  (4hEE)
multiplotoutput EZ S
plotoutput gt A
qualityoutput 55
reportdocumentoutput AR E T A 5 B LR AR H
reportoutput s
statisticsprocedureoutput SR Ml
statisticsoutput FIHMEE
tableoutput =
timeplotoutput I 1] O
weboutput Web
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iff % B MIHMIAZwdilEF2 2] Python JIAS 2l

|B A EZ B

AT IBM SPSS Modeler 1 Python [l g il 5- |H A g il 2 [R] 922 S 22, FFHAR VA R ANALRFIH A
A2 Python BIARIER. FEATIH, SERFKEIRNE SPSS Modeler [Har FHIERLHY Python Y313,

—RER

[HIEIA R I ERARE LES THRERSMAHA, RECE—LHgly (i
if...then...else...endif Al for...endfor) , 1EIHMIARGIERIT, HHgHEFIRER L,

£ Python filiAg i+, AR, I B8 TR BRI T OHHE R — ol T4,

T: 2 HIRIREG Python fURDIN, G552/ IVDMRIE, TESWIRAR, [ tab ZEUERYTT A] RE S0 F 22 M8 4 ERU 1T
AR, (HE, Python IIARERFER, SURRANARRSZEATM G AR RHIT,

A 4HlETFX

BAIAR )b SOE T RHE P A TIARIRASE, B0, A THUTIIARRREGE T S, BIAn, fEIRRIA S
o, ETSORRREHY, SRR RE TREA TR R A T R | R S S E U TIZ AR R .

£ Python HIARZw SR, MIASwH] LT SO@ modeler. script #ELIE T 42 4L, Hl40, Python Jifiil
AH] DUFE L/{—Fﬁﬁfﬁlﬁ R TIZIA YR

s = modeler.script.stream()

SRJE, AT DGR R [E]E SR E F G K B EBRL

RS
ST v, SR A (T3 DUR B MO T T RS, A

connect 'Type':typenode to :filternode
rename :derivenode as "Compute Total"

Python fii FH i 5 5 8 BB B (BB, 260 5R) P FH AR, il

stream = modeler.script.stream()

typenode = stream.findByType("type", "Type)
filternode = stream.findByType("filtexr", None)
stream.link(typenode, filternode)
derive.setlLabel ("Compute Total")

XFHFR
IBM SPSS Modeler Fi—2%&5 I SCFATIERE @B TE Python JIA GRS B S8 5. XAl LUA AT
H SPSS Modeler [HIIARFA ] Python i, LUETE IBM SPSS Modeler 17 HH{#i A,

& 280: XFH RN BHIALRSEIE] Python BIZA 2w 89BR ST

[HRAIAS il Python JIA %l
BEL BN 4 GELE]

A, kN 0.003 ElE|




*& 280: XFHIRMIBIAYRSIR) Python BIALRHIRIBRST (4k5:)

(RIS 2l

Python JiiA 4wl

BAME IS E, fIA0 ‘Hello’

GEG

T: @& JE ASCIL FAHRY FAF ER T IHEA L u 1E N
HIS, LUBTRENITZRRA Unicode,

a5 FrEE, Flal “Hello again”

GEC

TH: W& IE ASCIT FAFI AT B FH{EA L u 7B
AR, DR EM13%7~M Unicode,

KF5es, Bl

“""This is a string
that spans multiple
1ine5"""

GEIG

HIZ, Fla0 1 2 3]

(1, 2, 3]

ARSI, fldlset x = 3

X = 3

1THREET (\), Bl

set x = [1 2\
3 4]

x=1[1, 2,\
3, 4]

PR, Al

/* This is a long comment
over a line. %/

""" This is a long comment
over a line. """

7R, Bkl set x = 3 # make x 3

X = 3 4 make x 3

undef None
true True
false False

IBM SPSS Modeler Fi—L% FHRB BT S 1E Python A HI b B S, XA LESBIENIE
SPSS Modeler [HIIA #4174 Python JiIAs, DUETE IBM SPSS Modeler 17 H{#H,

& 281: EEIFBYIBHIALRSIR] Python FIA LR BIBREY

LIST1 + LIST2

[HRHIAS G il Python JIA %
NUM1 + NUM2 NUML + NUM2
LIST + ITEM LIST.append (ITEM)

LIST1.extend (LIST2)

NUML - NUM2 NUML - NUM2
LIST - ITEM LIST.remove (ITEM)
NUM1 * NUM2 NUM1 * NUM2
NUM1 / NUM2 NUM1 / NUM2
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& 281: ssERBIIHBIALRHIZ] Python B AYRHIBIBRET (Ur4L)
[HIAIA Gl Python JIIA %l
/= I=
/==
X %% Y X %% Y
X <Y X <Y
X <=Y X <=Y
X>Y X>Y
X >=Y X >=Y
X div Y X//Y
X rem Y X %
X mod Y X %Y
and and
or or
not (EXPR) not EXPR

FFEaMiEs

IBM SPSS Modeler 1 —£E4 FIRIZR AR A an 5 7E Python AR B A F a5,

XA

H SPSS Modeler [HIIARFA N Python [iiA, LUETE IBM SPSS Modeler 17 HH{#i A,

* 282: ZHEAMEIFRIIBRIAIREIR) Python BIZA 4RI YRRSY

[FURAIZAS Zhi il

Python JI4 2l

for VAR from INT1 to INT2

enafor

for VAR in range(INT1, INT2):

B

VAR = INT1
while VAR <= INT2:

VAR += 1

for VAR in LIST

enafor

for VAR in LIST:

for VAR in_fields_to NODE

enafor

for VAR in NODE.getInputDataModel():

for VAR in_fields_at NODE

enafor

for VAR in NODE.getOutputDataModel():
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& 282: ZHEAMBEIFRBRIALRSIR) Python BIZARGRHIRVBRSY (4k52)

[HRHIAS G il Python JIIA %l
if..then if ..
elseif.then elif .:
elge elge:
endEf
with TYPE OBJECT AERF R
enawith

var VAR1 TREA R

3

TEIRIAGRHI, 512 RZ AT AT 7, Bl

var mynode
set mynode = create typenode at 96 96

£ Python HIARgwHI, B AE E XG5 KA TAIZ, fi40

mynode = stream.createAt("type", "Type", 96, 96)
TEIHIA SR T, HAER A BT EABREZN &S, B0

var mynode
set mynode = create typenode at 96 96
set "mynode.direction."Age" = Input

HRNBHAGREIES —FE, 1E Python BIARGRHIH, SR TIRIE, B0 :

mynode = stream.createAt("type", "Type", 96, 96)
mynode.setKeyedPropertyValue("direction", "Age", "Input")

TR, b REER

TEIAMIAR I, SRR (i, WA @w o geEibam 7288, fl, “RETTREHR

derivenode 3§ *’*” :

set feature_name_node = create derivenode at 96 96

Python H1fJ IBM SPSS Modeler API KX & node J54%, Rt “URAE" T MBS derive 288, #il40 :
feature_name_node = stream.createAt("derive", "Feature", 96, 96)

[FBAIA il 5 Python JEIA il 1 22U 4 R rh i — 22 S (£ T8 SR A28

Bt

1 [HIEAGm I A] Python BIARZGw SR, JEERAHR, B0, (EXRAEIAG GG, TR HT R AT
EX S ENEM N full_filename,
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TR51H

V2 [HRIAE F BRI SR E TN M ZE YTl BIAN, T Al THE YRl R A R bR
USSR, ARG ARl By s e (B ) IREDVEA, FRaai T BORE N ER (Wt
FEFRMAIE)

set 'Type':typenode.direction."Age" = Input
set 'Type':typenode.direction."Drug" = Target

{£ Python [iIAZwHIA, AV AERT RONR, RGmEREAMNTIREREENSRL, B4 :

typenode = stream.findByType("type", "Type")
typenode.setKeyedPropertyValue("direction", "Age", "Input")
typenode.setKeyedPropertyValue("direction", "Drug", "Target")

H: AR, "Target" SMELETEFITRTSH,
HAY, Python AR {# F modelexr.api WM ELHHY ModelingRole 2,

HIR Python HIA Gl A RTRERE N EET, (HEREWSLINEERLBITINMERE, SR EDVEHE (T — IR
e FEIHBIARGHIREIH, & DR .

BA, BTIFHEARRERT s (T DUE T SO TERERY TR IR &EE T SRIR) o B0, 1EIHIAYw S
o

# id65EMPB9VL87 is the ID of a Type node
set @id65EMPB9VL87.direction."Age" = Input

DUF A 2R Python BIA gl o R — =B

typenode = stream.findByID("id65EMPBOVL87")
typenode.setKeyedPropertyValue("direction", "Age", "Input")

R EREYE

[HIAAZREIEH set anRigEE, set i HEIRAVRIC AT LUZEME . DUF A R 7 AR ATRERY A
TIRE R PRI A 3

set <node reference>.<property> = <value>
set <node reference>.<keyed-property>.<key> = <value>

1 Python HIAZwHIA, @ # %L setPropertyValue () Ml setKeyedPropertyValue(), RJLLSE
PRI —£55, Bl

object.setPropertyValue(property, value)
object.setKeyedPropertyValue(keyed-property, key, value)

TEIHIAR GG, FTUEH get dimsRSSELVT @ MAE, B4

var n v
set n = get node :filternode
set v = ~n.name

£ Python fHlAZm|rh, @ B3 getPropertyValue (), AILASKIRFEI—455, 40 :

n
\

stream.findByType("filter", None)
n.getPropertyValue ("name")
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fmAE

TEIH ARSI, create anm AT RIEH A, BN :

var agg select
set agg = create aggregatenode at 96 96
set select = create selectnode at 164 96

£ Python EIAZ I+, FiEAZROIET SITIE, FlA0:

stream = modeler.script.stream()
agg = stream.createAt("aggregate", "Aggregate", 96, 96)
select = stream.createAt("select", "Select", 164, 96)

TEIRIIAZRHI, connect v Al T RIET sUZ MIHVBERE, AN
connect "agg to Aselect

£ Python BIAZw I, link IEMA T AT M2 RIAVHEE, FI40
stream.link(agg, select)

TEIHIASwHI, disconnect e TRRE RUZIAINIEER, B4
disconnect “agg from Aselect

£ Python JIAZ I, unlink JFIEHTRREAT RUZRIVEERS, B4
stream.unlink(agg, select)

TEIHIAGwHI, position v TR RUBAETRIEAG_EsHARY SUZ R, B4l

position "agg at 256 256
position "agg between ~myselect and “mydistinct

£ Python IARYmHIF, @ HMAMAREP L (setXYPosition 1 setPositionBetween) , ALY
SHRF—45 R, Flan -

agg.setXYPosition (256, 256)
agg.setPositionBetween(myselect, mydistinct)

TIRRME

IBM SPSS Modeler H—%5 HIT s E@ S 1E Python BIARZRHIF BE S 4, SXTUEBIIERIE
SPSS Modeler [HHIAR# 2 8 Python IA, LU#ETE IBM SPSS Modeler 17 H i,

& 283: TIRIRFRIIBHIALZR SR Python Bl 4w HIBREY

[HIIAS il Python 1A Gl

reate n t X
create OdeSpec a y stream.create(type, name)

stream.createAt(type, name, x, y)
stream.createBetween(type, name, preNode,
postNode)
stream.createModelApplier(model, name)

connect fromNode to toNode stream.link(fromNode, toNode)
delete node stream.delete(node)

disable node stream.setEnabled(node, False)
enable node stream.setEnabled(node, True)
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£ 283: TR IRIALREIR) Python B HIROBRET (4k4E)
[HRHIAS G il Python JIIA %l

disconnect fromNode from toNode

stream.unlink(fromNode, toNode)
stream.disconnect(node)

duplicate node node.duplicate()

execute node
stream.runSelected(nodes, results)

stream.runAll(results)

flush node node.flushCache()

position node at x y node.setXYPosition(x, y)

position node between nodel and node2 |node.setPositionBetween(nodel, node2)

rename node as name node.setlLabel (name)

1BIF
TEIARAIA G, RS T A AR DT -
o WA, fEMLAEIRA T, TR EAEM NGO 2 R TR E),
« FEHEIR, WABMAHMER S TED, LUER L ATESERIIE L &,
DUT RAIAS 2 [H A Gl R B TSR R B

for i from 1 to 10
println Ai
endfor

DUT RAIAS 2 [H IR A Gl B9 e IR AR B

var items
set items = [a b ¢ d]

for i in items

println Ai
endfor

5%, B RTLAE AR ST AR @

o RPRRTIGE AR R R Bl HE % P AR R AT R PR TR AR

o XHEABE T R T B TIE,

Python IR Zilif SCRFEHASERINIEER,  LUT A Python BAIA sl - 0y TR R B

i=1

while i <= 10:
print i
i+=1

DU A2 Python RHIAS G il FH 9 FE 5 G AR 1 -

items = [Ilall' Ilbll' “C“, Ildll]
for i in items:
print i
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FRAWEIRIER ZiE, F£HAES IBM SPSS Modeler API GiE4EE )G, MBI L2 MHIA GRS A, DUT
ARG AR B Python BHIASGw &l Hh Y e FIFEEAHE BT m Y F B THEAK

node = modeler.script.stream().findByType("filter", None)
for column in node.getOutputDataModel () .columnIterator():
print column.getColumnName ()

AT

PTG, AR stk X SRS EI A — M REE g . EIRIARGRSI, ARSI E X
REPRA P EREIMES G, BB AR 7 R TR EsoR A A

£ Python /1, PUATTRAVEREA TR @ PATA BRI R sl HeR DAGSE B P T BRI 1| RIE 7GR [,
XS AT DU ANERAR S R T45 2R

[HREI AR il SRS T2 =M Tan o

- execute_all, HTHATIRAAYATAE ATHLATE0 19 o

- execute_script, ATFHITIRIIA (GHIAHITIVIZETLX) o

- execute node, FTFHATIREENIT o

Python BEIARGw il S #—ZH IS BT B

« stream.runAll(results-list), HATHATHRAAIFTAE ATHLA T T R

« stream.runScript(results-list), ATHITHREA (SHARITIRELX) .

« stream.runSelected(node-array, results-list), AT SIIREIRFEHAITIEEN—HTT
==

YWO

« node.run(results-list), HATHITIEERT R,
FEIHIARA, BT DUE R A EEERAL R exit an iR IBTRT, 4l

exit 1

{£ Python iIAZwHIF, 6 FH DUT JAIA AT SEE A — 4521

modeler.script.exit(1)

B X RRHTFEEE R MR

TEIRIA R, AT open R TT LA TR, BB &R, HilA :

var s
set s = open stream "c:/my streams/modeling.str"

& Python BIAZw I+, FIE— DA MNXTEHAITIIRE TaskRunner 2§, Ff B AT THUTISLIIE
%5, P :

taskrunner = modeler.script.session().getTaskRunnex ()
s = taskrunner.openStreamFromFile("c:/my streams/modeling.str", True)

TEIAMAGwHIR, RS, ERLUEM save avay, Bil40

save stream s as "c:/my streams/new_modeling.str"
FH Python AT IEFHEH TaskRunner 2§, 540 :

taskrunner.saveStreamToFile(s, "c:/my streams/new_modeling.stx")
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£ IBM SPSS Collaboration and Deployment Services Repository FY/ELE [HIHI AR HI i retrieve
1 store fn3Z3H, HilAN .

var s
set s = retrieve stream "/my repository folder/my_stream.str"
store stream s as "/my repository folder/my_stream_copy.str"

£ Python flIAG I+, RTLUESE 5 218 K BRATF 6 B0 SRR T RIS O RE, BN :

session = modeler.script.session()

repo = session.getRepository()

s = repo.retrieveStream("/my repository folder/my_stream.str", None, None, True)
repo.storeStream(s, "/my repository folder/my_stream_copy.str", None)

TE: FEE 2T TR R AE A RO O RIE T T L E

TiR(E

IBM SPSS Modeler Fi—L&% FHRYIRIREMSTE Python A S B S, XA LB IENIE
SPSS Modeler [HIfIA#:44 Python JiIAs, DUETE IBM SPSS Modeler 17 H{#H,

& 284 RIREBIRBIALRHIE] Python BZA 4R I BIBRET

[HIAIA Gl Python JI{IA %l

create stream DEFAULT_FILENAME taskrunner.createStream(name,
autoConnect, autoManage)

close stream stream.close()

clear stream stream.clear()

get stream stream TEEER

load stream path TCE R TR

open stream path taskrunner.openStreamFromFile(path,
autoManage)

save stream as path taskrunner.saveStreamToFile(stream,
path)

retreive stream path repository.retreiveStream(path,
version, label, autoManage)

store stream as path repository.storeStream(stream, path,
label)

1REEYRME
IBM SPSS Modeler H—%58 H AR E @ S 1E Python BIARZRHIF BEE S @m4, XTSI IERIE
SPSS Modeler [HHIARF#8 Python iIA, LU#ETE IBM SPSS Modeler 17 H i,

& 285: 1RAHREN BRI AYRHIE] Python BIAYm I Y BRET

[HRHIAS 2] Python 1Al

open model path taskrunner.openModelFromFile(path,
autoManage)

save model as path taskrunner.saveModelToFile(model, path)

retrieve model path repository.retrieveModel (path, version,
label, autoManage)
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& 285: {RBURIERYIHMIALZR IR Python BIAYRHIBVBREY (4452

(RIS 2l

Python JiIZ 2l

store model as path

repository.storeModel (model, path,
Label)

pg-that g

IBM SPSS Modeler Hi— 5 BSOS 5 IR E T S 1E Python JIARZw S B/ 5, 3XA] DIFS B
A SPSS Modeler [HfIAE:#h Python IAR, LUETE IBM SPSS Modeler 17 HiH,

& 286: N HEREIHIRERV IR AL SR Python BZA Yk il RIBR ST

[FIREIAS Gl

Python JiI 2l

open output path

taskrunner.openDocumentFromFile (path,
autoManage)

save output as path

taskrunner.saveDocumentToFile (output,
path)

retrieve output path

repository.retrieveDocument (path,
version, label, autoManage)

store output as path

repository.storeDocument (output, path,
Label)

|BR AR %) 5 Python Bl A 4wH 2 BRYEHZES

[HIAATZ LR 40T IBM SPSS Modeler TREHYSZHF,  Python JAIA G il 4 AT 2 S S HF,
(HIAA w4 7 HApRE ARSI R GRAEARIAES) BISKFf, IBM SPSS Modeler 8.0 JEHIMASAHERE

RSN R,  Python BIAGRHIASTHPRS N SR,

Python fliARZwIFE4E 1T FHIMTANIORE, (HRIA w ] AR TR X LETIRE

o FEIRALTE
- B IRV SR
o HMERRRELAISS =5 fitk
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B ERNEEER B ARG G R, AR ADUEARTE S I IBM ZRHL, 2R, ] REFRZHA
77 A SRR A E T S BIA S BERE T A,

IBM A] BELE HoAl [FE SR B XA A I IR i, IRSSEIIRER I, A SR S BT A XA 7 i AR
SHMER., TBMELHAY IBM AAERZE W, T IBM =i, BFEURSSHYS R HIE S eI R e R L RE(E
A IBM 8977, BEFEUIRSS . HEAMRIC IBM BIATR AL, AEMIFESEIIRERY ™M, BRPEiiRss, AR
B IBM i, BFPERSS. (2, PHEFISIEETIE IBM 7= 5, BFeikSSAIRME, BH A BT

IBM ‘N F] A]REC A BUEAE B S A INER RIS TEA,  REASHEFF N ERE R TR A X EL
MBGEMIVFAT,  Ea] DURF I 5 2R rl &R

IBM Director of Licensing

IBM Corporation

North Castle Drive, MD-NC119
Armonk, NY 10504-1785
EH

A RAFT (DBCS) [ERMFRIEW, 15 EFTERFSHX T IBM HIRFZAGERMBR, A B A 20N E
WA

Intellectual Property Licensing

Legal and Intellectual Property Law

IBM Japan Ltd.

19-21, Nihonbashi-Hakozakicho, Chuo-ku
Tokyo 103-8510, Japan

International Business Machines Corporation“sZIR " S A IR, A EMRZRE CCie2HRNE
ISR fRIE, tFHEARR TR EIA LR, EHEALE R T AR E FRIIRIE,  FRLEEHE XI5
LE R AL R BRI R B S Y LR UE, R AR SRR AT REAN S T4

AME R AT RE T B ORI ASHERAR th )T BRI R, HACRYE BRI X B CRe g AR BERHYY
HA R, 1BM AT DAREIN X A ey rpfilodb i 7 S A T SO AN BE L, T 5B ATE@ A,

A EAXSIE IBM Web 55 sl (YR 5| FIER RN 175 RS W 4R 4Ly, A LUEMTZUFE SR IS Web 3 5
FILRIE, JIBLE Web B R RYBTRIANE IBM P2 @ BTRHY— 57, BEFHTIREE Web B st SR XU FF FH A B AT
HiH,

IBM ] LUREIA N 5E 21 FEAT 75 2 A 800 & SR SR AR B ST B A0 SR AR 5T

AREFF BT ] AR E T A RIS R LUREIATT HIY & () SRVr e AR R AR (G4
ARIEFP) ZIRETE R, DU (i) UV CE B E R TH AR, 55 THMIGE

IBM Director of Licensing

IBM Corporation

North Castle Drive, MD-NC119
Armonk, NY 10504-1785
EH

HEESFIE LSRRI, SFEREEEE TR — S ERRE, AR5 R E R,

AGE R Y VE TR R M HC T A ATV R BEREE B IBM 548 IBM B AR, IBM EIRRERPFEF Al il el
SR EICIE v NS 675

TS | B PERE BRI 2 PR B E BT, SEPRAIPERESS SR A RE R IR E IR B LS E SR T 5o

P K IF 1BM 77 b B3 R AT ASZEEr AN RS, H RS B BCHA AT T IRIGHY BERI R, IBM A Xt
XL AT, BEEMA M RERTRERATE, SRA M T HAR X T-JF IBM SV, A X JF IBM
77 A PERE Y A1 24 (1530 227 SO AN R 32

KT IBM AR ISR A A AT AT BER S el lml, MRS AT@EA], e HGERR T BRI S,



AR EEH WSS R RIS AR, 8 TR ATRESE R IR, RBIFHATRER
DN Al AR TR XSS TR RN, 5 KRR ASOLSS EAEE, SET A,

[

IBM. IBM fFRHI ibm.com & International Business Machines Corp., 1£ & ERVF 2% GliEE 4% X AT E ARG AR,
HAt = RAIARSS B AR T RE R IBM s H M FRGAR. IBM BbRI a2 ] M Web _E9“Copyright and
trademark information”4b3K1%, ML @ www.ibm.com/legal/copytrade.shtml,

Adobe, Adobe f#R. PostScript il PostScript 5 & Adobe Systems Incorporated 7£ 3 [E #1/ s H M [FE 5
B X A B R P AR

Intel, Intel AR, IntelInside. IntelInside kR, Intel Centrino. Intel Centrino f#fR. Celeron. Intel
Xeon, Intel SpeedStep. Itanium A Pentium /& Intel Corporation B -2\ &) 1F 35 FEAIH A E SR el H X
FEAbRE A RS AR

Linux 4 Linus Torvalds 7£32 [E A1/ 8 H 1 [F 52 sl H X ARG bR,

Microsoft, Windows, Windows NT 1 Windows ###7/& Microsoft Corporation 13 [E 1/ H il [E S sl i [X.
IS

UNIX /& The Open Group TE3& EH1H At [E Rt X A3 rsbR.
Java fIFTE T Java IIRGARFIPR 2 Oracle Al/8HE T/ B BIFR B PR

= e SR SRFR ISR 15

A EST LU S ISR S A% 3 XS IR P AT A

BRI
AL RIS 3% IBM Web B s (8 IO (E I Sy R e
TAfEA

RERTLON 7 A N T IER L (R & XL AR, (HRTIR R REFTE T AP, KRE: IBM BYRIRETF
A, AR, o BRI A TR o AR, A EHI RIS R i,

mktfER

IEAIHE ST ARINER Rl 0 AN X S RRY), (ERHEZREATE T AR, R4 IBM A
VFRT, SEAMSHIEZLE MRS R, BASESR ARSI R, A sl s AR B 0 i ik
F

PRIEAVFRI BRI T, SNSRI AR s R e S IEME R B, A AR A
MEAIFRIRL, PFRNESBOR], LIeHTRITE R S,

HZE IBM I3 e b i i 2 A A2 53 IBM HIE R IE#E ST R RER, IBM ARSI

AEFZ T HIVFRTA
MG TE, OB IXEER, BRI TATEEMIIERAEN (SRGATA RISEE H DA RAE
M) o

IBM AL HRPII N AL ORIE, A H R DU SEEUR ARG SR AE, AT EAERN CEIRZIIR
9, SEREEERY) fRE, SSENRTRSIE GEHME, IFRIUSGER THRE SR ARIE,
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