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Monitoring - Agenda
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Hypervisor

Hypervisor Guest

Hypervisor Guest

Hypervisor Guest



Logging
Log - usually events - to a log file with a certain level of detail. 
Some logs are meant to be read by humans, others require post-
processing before the result is readable. There are also hybrids.

Profiler
Identify where performance is lost. Results in a profile which is a 
statistical summary of observed events. “Which function took the 
most time to execute?”

Profiling
Collect samples at specific period/frequency. Samples contain 
information about CPU State, Instruction Address, etc. 

Methods (Introduction, Details):
- Overflow Interrupt-based Sampling 
- Processor Event-based Sampling
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Terminology

Tracer
Write history of execution, with only the recorded values of 
variables and context fields you choose. “Execution Flow and 
Data Progression”.

Trace viewers/analysers – Produce reduced/filtered statistics 
and graphs that are useful to resolve a given problem

Debugger – Find and Fix Bugs in Applications by stepping through a 
running application. Pause and Investigate. 

Monitoring
Observe the state - usually a set of metrics - of a system at a 
particular point in time (optionally over a period of time).

This Metrics can be post processed in various ways. You might 
want to “deflate”, “keep certain amount/time of history”, “Set a 
reasonable Interval”, “Store the Logs on a separate Server”, …

Monitoring viewer/analyser – Produce reduced/filtered 
statistics and graphs that are useful to resolve a given problem.

https://easyperf.net/blog/2018/06/01/PMU-counters-and-profiling-basics
https://easyperf.net/blog/2018/06/08/Advanced-profiling-topics-PEBS-and-LBR


Introduction

Your
Enterprise

Applications

Monitoring:
Target / Granularity:
- Application / System / Hardware / (mix)

“Black Box Execution”

“Local Monitoring”

KVM
Guest
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KVM
Hypervisor

“Remote Monitoring”

KVM
Guest

KVM
Hypervisor

Client
Computer

Your
Enterprise

Applications

Purpose:
- health / availability / performance / (mix)
- Usually only determine that a problem 
exists
- advanced Troubleshooting together
with Tracing/Debugging/Logging
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Decisive Factors:
- Intended Viewer / Target / Purpose
-> Metric Selection, Interval, History



Prerequisites and Scope

“Local Monitoring”
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KVM
Guest

KVM
Hypervisor

Your
Enterprise

Applications
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Setup:

KVM Hypervisor

z15™

KVM Guests:
Distro: RHEL 8.4

2 KVM Guests

System Monitoring:
sysstat
pcp

KVM Monitoring:

perf [kvm] [stat/record]
kvm_stat

-> cpumf

Client
Computer

“Remote Monitoring”

- Getting Started
- Configuration Examples
- Hints

Focus Areas:



1.0 - Linux - Tool Comparison
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has KVM 
capabilities

Systemd 
service

Remote 
Monitoring

Tags

kvm_stat YES YES (csv) NO Advanced

sysstat NO YES NO Simple; low 
system 
overhead

pcp YES 
(collects 
some KVM 
metrics)

YES YES Advanced; 
Client/Server; 
Modular

perf YES
(perf kvm)

NO NO Expert

Also check out: pcp compared with sysstat

Linux Monitoring Tools Comparison:
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“Local Monitoring”

KVM
Guest

KVM
Hypervisor

Your
Enterprise

Applications

Client
Computer

“Remote Monitoring”

https://access.redhat.com/articles/2372811


2.0 - kvm_stat - Getting Started & Logging
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“kvm_stat”

KVM
Guest

KVM 
Hypervisor

Your
Enterprise

Applications

- kvm_stat is a python script which prints counts of 
KVM kernel module trace events

- Install kvm_stat:
# dnf install kernel-tools

qemu guest 
process

(user space)

START INTERPRETIVE EXECUTION 
(SIE)

Run guest code in jail

VM_EXITHypervisor gets control
back (request SIE
cannot handle) Resume

(„VM Enters“)
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Getting Started

interrupt
SIE

Enable Logging:
- Run (Link to service file):

# systemctl enable kvm_stat --now

Note:
- writes to /var/log/kvm_stat.csv
- refreshes every 10 seconds by default
-> can be changed with option: -s (via systemctl edit kvm_stat)

- Lookup Diag Codes (PDF page. 723)
Lookup VM_Exit Meaning:

https://github.com/torvalds/linux/blob/master/tools/kvm/kvm_stat/kvm_stat.service
http://public.dhe.ibm.com/software/dw/linux390/docu/lku3dd03.pdf


2.1 - kvm_stat – Live Stats / Interactive Use
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- Micro Optimizing KVM VM_Exits

Use Case (Example):
- Blogpost about “KVM Guest Analysis on LoZ”

“kvm_stat”

KVM
Guest

KVM 
Hypervisor

Your
Enterprise

Applications

qemu guest 
process

(user space)

START INTERPRETIVE EXECUTION 
(SIE)

Run guest code in jail

VM_EXITHypervisor gets control
back (request SIE
cannot handle) Resume

(„VM Enters“)interrupt
SIE

# kvm_stat -d

- Live Stats / Interactive Use:

# kvm_stat -t

- kvm_stat using tracepoints

- kvm_stat using both (full output)
# kvm_stat -dt

Notes:
- debugfs is more complete then tracepoints on s390 (Source)
- use “-l” to run in logging mode

- kvm_stat using debugfs (/sys/kernel/debug/kvm)

# kvm_stat –di  # (use all past data as well)

x – more fine-grained
output

f – regex filter
s – set update interval

- kvm_stat full output in logging mode
# kvm_stat –dtl

https://www.qemu.org/2019/11/15/micro-optimizing-kvm-vmexits/
http://kvmonz.blogspot.com/p/knowledge-kvm-guest-event-analysis.html
http://kvmonz.blogspot.com/p/knowledge-kvm-guest-event-analysis.html


3.0 - Sysstat - Getting Started

Monitoring with RHEL 8  and KVM - Getting Started, Hints and Tips © 2021 IBM Corporation
11

- Sysstat is a low system overhead option for System Monitoring
- Simple C Program Interface to /proc, /sys, /dev
- Redhat documentation
- Official Website

Getting Started

- Install sysstat:
# dnf install sysstat

- Current Stats / Live Stats
- Utilities: iostat, mpstat, pidstat, tapestat, cifsiostat

-> the first report is a statistic since the system
was booted

-> successive reports are statistics from the 
specified time interval

iostat (extended, human readable, 
2 second interval):

# iostat –xht -d 2

Examples:

mpstat (all CPUs, all informations
2 second interval):

# mpstat -A 2

pidstat (all informations, all processes
2 second interval):

# pidstat -dRrlstuvw -p ALL -T ALL 2

Notes:
- Designed for humans to view the output
- Not possible to set intervals below 1 second
-> For such use case use Tracing methods e.g. “perf”
- sar can also be used to live-view the logged metrics

https://access.redhat.com/solutions/276533
http://sebastien.godard.pagesperso-orange.fr/


3.1 - Sysstat - Logging
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Note:
- Under RHEL8.4 the sysstat service and systemd-timers 
sysstat-collect.timer and sysstat-summary.timer are already enabled after installation causing
the services to start on reboot
- The sysstat service also starts both timer services

Enable Logging:

# systemctl start sysstat

Default Logging Configuration
- sysstat.service

- sysstat-collect.timer (every 10 minutes current Snapshot, keeps 1 month history)
-> sysstat-collect.service: /usr/lib64/sa/sa1 1 1

- sysstat-summary.timer (every 24 hours summary from current saDD-file, keeps 1 month history)
-> sysstat-summary.service: /usr/lib64/sa/sa2 -A

/var/log/sa/[saDD|saYYYYMMDD]

/var/log/sa/[sarDD|sarYYYYMMDD]

Generate reports from saDD (Examples)

-> parsable file to collect and post process further

-> binary file to generate reports from

# sadf -g /var/log/sa/saDD -O showinfo -- -A > result.svg

result.svg (one of many generated graphics) 



3.2 - Sysstat - Change Logging Interval
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# systemctl edit sysstat-collect.timer

[Unit]
Description=Run system activity accounting tool every 10 seconds

[Timer]
OnCalendar=
OnCalendar=*:*:0/10
AccuracySec=500ms

# systemctl daemon-reload
# systemctl status sysstat-collect.timer

Note:
- “OnCalendar=“ resets previously set OnCalender options and is required. (OnCalender is an additive option)

If you leave this option out the Event will be called twice every 10 minutes which may lead to problems.
- The default AccuracySec of systemd-timers is 1 Minute to optimize power consumption 

by suppressing unnecessary CPU wake-ups. “1us” is the maximum accuracy possible but the value 
should be as high as possible and as low as necessary. (source)

Note:
- The event triggers when:

- the number on the * position changes the
event triggers.

- divisible by  the given
number the event triggers.

- Change AccuracySec accordingly

OnCalendar=*:0/1       # every 1 minutes
OnCalendar=*:*:0/10    # every 10 seconds
OnCalendar=*:*:0/1 # every 1 second

Interval Options:

The default Logging interval is 10 minutes
-> You might benefit from a lower value to get a more fine-grained view

[Unit]
StartLimitIntervalSec=1

# systemctl edit sysstat-collect.service

If you choose an interval below 10 seconds you have to 
change the StartLimitIntervalSec of the systemd
sysstat-collect.service (to prevent errors):

Note:
- The default is 10 seconds which leads to a ”start-limit-hit”

failure which indicates that the StartLimit was not reached
multiple times. The DefaultStartLimitBurst is 5.

# systemd-analyze verify sysstat-collect.service

-> Our example below shows how to change the interval to 10 
seconds. If you want to go below 10 seconds see the disclaimer 
on the right.

Change Interval to 10 seconds

https://www.freedesktop.org/software/systemd/man/systemd.timer.html


3.3 - Sysstat - File Size Reference
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Interval 
(AccuracySec=1us)

sa file size 
(per day)

sar file size (per 
day)

*:0/1 ~4 mb ~ 6 mb

*:*:0/10 ~22 mb ~34 mb

*:*:0/1

File Size Comparison for Reference 
(8 cpus, 2 disks, 1 network iface):

Disclaimer:
Be aware that this values can be significantly higher depending
on how much Hardware you configure to your system.

For sysstat-collect interval considerations:



4.0 - PCP - Getting Started
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- PCP (Performance Co-Pilot) is a system monitoring
suite which provides a lot of functionality by default
- Python Program – Modular –

Remote Monitoring Capabilities from multiple hosts
- Redhat documentation
- Official PCP documentation

Getting Started

- Install preconfigured pcp:
# dnf install pcp-zeroconf

- Default Configuration
- PMDAs running:

root, proc, xfs, linux, nfsclient, kvm, adm, openmetrics
- remote monitoring disabled  (look here to enable it)
- pmlogger.service + multiple systemd timers

-> handles logging, archiving and more
- pmie.service

-> create monitoring reaction rules (e.g. show popup)

Performance Metrics 
Co-ordinating Daemon 

(pmcd)

PCP Collectors:
Performance Metrics 
Domain Agents (PMDAs)

kvm proc …

PCP Monitors:
Performance Metrics 
Utilities (PM Utilities)

stat chart …

KVM
Guest

KVM
Hypervisor

(Remote)
Computer

pmcd

Collect

Monitor

pmcd

Collect
Monitor

Note:
- Make sure to reserve at least
10 GB storage for Monitoring data collection

https://access.redhat.com/articles/2450251
https://pcp.io/docs/index.html
https://access.redhat.com/solutions/4014561


4.1 - PCP - Compared with sysstat
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Comparison to sysstat

- Advantage over sysstat
- remote monitoring capabilities

(discovery and collection from multiple hosts included)
- Limited KVM metrics included by default
- Extensible and Flexible

- write your own PMDAs
- a lot of post processing and import capabilities

- APIs allowing the use of Prometheus, Grafana and more

- Disadvantage over sysstat
- performance hungry and disk space hungry

(Each additional metric collector costs performance)
- much more complex

Performance Metrics 
Co-ordinating Daemon 

(pmcd)

PCP Collectors:
Performance Metrics 
Domain Agents (PMDAs)

kvm proc …

PCP Monitors:
Performance Metrics 
Utilities (PM Utilities)

stat chart …

KVM
Guest

KVM
Hypervisor

(Remote)
Computer

pmcd

Collect

Monitor

pmcd

Collect
Monitor

- Simple Performance Comparision
perf stat -e cycles -- sar -u 2 5

perf stat -e cycles -- pcp -t 2 -s 5 mpstat

-> 15,362,948      cycles

-> 370,699,803      cycles



5.0 - PERF - Getting Started
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PERF Introduction -

- Example Use Cases: 
- Capacity Planning, Validate Performance,

Insights into new features and functions, 
Deep inspection

- Install: 
# dnf install perf

Image license: creative commons Attribution-ShareAlike 4.0.

- Links to get started: 
- Introduction to perf with a lot of examples
- perf kernel.org wiki
- RHEL8 introduction to perf

http://creativecommons.org/licenses/by-sa/4.0/
http://www.brendangregg.com/perf.html
https://perf.wiki.kernel.org/index.php/Tutorial
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/8/html/monitoring_and_managing_system_status_and_performance/getting-started-with-perf_monitoring-and-managing-system-status-and-performance


5.1 - PERF - Introduction
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PERF - Available Metrics

- Hardware Counter (PMC)
Software Counter (Kernel Counter)

- Kernel Tracepoints Events
(Hooks to logical places in kernel code)
-> generate statistics and/or create profiles
-> Example: “kvm:kvm_s390_sie_enter”

- Dynamic Tracepoints
(Hooks to any location in kernel/user code)

- User-Space Statically Defined Tracing (USDT) 
(Hooks to predefined Locations dynamically)
(only supported Applications e.g. qemu) Image license: creative commons Attribution-ShareAlike 4.0.

http://creativecommons.org/licenses/by-sa/4.0/


5.2 - PERF kvm - Example
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PERF KVM specific example:

More Examples

Default('')         ->  perf.data.guest
--host              ->  perf.data.kvm
--guest             ->  perf.data.guest
--host --guest      ->  perf.data.kvm
--host --no-guest   ->  perf.data.host

options

Record host and guest informations in parallel:

dnf install sshfs

Mount guest with sshfs

PID=$(pgrep qemu-kvm|head -n 1)
mkdir -p /tmp/guestmount/$PID

sshfs -o allow_other,direct_io 192.168.122.39:/ /tmp/guestmount/$PID

perf kvm --host --guest --guestmount=/tmp/guestmount record -a -o perf.data

perf kvm report -i perf.data

Note:
- Use -o and -i respectively to force the perf data filename

http://www.brendangregg.com/perf.html
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