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About this guide

This publication provides information that helps you configure and use the IBM Spectrum Virtualize " for

SAN Volume Controller and Storwize® Family.

Accessibility

IBM® strives to provide products with usable access for everyone, regardless of age or ability.

This product uses standard Windows navigation keys.

For more information, see the accessibility features topic in the “Reference” section.

Emphasis

Different typefaces are used in this guide to show emphasis.

The following typefaces are used to show emphasis.

Emphasis

Meaning

Boldface

Text in boldface represents menu items.

Bold monospace

Text in bold monospace represents command names.

Italics Text in italics is used to emphasize a word. In command
syntax, it is used for variables for which you supply
actual values, such as a default directory or the name of
a system.

Monospace Text in monospace identifies the data or commands that

you type, samples of command output, examples of
program code or messages from the system, or names of
command flags, parameters, arguments, and name-value
pairs.

Syntax diagrams

A syntax diagram uses symbols to represent the elements of a command and to specify the rules for

using these elements.

[Table 1 on page xii| explains how to read the syntax diagrams that represent the command-line interface
(CLI) commands. In doing so, it defines the symbols that represent the CLI command elements.
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Table 1. Syntax diagrams

Element

Syntax

Description

Main path line

>>><>() () ()

The main path line begins on the left
with double arrowheads: >>. The
main path line ends on the right
with two arrowheads facing each
other: ><. If a diagram is longer than
one line, each line to be continued
ends with a single arrowhead and
the next line begins with a single
arrowhead: >

Read the diagrams from left-to-right,
top-to-bottom, following the main
path line.

Keyword

v
A

»»—esscli

Represents the name of a command,
flag, parameter, or argument. A
keyword is not in italics. Spell a
keyword exactly as it is shown in
the syntax diagram.

Required keywords

> a—AccessFile
Eu—Userid
p—Password—

Indicate the parameters or
arguments that you must specify for
the command. Required keywords
must be written on the main path
line. Required keywords that cannot
be used together are stacked
vertically.

Optional keywords

v

T
h

-help
72— 4'

Indicate the parameters or
arguments that you can choose to
specify for the command. Optional
keywords must be written below the
main path line. Mutually exclusive
optional keywords are stacked
vertically.

Default value

FCP
e rcon]

»»—protocol—=

N

A\
A

The default value must be written
above the main path line.

Repeatable keyword
or value

»>—newports—= |_ALL

PortIdl,Portid2,.

]

Represents a parameter or argument
that you can specify more than once.
A repeatable keyword or value is

represented by an arrow returning to
the left above the keyword or value.

Variable

»»—AccessFile

Represents the value that you need
to supply for a parameter or
argument, such as a file name, user
name, or password. Variables are in
italics.

Space separator

»»—u— —Userid— —p— —Password———»<«

Adds a blank space on the main
path line to separate keywords,
parameters, arguments, or variables
from each other.
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Table 1. Syntax diagrams (continued)

Element Syntax Description
Quotation mark Indicates the start and end of a
delimiters »»—d— —"—ess—=—FssId—host—= » | parameter or argument that contains
multiple values. Enclose one or more
»—'Host Name'— —profile—=—~ProfileName———» | name-value pairs in a set of double
quotation marks for a particular
" »«| parameter or argument. If the value

of a parameter or name-value pair
contains a blank or white space,
enclose the entire value in a set of
single quotation marks.

Equalsign operator Separates a name from its value in a
"' —ess—=—Fss]d— —profile—= » | name-value pair.

A\
A

»—ProfileName—"

Syntax fragment Breaks up syntax diagrams that are
»»>—Fragment Name »«| too long, too complex, or repetitious.
The fragment name is inserted in the
Fragment name: main diagram, and the actual
fragment is shown below the main
—(—fragment details—) | |diagram.

CLI special characters
The following special characters are used in the command-line interface (CLI) command examples.
minus (-) sign

Flags are prefixed with a - (minus) sign. Flags define the action of a command or modify the

operation of a command. You can use multiple flags, followed by parameters, when you issue a
command. The - character cannot be used as the first character of an object name.

vertical bar (1)
A vertical bar signifies that you choose only one value. For example, [ a | b1 in brackets
indicates that you can choose a, b, or nothing. Similarly, { a | b } in braces indicates that you
must choose either a or b.

delimiters (: or, or!)
Delimiters are used to delimit items listed after issuing an information command.

* Colon (:) is used to delimit items in a list in a command (for example mkhost -name myhost
-hbawwpn AA22000011112222:AA22000011112223).

* Comma (,) is used to delimit items in a list in a command if item values can contain a colon.

* Exclamation mark (!) is used to delimit items in a command if the item values can contain a
colon or comma. Exclamation points generally do not show up in example output and are a
good delimiter to use.

Using wildcards in the CLI

You can use wildcards in the system command-line interface (CLI).

The CLI supports the use of the asterisk character (*) as a wildcard within the arguments of certain
parameters. There are some behavioral issues that must be considered when using wildcards in order to
prevent unexpected results. These behavioral issues and the ways to avoid them are as follows:

1. Running the command while logged onto the node.
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The shell will attempt to interpret any of the special characters if they are not escaped (preceded with
a backslash character). Wildcards will be expanded into a list of files if any files exist that match the
wildcards. If no matching files exist, the wildcard is passed to the system command untouched.

To prevent expansion, issue the following command in one of its formats:

cleardumps -prefix ''dumps/*.txt' with single quotation marks
(I |)’ or

cleardumps -prefix /dumps/\*.txt using a backslash (\), or

cleardumps -prefix "/dumps/*.txt" with double quotation marks
(II n ).
2. Running the command through Secure Shell (SSH), for example from a host.

This method is slightly more complicated because the host shell processes the command line before it
is passed through SSH to the shell on the clustered system (system). This means an extra layer of
protection is required around the wildcard as the host shell will strip off any protecting quotes, and if
the wildcard is exposed to the system shell, this will result in the wildcard being expanded in the
system shell.

To prevent expansion, issue the following command in one of its formats:

cleardumps "'/dumps/*.txt" with single quotation marks ('"')
inside of double quotation marks (""), or

cleardumps '/dumps/\*.txt' using a backslash (\) inside of
single quotation marks (''), or

cleardumps "/dumps/*.txt" with double quotation marks ("")
inside of single quotation marks ('').

Data types and value ranges
The maximum length of any single parameter entered into the command line is 2176 bytes.

Note: When creating a new object, the clustered system (system) assigns a default -type name if one is
not specified. The default -type name consists of the object prefix and the lowest available integer
starting from O (except for nodes starting from 1); for example, vdisk23; the default -type name must be
unique.

lists the data types and the value ranges for each.
Table 2. Data types

Data types Value ranges

filename_arg This is a (optionally fully qualified) file name, containing a maximum of 169
characters. Valid characters are:

* . (period; the field must not start with, end with, or contain two consecutive
periods)

* / (forward slash)

* - (hyphen)

* _ (underscore)

* a-z (lowercase letters, A through Z)
* A-Z (uppercase letters, A through Z)
¢ 0-9 (numerals 0 through 9)
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Table 2. Data types (continued)

Data types

Value ranges

directory or file filter

Specifies a directory, file name filter, or both, within the specified directory. Valid
directory values are:

* /dumps

e /dumps/audit

* /dumps/configs
« /dumps/elogs

* /dumps/feature
* /dumps/iostats
* /dumps/iotrace
* /dumps/software

The file name filter can be any valid file name, containing a maximum of 128
characters, with or without the “*” (wildcard), and appended to the end of a
directory value. Valid characters are:

* * (asterisk/wildcard)

* . (the field must not start with, end with, or contain two consecutive periods)
./

* a-z

« A-Z

* 0-9

filename_prefix

The prefix of a file name, containing a maximum of 128 characters. Valid characters
are:

* a-z
c A-Z
* 09

name_arg

Names can be specified or changed using the create and modify functions. The view
commands provide the name and ID of an object.
Note: The system name is set when the system is created.

The first character of a name_arg must be nonnumeric. The first character of an object
name cannot be a — (dash) because the CLI (command-line interface) interprets it as
being the next parameter.

Valid characters are:

* . (a period - the field must not start with, end with, or contain two consecutive
periods)

</

* space

* a through z
* A through Z
* 0 through 9
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Table 2. Data types (continued)

Data types

Value ranges

password

This is a user-defined password containing a maximum of 15 characters. Valid
characters are:

* - (cannot be used as the first character)

* a-z
* A-Z
* 09

serial_number

The format of this number conforms to IBM standard C-S 1-1121-018 1999-06 Serial
Numbering for IBM products. The serial number is 7 digits, the first two of which
define the manufacturing location, leaving 5 digits for the product.

The standard defines a way to extend the serial number using letters in the place of
numbers in the 5-digit field.

ip_address_arg

The argument follows the standard rules for dotted decimal notation.

The following Internet Protocol 4 (IPv4) and Internet Protocol 6 (IPv6) address
formats are supported:

IPv4 (no port set, SAN Volume Controller uses default)
1.2.34

IPv4 with specific port
1.2.3.4:22

Full IPv6, default port
1234:1234:0001:0123:1234:1234:1234:1234

Full IPv6, default port, leading zeros suppressed
1234:1234:1:123:1234:1234:1234:1234

Full IPv6 with port
[2002:914:£c12:848:209:6bff.fe8c:4ff6]:23

Zero-compressed IPv6, default port
2002::4ff6

Zero-compressed IPv6 with port
[2002::4ff6]:23

dns_name This is the dotted domain name for the system subnet (for example,
yourcompany.com).
hostname The host name assigned to the system. This name can be different from the system

name, and is modifiable.

A combination of the host name and the dns_name is used to access the system, for
example: https:/ /hostname.yourcompany.com

capacity_value

The capacity expressed within a range of 512 bytes to 2 petabytes (PB).

Tip: Specify the capacity as megabytes (MB), kilobytes (KB), gigabytes (GB), or PB.
When using MB, specify the value in multiples of 512 bytes. A capacity of 0 is valid
for a striped or sequential volume. The smallest number of supported bytes is 512.

node_id

A node ID differs from other IDs in that it is a unique ID assigned when a node is
used to create a system, or when a node is added to a system. A node_id value is
never reused in a system.

Node IDs are internally represented as 64-bit numbers, and like other IDs, cannot be
modified by user commands.
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Table 2. Data types (continued)

Data types

Value ranges

xxx_id

All objects are referred to by unique integer IDs, assigned by the system when the
objects are created. All IDs are represented internally as 32-bit integers; node IDs are
an exception.

IDs in the following ranges identify the various types of objects:
* node_id: A positive decimal integer greater than or equal to 1
* mdisk_grp_id: 0-127

* io_grp_id: 0-3 (See Note.)

+ mdisk_id: 0-4095

¢ vdisk_id: 0-8191

* copy_id: 0-1

* host_id: 0-1023

* flash_const_grp_id: 0-255

* remote_const_grp_id: 0-255

e fcmap_id: 0-4095

e rcrel_id: 0-8191

* controller_id: 0-63

Note: The io_group 4 exists but is used only in certain error recovery procedures.

These IDs, like node IDs, cannot be modified by user commands.

Note: IDs are assigned at run time by the system and cannot be relied upon to be
the same after; for example, the configuration restoration. Use object names in
preference to IDs when working with objects.

xxx_list

A colon-delimited list of values of type xxx.

wwpn_arg

The Fibre Channel worldwide port name (WWPN), expressed as a 64-bit
hexadecimal number and consisting of the characters 0-9, a—f, and A-F; for example:
1A2B30C67AFFE47B.

Note: Entering WWPN 0 in the command string causes a command failure.

panel_name

This is a string of up to six characters corresponding to the number on the printed
label below the display on the front panel of a node in the system.

sequence_number

A 32-bit unsigned integer, expressed in decimal format.

Csi_num_arg

A 32-bit unsigned integer, expressed in decimal format.

percentage_arg

An 8-bit unsigned integer, expressed in decimal 0-100 format.

extent_arg

A 32-bit unsigned integer, expressed in decimal format.

num_extents_arg

A 32-bit unsigned integer, expressed in decimal format.

threads_arg

An 8-bit unsigned integer, expressed in decimal format. Valid values are 1, 2, 3, or 4.

velocity_arg

The fabric speed in gigabytes per second (GBps). Valid values are 1 or 2.

timezone_arg

The ID as detailed in the output of the 1stimezones command.

timeout_arg

The command timeout period. An integer from 0 to 600 (seconds).

stats_time_arg

The frequency at which statistics are gathered. Valid values are 1 to 60 minutes in
increments of 1 minute.
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Table 2. Data types (continued)

Data types

Value ranges

directory arg

Specifies a directory, file name filter, or both, within the specified directory. Valid
directory values are:

+ /dumps

e /dumps/audit
 /dumps/cimom

* /dumps/configs

* /dumps/elogs

* /dumps/feature

* /dumps/iostats

* /dumps/iotrace

* /home/admin/upgrade

The file name filter can be any valid file name, containing a maximum of 128
characters, with or without the wildcard (¥, an asterisk), and appended to the end of
a directory value. Valid characters are:

o *

* . (the field must not start with, end with, or contain two consecutive periods)

./

* a2z

c A7

* 09

locale_arg

The system locale setting. Valid values are:
* 0 en_US: US English (default)

* 1 zh_CN: Simplified Chinese

* 2 zh_TW: Traditional Chinese

* 3ja_]JP: Japanese

* 4 fr_FR: French

* 5 de_DE: German

e 6 it_IT: Italian

* 7 es_ES: Spanish

key_arg

A user-defined identifier for a secure shell (SSH) key, containing a maximum of 30
characters.

user_arg

Specifies the user: admin or service.

copy_rate

A numeric value of 0-100.

copy_type

Specifies the Mirror copy type: Metro or Global.

The maximum number of values entered into a colon-separated list is 128; exceeding this maximum

number returns an error.

CLI commands and

parameters

Command-line interface (CLI) commands and parameters are represented in the syntax diagram.

The system command-line in

terface offers command line completion for command entry. Command line

completion allows you to type in the first few characters of a command and press the Tab key to fill in
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the rest of the command name. If there are multiple commands that start with the same characters, then a
list of possible commands is returned. You can type in more characters until the command name is
unambiguous.

CLI parameters can be entered in any order except in the following situations:

When a command name is specified, the first argument given must be the action that you want to be
performed.

Where you are specifying a command against a specific object, the object ID or name must be the last
argument in the line.

A valid parameter meets the following requirements:

Parameters can be entered in any order.

If a parameter has an associated argument, the argument must always follow the parameter.
A parameter must start with a '-'; otherwise, it is assumed to be an argument.

The maximum length of any single parameter that can be entered into the CLI is 128 bytes.

An argument can contain multiple data items. The maximum number of data items that you can enter
into such a list is 128. For a component list, separate the individual items by a colon.

Any parameter with an argument can be entered as -parameter=argument.
Entering -param= means the argument is an empty string, equivalent to -param.

The symbol '--' is valid as the next to last entry on the command line. It specifies that the next entry is
the target object name or ID, even if it begins with a hyphen.

chuser -usergrp=-usergrp -- -password

The symbol '--' is valid as the final word on the command line.

Examples that are valid

mkuser -name fred -usergrp 0 -password buckets
mkuser -name fred -usergrp 0 -password=buckets
mkuser -name=-barney -usergrp=0 -password=buckets

chuser -usergrp 1 fred
chuser -usergrp 1 -- fred
chuser -usergrp 1 -- -barney

Examples that are invalid
chuser -usergrp 1 fred --

chuser -usergrp 1 -- fred --

chuser -- -usergrp 1 fred

chuser -usergrp 1 -barney

CLI flags

The following flags are common to all command-line interface (CLI) commands.
-? or -h

Print help text. For example, issuing 1ssystem -h provides a list of the actions available with the
1ssystem command.

-nomsg

When used, this flag prevents the display of the successfully created output. For example, if
you issue the following command:

mkmdiskgrp -ext 16
it displays:
MDisk Group, id [6], successfully created
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However, if the -nomsg parameter is added, for example:
mkmdiskgrp -ext 16 -nomsg

the following information is displayed:

6

This parameter can be entered for any command, but is only acted upon by those commands that
generate the successfully created outputs. All other commands ignore this parameter.

CLI messages

Ensure that you are familiar with the command-line interface (CLI) messages.

When some commands complete successfully, textual output is normally provided. However, some
commands do not provide any output. The phrase No feedback is used to indicate that no output is
provided. If the command does not complete successfully, an error is generated. For example, if the
command has failed as a result of the cluster being unstable, the following output is provided:

* CMMVC5786E The action failed because the cluster is not in a stable state.

The [Knowledge Center] has a description of each message you might see.

Understanding capacity indicators

The system uses base-2 (binary numeral) as capacity indicators for volumes, drives, and other system
objects. The management GUI and the command-line interface (CLI) use different abbreviations to
indicate capacity.

The following table displays the differences in how capacity indicators are displayed in the management
GUI and the CLL

Table 3. Capacity indicators. This table displays the differences in how capacity indicators are displayed in the
management GUI and the CLI.

Metric GUI Abbreviation CLI Abbreviation Value

kibibyte KiB KB 1024

mebibyte MiB MB 1,048,576

gibibyte GiB GB 1,073,741,824

tebibyte TiB TB 1,099,511,627,776

pebibyte PiB PB 1,125,899,906,842,624

exbibyte EiB EB 1,152,921,504,606,846,976
zebibyte ZiB ZB 1,180,591,620,717,411,303,424
yobibyte YiB YB 1,208,925,819,614,629,174,706,176

Attributes of the -filtervalue parameters

The -filtervalue parameter filters a view that is based on specific attribute values that relate to each
object type. You can combine multiple filters to create specific searches, for example, -filtervalue
name=fred:status=online. The help (-filtervalue) specifies the attributes that are available for each
object type.

The -filtervalue parameter must be specified with attrib=value. The -filtervalue? and -filtervalue
parameters cannot be specified together.
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Note: The qualifier characters less than (<) and greater than (>) must be enclosed within double quotation
marks (""). For example, -filtervalue vdisk_count "<"4 or port_count ">"1. It is also valid to include
the entire expression within double quotation marks. For example, -filtervalue "vdisk_count<4" .

When an attribute requires the -unit parameter, it is specified after the attribute. For example,
-filtervalue capacity=24 -unit mb. The following input options are valid for the -unit parameter:

b (bytes)

kb (Kilobytes)
mb (Megabytes)
gh (Gigabytes)
tb (Terabytes)
pb (Petabytes)

Capacity values displayed in units other than bytes might be rounded. When filtering on capacity, use a
unit of bytes, -unit b, for exact filtering.

You can use the asterisk (*) character as a wildcard character when names are used. The asterisk
character can be used either at the beginning or the end of a text string, but not both. Only one asterisk
character can be used in a -filtervalue parameter.
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Chapter 1. Spectrum Virtualize RESTful API

The Spectrum Virtualize Representational State Transfer (REST) model Application Programming Interface
(API) consists of command targets that are used to retrieve system information and to create, modify, and
delete system resources. These command targets allow command parameters to pass through unedited to
the Spectrum Virtualize command line interface, which handles parsing parameter specifications for
validity and error reporting. Use Hypertext Transfer Protocol Secure (HTTPS) to successfully
communicate with the RESTful API server.

The RESTful API server does not consider transport security (such as SSL), but instead assumes that
requests are initiated from a local, secured server. The HTTPS protocol provides privacy through data
encryption. The RESTful API provides more security by requiring command authentication, which
persists for two hours of activity, or 30 minutes of inactivity, whichever occurs first.

Uniform Resource Locators (URLs) target different node objects on the system. The HTTPS POST method
acts on command targets that are specified in the URL. For more information, see
fommand targets and characteristics” on page 2| To make changes or view information about different
objects on the system, you must create and send a request to the system. You are required to provide
certain elements for the RESTful API server to receive and translate the request into a command, as
described in the next section.

Making an HTTPS request

To interact with the system by using the RESTful API, make an HTTPS command request with a valid
configuration node URL destination. Include the 7443 port and the keyword rest. Use the following URL
format for all requests:

https://system_node_ip:7443/rest/command

Where:

* system_node_ip is the system IP address, which is the address that is taken by the configuration node of
the system.

* The port number is always 7443 for the Spectrum Virtualize RESTful APL

* rest is a keyword.

* command is the target command object (such as auth or 1seventlog with any parameters).
The command specification follows this format:

command_name ,method="POST" ,headers={"'parameter_name': 'parameter value',
'parameter_name': 'parameter value',...}

Why we use POST exclusively: All of the Spectrum Virtualize RESTful API command targets are named
after Spectrum Virtualize commands, with names that already reflect Create, Read, Update, and Delete
actions. MK commands make (create) resources, LS commands list (read) resources, CH commands
change (update) resources, and RM commands remove (delete) resources. Using HTTP methods on top of
such commands is redundant.

All commands, including LS commands, accept at least one named parameter. Because the Spectrum
Virtualize RESTful API is POST method only, it implements a convention of appending positional
parameters to the URI, and packing named parameters into the request body as JavaScript Object
Notation (JSON) strings.

Why we do not use GET: Most HTTP servers reject GET requests with body data. To support GET
would mean appending named parameters to the URI as a query string. Do not include such arbitrary
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data in a query string. A valid URI cannot contain whitespace and other reserved characters that might
be present in the data. Therefore, you must URL-encode named parameter data before you append it to
the URI. In addition to that inconvenience, the key-value structure of named parameter data must be
conveyed in some way. The query string would likely be a URL-encoded JSON object. Supporting the
GET method means that parameter data represented in your programming language of choice must pass
through two separate encoders before the data is sent as part of an HTTP request.

The more elegant method for the command targets was to adopt POST exclusively.

As mentioned, in addition to the URL and the name of the command target, other information is required
in the request line and in the body of the HTTP request that regards the action to take on the specified
object. In the request line, include the POST HTTP method. Include any required parameters (such as
RAID level or IP address) in the body of the request.

Provide any required parameters as valid JSON in the HTTP body, such as shown in the following
example:

{'X-Auth-Username': 'superuser'}

The request is routed to port 7443 on the specified destination (which must be the configuration node of
the system), where the request is received by the RESTful API server. The server runs the command,
collects any resulting output, then creates an HTTP response like the following example:

HTTP/1.1 200 OK

Server: lighttpd/1.4.31

Date: date

Content-type: application/json; charset=UTF-8
Content-length: content_length

Connection: close

{"attribute": "value"}

To view API command targets and their characteristics, see [“RESTful API command targets and|
:haracteristics.”l To see an example of how to get started, see ['Getting started” on page 4|See

Appendix C, “HTTP error messages,” on page 777 for a complete list of HTTP error codes that you might
encounter.

RESTful APl command targets and characteristics

stresses the POST method for all commands, including /auth. It also shows that you must use the
authentication token that is returned by the /auth command target to authenticate every other command
you run. Except for the /auth command target, you run commands against the system IP address so that
they are run by the configuration node.

Table 4. POST method, authentication requirements, and whether to run on the configuration node

Run in Configuration
Command targets Method Authentication required Node / Cluster
/auth POST No No
All other command targets |POST Yes Yes

[Table 5 on page 3| shows the command target names of commonly used commands for this release of the
RESTful API. Following convention, the svcinfo and svctask executable commands are defaults and do
not require listing within your RESTful API command targets.

Descriptions of the command targets and their parameters, and descriptions of other less frequently used
commands are available in the CLI command section of the product documentation.
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Table 5. Supported RESTful APl commands for Spectrum Virtualize software

Command targets
/addhostclustermember /addhostiogrp /addhostport
/addvdiskaccess /addvdiskcopy /addvolumecopy
/auth /chhost /chnode
/chnodecanister /chrcconsistgrp /chrcrelationship
/chvdisk /expandvdisksize /Iscurrentuser
/Iseventlog /lIsfcconsistgrp /1sfcmap
/Isfcmapcandidate /Isfcmapdependentmaps /1sfcmapprogress
/Ishost /lIshostcluster /1shostclustermember
/1shostclustervolumemap /lIshostiogrp /1shostvdiskmap
/lIsiogrp /lIsiogrphost /1smdiskgrp
/Isnode /lsnodecanister /lsnodehw
/lsnodecanisterhw /lsnodecanisterstats /1snodecanistervpd
/lsnodehw /lsnodestats /lsnodevpd
/Ispartnership /lIsrcrelationshipprogress /1ssystem
/1ssystemip /lssystemstats /1svdisk
/1svdiskaccess /Isvdiskcopy /1svdiskfcmapcopies
/1svdiskfcmappings /1svdiskhostmap /1svdisksyncprogress
/mkfcconsistgrp /mkfcmap /mkfcpartnership
/mkhost /mkhostcluster /mkrcconsistgrp
/mkrcrelationship /mkvdisk /mkvdiskhostmap
/mkvolume /mkvolumehostclustermap /movevdisk
/ prestartfcconsistgrp / prestartfcmap /rmfcmap
/rmhost /rmhostcluster /rmhostclustermember
/rmhostiogrp /rmhostport /rmvdisk
/rmvdiskaccess /rmvdiskcopy /rmvdiskhostmap
/rmvolume /rmvolumecopy /rmvolumehostclustermap
/startfcmap /startrcconsistgrp /startrcrelationship
/stopfcconsistgrp /stopfecmap /stoprcconsistgrp
/stoprcrelationship

Authentication overview

Aside from data encryption, the HTTPS server requires authentication of a valid user name and password
for each API session. Use two authentication header fields to specify your credentials: X-Auth-Username
and X-Auth-Password.

Initial authentication requires that you POST the authentication target (/auth) with the user name and
password. The RESTful API server returns a hexadecimal token. A single session lasts a maximum of two
active hours or thirty inactive minutes, whichever occurs first. When your session ends due to inactivity,
or if you reach the maximum time that is allotted, error code 403 indicates the loss of authorization. Use
the /auth command target to reauthenticate with the user name and password.
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For example, the following command passes the authentication command to target node IP 192.168.10.109
at port 7443:

https://192.168.10.109:7443/rest/auth, method="POST",
headers={'X-Auth-Username': 'superuser', 'X-Auth-Password': 'passwOrd'}

The HTTP request that was sent to the API server looks like:

POST /auth HTTPS/HTTPS version

Host: https://192.168.10.109:7443

Content-type: application/json; charset=UTF-8

Content-length: message_size

X-Auth-Token: 58cfdbacbl676elcha78b7chb5a%9a081d11d1d1cfeb0078083ef225d9c59bfadf

{"attribute": "value","attribute": "value"}

Where:

* The first line is the request line with the POST method, API target, protocol (HTTPS), and protocol
version (1.1).

* The second line is the host header, directing the HTTP request to the correct port (7443) and IP address
on the system.

* The third line is the content type header that specifies the content type (application/json;
charset=UTEF-8).

* The fourth line is the content length header with the message size.

¢ The fifth line is the authentication token header, with the authentication token.

* A space is left between the headers and the body of the request. Any parameters appear in JSON on
the seventh line.

The successful auth command returns a token similar to the following example:

{
"token": "58cfdbacbl676elcba78b7ch5a9a081d11d1d1cfeb0078083ef225d9c59bf4df"

}
Command target parameters

Command targets interact with different parts of the system. After you target a specific node in the
system (usually a configuration node), target an object within that node. See [Table 5 on page 3| for
command targets and see the CLI commands section of this product documentation for individual
command descriptions of parameters that you can specify.

Getting started

The following Python 3 example shows how to complete initial setup to start interacting with the system
and running commands. For examples in other languages, see [Appendix D, “Usage examples in Perl,” on|
page 779| and |[Appendix E, “Usage examples in CURL,” on page 781

import ssl

import json

import pprint

import urllib.request
import urllib.error
import urllib.parse

no_verify = ssl.create_default_context()
no_verify.check_hostname = False
no_verify.verify_mode = ss1.CERT_NONE

if getattr(ssl, '_https_verify certificates', None):
ss1. https verify certificates(False)
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class HostString(str):
Comment: Special subclass of string, for storing arbitrary host-related
attributes (such as auth tokens) without losing any string behavior
def _new_ (cls, *args, **kwds):
return super(HostString, cls)._new_ (cls, *args, **kwds)

class RESTUti1(object):
show_default=False
default_headers = {}
port = 80

def __init_ (self, show=None, catch=True):
self.hosts = {}
self.curr_host = None
self.catch=catch
self.show_default=show if show != None else self.show_default

@property
def host(self):
return self.curr_host

@host.setter
def host(self, hostname):
nun
Comment: Retrieve the HostString object of a known host from its
host name or string definition. Even if the host definition
is provided, we still need to key into self.hosts in case the
client classes are storing things on their HostString objects.
try:
if hostname in self.hosts:
self.curr_host = self.hosts[hostname]
else:
self.curr_host = [h for h in self.hosts.values() if h == hostname] [0]
return self.curr_host
except IndexError:
raise KeyError("Unrecognized host/name %s" % hostname)

def add_host(self, hostdef, hostname=None):
hostname = hostname if hostname is None else hostdef
self.hosts[hostname] = HostString(hostdef)
if self.curr_host == None:
self.curr_host = self.hosts[hostname]
return hostname

def command(self, protocol, postfix, method='POST', headers=None, show=None, **cmd_kwds):
Comment: A fairly generic RESTful API request builder.
See subclasses for examples of use.
if show == None:
show = self.show_default
headers = {} if headers == None else headers

url = '%s://%s:%s/%s' % (
protocol,
self.curr_host,
self.port,
postfix

)

request = urllib.request.Request (
url,

headers =dict(self.default_headers, *xheaders),
data=bytes(json.dumps(cmd_kwds), encoding="utf-8") if cmd_kwds else None)
request.get_method = lambda: method
if show:
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self.request_pprint(request)
try:

cmd_out = urllib.request.urlopen(request, context=no_verify).read().decode('utf-8")

except urllib.error.HTTPError as e:
self.exception_pprint(e)
if not self.catch:
raise Exception("RESTful API command failed.")
return
try:
cmd_out = json.loads(cmd out)
except ValueError:
pass
if show:
print("\nCommand Output:")
pprint.pprint(cmd_out)
print("")
return cmd_out

@staticmethod
def request_pprint(request):
Comment: Request info print function
(for self.command with show=True)
print(request.get_method(), request.get full_url(), 'HTTP/1.1')
print('Host:', request.host)
for key, value in request.headers.items():
print (key.upper() + ':', str(value))
if request.data != None:
print()
pprint.pprint(request.data)

@staticmethod
def exception_pprint(http_error):

Comment: HTTPError info print function
print(http_error.code, '--', http_error.reason)
print(http_error.fp.read())
print("")

class SVCREST(RESTUtil):

Comment: RESTful wrapper for the SVC CLI

def __init_ (self, host, *args, *xkwds):
self.debug = kwds.pop('debug', False)
super().__init__ (*args, **kwds)
self.add_host(host)

@property
def default_headers(self):
return {'X-Auth-Token': getattr(self.curr_host, 'token', 'badtoken'),
'Content-Type': 'application/json'}

@property
def port(self):
return getattr(self, ' _port', None) or ('7665' if self.debug else '7443')

@property
def protocol(self):
return getattr(self, '_protocol', None) or ('http' if self.debug else 'https')

def command(self, cmd, *args, method="POST", headers=None, show=None, **cmd_kwds):

postfix = '/'.join(
['rest'] + [cmd] + [urllib.parse.quote(str(a)) for a in args]
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)

return super().command (
self.protocol,
postfix,
method=method,
headers=headers,
show=show,
*+xcmd_kwds

)

def authenticate(self, username='superuser', password='passwOrd', show=None):
cmd_out = self.command(
'auth', show=show, method="POST", headers={'X-Auth-Username': username, 'X-Auth-Password': password}

if cmd_out:
self.curr_host.token = cmd_out['token']
Comment: First, set your cluster ipaddress.
It's assumed superuser/passwOrd (6 lines above) is the crednetial.
After the authenticate call, you can issue any command in
s.command('') that is an svcinfo or svctask cmmand)
s = SVCREST('192.168.10.109"')
s.authenticate()
print(s.command('1ssystem'))
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Chapter 2. APl management

To authenticate, use the Superuser ID and the authentication (auth) target.
Authentication

Use the authentication command target (auth) to authenticate using the POST method. In this process,
you provide a username and password through the X-Auth-Username and X-AuthPassword header
fields. The beginning of the session is the only instance where you must enter the username and
password. Upon successfully entering the username and password, an authentication token is displayed.
This token is a 32-digit, hexadecimal code that you include in future commands using the X-Auth-Token
header. The X-Auth-Token header in combination with the authentication token replaces the username
and password for each action. The token is good for one session, but after two hours of activity or thirty
minutes of inactivity, the session times out. Repeat authentication for another token. For information on
system authentication, see [“Authentication overview” on page 3.
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Chapter 3. Using the CLI

The command-line interface (CLI) is a collection of commands that you can use to manage the clustered
system (system).

Overview

The CLI commands use the Secure Shell (SSH) connection between the SSH client software on the host
system and the SSH server on the system.

Note: Before you can use the CLI, you must create a system.

To use the CLI from a client system, complete the following steps:
* Install and set up SSH client software on each system that you plan to use to access the CLL
* Authenticate to the system by using a password.

* Use an SSH public key if you require command line access without entering a password. Then, store
the SSH public key for each SSH client on the system.

Note: After the first SSH public key is stored, you can add SSH public keys by using either the
management GUI or the CLL

Use the CLI commands to change or create arrays, drives, enclosures, storage pools, and volumes. You
can also use the CLI commands to specify encryption or security settings or work with systems.

For example, use the CLI commands to:
* Set up the system, its nodes, and the I/O groups.
* Set up and maintain canisters and enclosures.
* Analyze error logs event logs (logs).
* Set up and maintain managed disks (MDisk) and storage pools.
* Set up and maintain client public SSH keys on the system.
* Set up and maintain volumes.
* Setup logical host objects.
* Map volumes to hosts.
* Navigate from managed hosts to volumes and MDisks (and the reverse direction up the chain).
* Set up and start Copy Services functions:
— For FlashCopy® and FlashCopy consistency groups
— For Synchronous Metro Mirror and Metro Mirror consistency groups and relationships
— For Asynchronous Global Mirror and Global Mirror consistency groups and relationships
— For active-active consistency groups and relationships

* Setup licensing or featurization settings.

CLI commands generally give feedback whether or not the command ran. Check the audit log or event
log (for configuration events, for example) after you specify a command to verify successful completion.
You can also check the I/O group of the volume that you change.

Setting the clustered system time by using the CLI

You can use the command-line interface (CLI) to set the clustered system (system) time.

© Copyright IBM Corp. 2018 11



About this task

To set the system time:

Procedure

1.

Issue the showtimezone CLI command to display the current time-zone settings for the system. The
time zone and the associated time-zone ID are displayed.

Issue the 1stimezones CLI command to list the time zones that are available on the system. A list of
valid time-zone settings are displayed. Each time zone is assigned an ID. The time zone and the
associated ID are indicated in the list.

Issue the following CLI command to set the time zone for the system.
settimezone -timezone time_zone_setting

where 031809142005time_zone_setting is the new time zone ID that you chose from the list of time
zones that are available on the system.

Issue the following CLI command to set the time for the system:
setsystemtime -time 031809142005

where 031809142005 is the new time that you want to set for the system. You must use the
MMDDHHmmYYYY format to set the time for the system.

Setting cluster date and time

You can set the date and time for a system cluster from the System Date and Time Settings panel.

Before you begin

This task assumes that you have already launched the management GUL

About this task

You can set the System Date and time manually, or by specifying an NTP server:

Procedure

1.

5.
6.

Click Manage Systems > Set System Time in the portfolio. The System Date and Time Settings panel
is displayed.

To use NTP to manage the clustered system date and time, enter an Internet Protocol Version 4 (IPv4)
address and click Set NTP Server.

Note: If you are using a remote authentication service to authenticate users to the system, then both
the system and the remote service should use the same NTP server. Consistent time settings between
the two systems ensure interactive performance of the management GUI and correct assignments for
user roles.

To set the clustered system date and time manually, continue with the following steps.

Type your changes into the Date, Month, Year, Hours, and Minutes fields and select a new time zone
from the Time Zone list.

Select Update cluster time and date, Update cluster time zone, or both.
Click Update to submit the update request to the clustered system.

Viewing and updating license settings by using the CLI

You can use the command-line interface (CLI) to view and update your license settings.

12
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About this task

Your system provides two license options: Physical Disk Licensing and Capacity Licensing. To view and
update your system license settings:

Procedure

1. Issue the 1sTlicense CLI command to view the current license settings for the clustered system
(system).

2. Issue the chlicense CLI command to change the licensed settings of the system.
Attention:

* License settings are entered when the system is first created; do not update the settings unless you
change your license.

* To select Physical Disk Licensing, run the chlicense command with one or more of the
physical_disks, physical_flash, and physical_remote parameters.

* To select Capacity Licensing, run the chlicense command with one or more of the -flash, -remote,
and -virtualization parameters. If the physical disks value is nonzero, these parameters cannot be
set.

Displaying clustered system properties by using the CLI

You can use the command-line interface (CLI) to display the properties for a clustered system (system).
About this task

These actions help you display your system property information.

Procedure

Issue the Tssystem command to display the properties for a system.
The following command is an example of the 1ssystem command you can issue:

Issystem -delim : buildl

where buildl is the name of the system.
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Results

/;d:000002097AO0AOFE

name:buildl

location:local

partnership:

bandwidth:
total_mdisk_capacity:90.7GB
space_in_mdisk_grps:90.7GB
space_allocated_to_vdisks:14.99GB
total_free_space:75.7GB
statistics_status:on
statistics_frequency:15
required_memory:0
cluster_locale:en_US
time_zone:522 UTC
code_level:6.1.0.0 (build 47.3.1009031000)
FC_port_speed:2Gb
console_IP:9.71.46.186:443
id_alias:000002007A00A0FE
gm_link_tolerance:300
gm_inter_cluster_delay_simulation:0
gm_intra_cluster_delay_simulation:0
email_reply:

email_contact:
email_contact_primary:
email_contact_alternate:
email_contact_location:
email_state:stopped

inventory mail_interval:0
total_vdiskcopy_capacity:15.71GB
total_used_capacity:13.78GB
total_overallocation:17
total_vdisk_capacity:11.72GB
cluster_ntp_IP_address:
cluster_isns_IP_address:
iscsi_auth_method:none
iscsi_chap_secret:
auth_service_configured:no
auth_service_enabled:no
auth_service_url:
auth_service_user_name:
auth_service_pwd_set:no
auth_service_cert_set:no
relationship_bandwidth_limit:25
gm_max_host_delay:5
tier:generic_ssd
tier_capacity:0.00MB
tier_free_capacity:0.00MB
tier:generic_hdd
tier_capacity:90.67GB
tier_free_capacity:75.34GB
email_contact2:
email_contact2_primary:
email_contact2_alternate:
total_allocated_extent capacity:16.12GB

-

Maintaining passwords using the CLI

You can use the command-line interface (CLI) to view and change the status of the password reset
feature for the system.

The superuser password can be reset to its default value of passwOrd by using the technician port on SAN
Volume Controller 2145-DH8 nodes or the front panel on earlier models of the system. To meet varying

security requirements, this functionality can be enabled or disabled by using the CLI.

Complete the following steps to view and change the status of the password reset feature:

14  Spectrum Virtualize: RESTful API



1. Issue the setpwdreset CLI command to view and change the status of the password reset feature for
the system.

2. Record the system superuser password because you cannot access the system without it.

The system superuser password can be reset by using a USB key. To meet varying security requirements,
this functionality can be enabled or disabled by using the CLI. Complete the following steps to view and
change the status of the password reset feature:

1. Issue the setpwdreset CLI command to view and change the status of the password reset feature for
the system.

2. Record the system superuser password because you cannot access the system without it.

Using the dump commands to work with directories

The 1sdumps command returns a list of dumps in a particular directory.

Dumps are contained in the following directory structure:
e /dumps

e /dumps/audit

* /dumps/cimom

* /dumps/elogs

e /dumps/feature

» /dumps/iostats

* /dumps/iotrace

* /dumps/mdisk

* /home/admin/update
* /dumps/drive

* /dumps/enclosure

Use the 1sdumps command with the optional prefix parameter to specify a directory. If you do not
specify a directory, /dumps is used as the default. Use the optional node_id_or_name parameter to specify
the node to list the available dumps. If you do not specify a node, the available dumps on the
configuration node are listed.

Use the cpdumps command to copy dump files from a nonconfiguration node to the configuration node.
You can use this command to retrieve dumps that were saved to an older configuration node. You can
retrieve files and put them on the configuration node to be copied.

Use the cleardumps command to delete dump directories on a specified node. You can clear specific files
or groups of files based on the use of a wildcard (an asterisk, *). You can delete files on a single directory
or all of the dump directories (by specifying the /dumps variable).

An audit log tracks the action commands that are issued through an SSH session or from the
management GUI. To list a specified number of the most recently audited commands, issue the
catauditlog command. To dump the contents of the audit log to a file on the current configuration node,
issue the dumpauditlog command. This command also clears the contents of the audit log.

Dumps contained in the /dumps/cimom directory are created by the CIMOM (Common Information Model
Object Manager) that runs on the clustered system (system). These files are produced during normal

operations of the CIMOM.

Dumps that are contained in the /dumps/elogs directory are dumps of the contents of the error and event
log at the time that the dump was taken. An error or event log dump is created by using the dumperrlog

Chapter 3. Using the CLI 15



command. The command dumps the contents of the error or event log to the /dumps/elogs directory. If
no file name prefix is supplied, the default errlog_ is used. The full default file name is

errlog_ NNNNNN_YYMMDD_HHMMSS, where NNNNNN is the node front panel name. If the command
is used with the -prefix parameter, the prefix value is used instead of errlog.

Dumps that are contained in the /dumps/iostats directory are dumps of the per-node I/O statistics for
disks on the system. An I/O statistics dump is created by using the startstats command. As part of this
command, you can specify a time interval for the statistics to be written to the file; the default is 15
minutes. Every time the time interval is encountered, the I/O statistics that were collected are written to
a file in the /dumps/iostats directory. The file names that are used for storing I/O statistics dumps are
Nm_stats_ NNNNNN_YYMMDD_HHMMSS, Nv_stats_NNNNNN_YYMMDD_HHMMSS,

Nn_stats_ NNNNNN_YYMMDD_HHMMSS, and Nd_stats_ NNNNNN_YYMMDD_HHMMSS, where
NNNNNN is the node name for the MDisk, volume, node, or drive.

Dumps that are contained in the /dumps/iotrace directory are dumps of I/O trace data. The type of data
that is traced depends on the options that are specified by the settrace command. The collection of the
I/0 trace data is started by using the starttrace command. The I/O trace data collection is stopped
when the stoptrace command is used. It is when the trace is stopped that the data is written to the file.
The file name is prefix NNNNNN_YYMMDD_HHMMSS, where prefix is the value that is entered for the
filename parameter in the settrace command, and NNNNNN is the node name.

Dumps that are contained in the /dumps/mdisk directory are copies of flash drive MDisk internal logs.
These dumps are created using the triggerdrivedump command. The file name is
mdiskdump_NNNNNN_MMMM_YYMMDD _HHMMSS, where NNNNNN is the name of the node that contains the
MDisk, and MMMM is the decimal ID of the MDisk.

Software update packages are contained in the /home/admin/upgrade directory. These directories exist on
every node in the system.

Dumps of support data from a disk drive are contained in the /dumps/drive directory. This data can help
to identify problems with the drive, and does not contain any data that applications might have written
to the drive.

Dumps from an enclosure or enclosures are contained in the /dumps/enclosure directory.

Dumps that are contained in the /dumps directory result from application abends. Such dumps are written
to the /dumps directory. The default file names are dump. NNNNNN.YYMMDD.HHMMSS, where NNNNNN
is the node front panel name. In addition to the dump file, there might be some trace files written to this
directory that are named NNNNNN.trc.

Because files can only be copied from the current configuration node (by using secure copy), you can
issue the cpdumps command to copy the files from a nonconfiguration node to the current configuration
node.

Re-adding a repaired node to a clustered system by using the CLI

You can use the command-line interface (CLI) to re-add a failed node back into a clustered system after it
was repaired.

Before you begin

Before you add a node to a clustered system, you must make sure that the switchd\ zoning is configured
such that the node that is being added is in the same zone as all other nodes in the clustered system. If
you are replacing a node and the switch is zoned by worldwide port name (WWPN) rather than by
switch port, make sure that the switch is configured such that the node that is being added is in the same
VSAN/ zone.
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Attention:

1. If you are re-adding a node to the SAN, ensure that you are adding the node to the same I/O group
from which it was removed. Failure to select the correct I/O group can result in data corruption. You
must use the information that was recorded when the node was originally added to the clustered
system. If you do not have access to this information, call the IBM Support Center to add the node
back into the clustered system without corrupting the data.

2. The LUNSs that are presented to the ports on the new node must be the same as the LUNs that are
presented to the nodes that currently exist in the clustered system. You must ensure that the LUNs are
the same before you add the new node to the clustered system.

3. LUN masking for each LUN must be identical on all nodes in a clustered system. You must ensure
that the LUN masking for each LUN is identical before you add the new node to the clustered
system.

4. You must ensure that the model type of the new node is supported by the SAN Volume Controller
software level that is installed on the clustered system. If the model type is not supported by the SAN
Volume Controller software level, update the clustered system to a software level that supports the
model type of the new node. See the following website for the latest supported software levels:

[www.ibm.com /support]

About this task
Special procedures when you add a node to a clustered system

Applications on the host systems direct I/O operations to file systems or logical volumes that are
mapped by the operating system to virtual paths (vpaths), which are pseudo disk objects that are
supported by the Subsystem Device Driver (SDD). SDD maintains an association between a vpath and a
SAN Volume Controller volume. This association uses an identifier (UID) which is unique to the volume
and is never reused. The UID permits SDD to directly associate vpaths with volumes.

SDD operates within a protocol stack that contains disk and Fibre Channel device drivers that are used to
communicate with the SAN Volume Controller using the SCSI protocol over Fibre Channel as defined by
the ANSI FCS standard. The addressing scheme that is provided by these SCSI and Fibre Channel device
drivers uses a combination of a SCSI logical unit number (LUN) and the worldwide node name (WWNN)
for the Fibre Channel node and ports.

If an error occurs, the error recovery procedures (ERPs) operate at various tiers in the protocol stack.
Some of these ERPs cause 1/0 to be redriven by using the same WWNN and LUN numbers that were
previously used.

SDD does not check the association of the volume with the vpath on every I/O operation that it
performs.

Before you add a node to the clustered system, you must check to see if any of the following conditions
are true:

* The clustered system has more than one I/O group.

* The node that is being added to the clustered system uses physical node hardware or a slot that has
previously been used for a node in the clustered system.

* The node that is being added to the clustered system uses physical node hardware or a slot that has
previously been used for a node in another clustered system and both clustered systems have visibility
to the same hosts and back-end storage.

If any of the previous conditions are true, the following special procedures apply:

¢ The node must be added to the same I/O group that it was previously in. You can use the
command-line interface (CLI) command 1snode or the management GUI to determine the WWN of the
clustered system nodes.
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Before you add the node back into the clustered system, you must shut down all of the hosts using the
clustered system. The node must then be added before the hosts are rebooted. If the I/O group
information is unavailable or it is inconvenient to shut down and reboot all of the hosts by using the
clustered system, then do the following:

— On all of the hosts that are connected to the clustered system, unconfigure the Fibre Channel
adapter device driver, the disk device driver, and multipathing driver before you add the node to
the clustered system.

— Add the node to the clustered system, and then reconfigure the Fibre Channel adapter device driver,
the disk device driver, and multipathing driver.

Scenarios where the special procedures can apply

The following two scenarios describe situations where the special procedures can apply:

Four nodes of an eight-node clustered system have been lost because of the failure of a pair of 2145
UPS or four 2145 UPS-1U. In this case, the four nodes must be added back into the clustered system by
using the CLI command addnede or the management GUIL

Note: You do not need to run the addnode command on a node with a partner that is already in a
clustered system; the clustered system automatically detects an online candidate.

Note: The addnode command is a SAN Volume Controller command. For Storwize V7000, use the
addcontrolenclosurecommand.

A user decides to delete four nodes from the clustered system and add them back into the clustered
system using the CLI command addnode or the management GUI.

Note: The addnode command is a SAN Volume Controller command. For Storwize V7000, use the
addcontrolenclosure command.

For 5.1.0 nodes, the SAN Volume Controller automatically re-adds nodes that failed back to the clustered
system. If the clustered system reports an error for a node missing (error code 1195) and that node has
been repaired and restarted, the clustered system automatically re-adds the node back into the clustered
system. This process can take up to 20 minutes, so you can manually re-add the node by completing the
following steps:

Procedure

1.
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Issue the Tsnode CLI command to list the nodes that are currently part of the clustered system and
determine the I/O group for which to add the node.

The following is an example of the output that is displayed:

1snode -delim :

id:name:UPS_serial_number:WWNN:status:I0_group_id:I0_group_name
:config_node:UPS_unique_id:hardware:iscsi_name:iscsi_alias
:panel_name:enclosure_id:canister_id:enclosure_serial_number
1:nodel::50050868010050B2:0nline:0:10_grpO:yes::100:iqn.1986-03.com.ibm
:2145.cluster0.nodel::02-1:2:1:123ABCG
2:node2::50050869010050B2:0nTine:0:i0_grpO:no::100:ign.1986-03.com.ibm
:2145.cluster0.node2::02-2:2:2:123ABDG

\ %

Storwize V7000 example:
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1snode -delim :

id:name:UPS_serial_number:WWNN:status:I0_group_id:I0_group_name
:config_node:UPS_unique_id:hardware:iscsi_name:iscsi_alias
:panel_name:enclosure_id:canister_id:enclosure_serial_number
1:nodel::50050868010050B2:0nline:0:i0_grpO:yes::100:iqgn.1986-03.com.ibm
:2145.cluster0.nodel::02-1:2:1:123ABCG
2:node2::50050869010050B2:0nTine:0:i0_grpO:no::100:ign.1986-03.com.ibm

:2145.cluster0.node?2::02-2:2:2:123ABDG
\ %

Issue the Isnodecandidate CLI command to list nodes that are not assigned to a clustered system and
to verify that a second node is added to an I/O group.

Note: The 1snodecandidate command is a SAN Volume Controller command. For Storwize V7000,
use the 1scontrolenclosurecandidate command.

The following is an example of the output that is displayed:

1snodecandidate -delim :

id:panel_name:UPS_serial_number:UPS_unique_id:hardware
5005076801000001:000341:10L3ASH:202381001C0D18D8: 8A4
5005076801000009:000237 : 10L3ANF:202381001C0D1796:8A4
50050768010000F4:001245: 10L3ANF:202381001C0D1796:8A4

Issue the addnode CLI command to add a node to the clustered system.

Note: The addnode command is a SAN Volume Controller command. For Storwize V7000, use the
addcontrolenclosure command.

Important: Each node in an I/O group must be attached to a different uninterruptible power supply.

The following is an example of the CLI command you can issue to add a node to the clustered system
by using the panel name parameter:
addnode -panelname 000237

-iogrp io_grp0@
Where 000237 is the panel name of the node, io_grp0 is the name of the I/O group that you are
adding the node to.
The following is an example of the CLI command you can issue to add a node to the clustered system
by using the WWNN parameter:
addnode -wwnodename 5005076801000001

-iogrp io_grpl
Where 5005076801000001 is the WWNN of the node, io_grp1 is the name of the I/O group that you
are adding the node to.
Issue the Tsnode CLI command to verify the final configuration.

The following example shows output that is displayed:

1snode -delim :

id:name:UPS_serial_number:WWNN:status:I0_group_id:I0_group_name:config_node:UPS unique_id:
hardware:iscsi_name:iscsi_alias
1:nodel:10L3ASH:0000000000000000:0ff1ine:0:i0_grpd:no:1000000000003206:
8A4:iqn.1986-03.com.ibm:2145.ndihi11.nodel:

Record the following information for the new node:
* Node name

* Node serial number

+ WWNN
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* IQNs (if using hosts attached by using iSCSI connections)
* All WWPNs
* 1/O group that contains the node

Note: If this command is issued quickly after you add nodes to the clustered system, the status of the
nodes might be adding. The status is shown as adding if the process of adding the nodes to the
clustered system is still in progress. You do not have to wait for the status of all the nodes to be
online before you continue with the configuration process.

Results

The nodes are added to the clustered system.

Displaying node properties by using the CLI

You can use the command-line interface (CLI) to display node properties.
About this task
To display the node properties:

Procedure

1. Use the Tsnode CLI command to display a concise list of nodes in the clustered system.
Issue this CLI command to list the system nodes:
Isnode -delim :

2. Issue the 1snode CLI command and specify the node ID or name of the node that you want to receive
detailed output.

The following example is a CLI command that you can use to list detailed output for a node in the
system:

Isnode -delim : grouplnodel

Where grouplnodel is the name of the node for which you want to view detailed output.

Discovering MDisks using the CLI

You can use the command-line interface (CLI) to discover managed disks (MDisks).
About this task

The clustered system (system) automatically discovers the back-end controller and integrates the
controller to determine the storage that is presented to the system nodes when back-end controllers are:

* Added to the Fibre Channel
* Included in the same switch zone as a system

The Small Computer System Interface (SCSI) logical units (LUs) that are presented by the back-end
controller are displayed as unmanaged MDisks. However, if the configuration of the back-end controller
is modified after this has occurred, the system might be unaware of these configuration changes. You can
request that the system rescan the Fibre Channel SAN to update the list of unmanaged MDisks.

Note: The automatic discovery completed by the system does not write anything to an unmanaged
MDisk. You must instruct the system to add an MDisk to a storage pool or use an MDisk to create an

image mode volume.

Discover (and then view) a list of MDisks:
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Procedure

1. Issue the detectmdisk CLI command to manually scan the Fibre Channel network. The scan discovers
any new MDisks that might have been added to the system and can help rebalance MDisk access
across the available controller device ports.

Notes:

a. Only issue the detectmdisk command when you are sure that all of the disk controller ports are
working and correctly configured in the controller and the SAN zoning. Failure to do this can
result in errors that are not reported.

b. Although it might appear that the detectmdisk command has completed, extra time might be
required for it to run. The detectmdisk is asynchronous and returns a prompt while the command
continues to run in the background. You can use the 1sdiscoverystatus command to view the
discovery status.

2. When the detection is complete, issue the 1smdiskcandidate CLI command to show the unmanaged
MDisks. These MDisks have not been assigned to a storage pool.

3. Issue the 1smdisk CLI command to view all of the MDisks.
Results

You have now seen that the back-end controllers and switches have been set up correctly and that the
system recognizes the storage that is presented by the back-end controller.

Example

This example describes a scenario where a single back-end controller is presenting eight SCSI LUs to the
system:

1. Issue detectmdisk.
2. Issue 1smdiskcandidate.
This output is displayed:

(- ™
id
0
1
2
3
4
5
6

J J

3. Issue 1smdisk -delim :

This output is displayed:

Gsmdisk -delim : h
id:name:status:mode:mdisk_grp_id:mdisk_grp_name:capacity:ctrl_LUN_#:controller_name:UID:tier
0:mdiskO:online:unmanaged:::68.4GB:0000000000000000:controller0:
20000004cf2422aa000000000000000000000000000000000000000000000000 :
1:mdiskl:online:unmanaged:::68.4GB:0000000000000000:controllerl:
20000004cf1fd19d000000000000000000000000000000000000000000000000:
2:mdisk2:online:unmanaged:::68.4GB:0000000000000000:controller2:

\20000004cf242531000000000000000000000000000000000000000000000000: )

Creating storage pools using the CLI

You can use the command-line interface (CLI) to create a storage pool.
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Before you begin

Attention: If you add an MDisk to a storage pool as an MDisk, any data on the MDisk is lost. If you
want to keep the data on an MDisk (for example, because you want to import storage that was
previously not managed by the system), you must create image mode volumes instead.

Assume that the system has been set up and that a back-end controller has been configured to present
new storage to the system.

If you are using a flash drive managed disk on your system, ensure that you are familiar with the flash
drive configuration rules.

If you intend to keep the volume allocation within one storage system, ensure that all MDisks in the
storage pool are presented by the same storage system.

Ensure that all MDisks that are allocated to a single storage pool are of the same RAID type. If the
storage pool has more than one tier of storage, ensure that all MDisks in the same tier are of the same
RAID type. When using Easy Tier®, all of the MDisks in a storage pool in the same tier must be similar
and have similar performance characteristics. If you do not use Easy Tier, the storage pool must contain
only one tier of storage, and all of the MDisks in the storage pool must be similar and have similar
performance characteristics.

As you plan how many pools to create, consider the following factors:

* A volume can only be created using the storage from one storage pool. Therefore, if you create small
(storage pools), you might lose the benefits that are provided by virtualization, namely more efficient
management of free space and a more evenly distributed workload for better performance.

+ If any MDisk in an storage pool goes offline, all the (volumes) in the storage pool go offline. Therefore
you might want to consider using different storage pools for different back-end controllers or for
different applications.

* If you anticipate regularly adding and removing back-end controllers or storage, this task is made
simpler by grouping all the MDisks that are presented by a back-end controller into one storage pool.

* All the MDisks in a storage pool must have similar levels of performance or reliability, or both. If a
storage pool contains MDisks with different levels of performance, the performance of the (volumes) in
this group is limited by the performance of the slowest MDisk. If a storage pool contains MDisks with
different levels of reliability, the reliability of the (volumes) in this group is that of the least reliable
MDisk in the group.

Note: When you create a pool with a new flash drive, the new flash drive is automatically formatted and
set to a block size of 512 bytes.

About this task

Even with the best planning, circumstances can change and you must reconfigure your (storage pools)
after they have been created. The data migration facilities that are provided by the system enable you to
move data without disrupting I/0.

Choosing a storage pool extent size

As you plan the extent size of each new pool, consider the following factors:
* You must specify the extent size when you create a new storage pool.

* You cannot change the extent size later; it must remain constant throughout the lifetime of the storage
pool.

* Storage pools can have different extent sizes; however, this places restrictions on the use of data
migration.
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* The extent size affects the maximum size of a volume in the storage pool. A larger extent size
increases the total amount of storage that the system can manage, and a smaller extent size allows
more fine-grained control of storage allocation.

compares the maximum volume capacity for each extent size. The maximum is different for
thin-provisioned volumes. Because the system allocates a whole number of extents to each volume that is
created, using a larger extent size might increase the amount of storage that is wasted at the end of each
volume. Larger extent sizes also reduces the ability of the system to distribute sequential I/O workloads
across many MDisks and therefore can reduce the performance benefits of virtualization.

Table 6. Maximum volume capacity by extent size

Extent size (MB) Maximum volume capacity in GB (not Maximum volume capacity in GB
thin-provisioned volumes) (thin-provisioned volumes)
16 2048 (2 TB) 2000
32 4096 (4 TB) 4000
64 8192 (8 TB) 8000
128 16,384 (16 TB) 16,000
256 32,768 (32 TB) 32,000
512 65,536 (64 TB) 65,000
1024 131,072 (128 TB) 130,000
2048 262,144 (256 TB) 260,000
4096 262,144 (256 TB) 262,144
8192 262,144 (256 TB) 262,144

Important: You can specify different extent sizes for different storage pools; however, you cannot migrate
(volumes) between storage pools with different extent sizes. If possible, create all your storage pools with
the same extent size.

Use the following steps to create a storage pool:
Procedure

Issue the mkmdiskgrp CLI command to create a storage pool.
This is an example of the CLI command you can issue to create a storage pool:

mkmdiskgrp -name maindiskgroup -ext 32
-mdisk mdsk@:mdskl:mdsk2:mdsk3

where maindiskgroup is the name of the storage pool that you want to create, 32 MB is the size of the
extent you want to use, and mdsk0, mdsk1, mdsk2, mdsk3 are the names of the four MDisks that you want
to add to the group.

Results
You created and added MDisks to a storage pool.

Example

The following example provides a scenario where you want to create a storage pool, but you do not have
any MDisks available to add to the group. You plan to add the MDisks at a later time. You use the
mkmdiskgrp CLI command to create the storage pool bkpmdiskgroup and later used the addmdisk CLI
command to add mdsk4, mdsk5, mdsk6, mdsk7 to the storage pool.

1. Issue mkmdiskgrp -name bkpmdiskgroup -ext 32
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where bkpmdiskgroup is the name of the storage pool that you want to create and 32 MB is the size of
the extent that you want to use.

2. You find four MDisks that you want to add to the storage pool.
3. Issue addmdisk -mdisk mdsk4:mdsk5:mdsk6:mdsk7 bkpdiskgroup

where mdsk4, mdsk5, mdsk6, mdsk7 are the names of the MDisks that you want to add to the storage
pool and bkpdiskgroup is the name of the storage pool for which you want to add MDisks.

Adding MDisks to storage pools using the CLI

You can use the command-line interface (CLI) to add managed disks (MDisks) to storage pools.
Before you begin

The MDisks must be in unmanaged mode. Disks that already belong to a storage pool cannot be added
to another storage pool until they have been deleted from their current storage pool. An MDisk can be
deleted from a storage pool under these circumstances:

* If the MDisk does not contain any extents in use by a volume
* If you can first migrate the extents in use onto other free extents within the group

About this task

Important: Do not add an MDisk using this procedure if you are mapping the MDisk to an image mode
volume. Adding an MDisk to a storage pool enables the system to write new data to the MDisk;
therefore, any existing data on the MDisk is lost. If you want to create an image mode volume, use the
mkvdisk command instead of addmdi sk.

If you are using a flash drive managed disk on your system, ensure that you are familiar with the flash
drive configuration rules.

The system performs tests on the MDisks in the list before the MDisks are allowed to become part of a
storage pool when:

* Adding MDisks to a storage pool using the addmdisk command
* Creating a storage pool using the mkmdiskgrp -mdisk command

These tests include checks of the MDisk identity, capacity, status and the ability to perform both read and
write operations. If these tests fail or exceed the time allowed, the MDisks are not added to the group.
However, with the mkmdiskgrp -mdisk command, the storage pool is still created even if the tests fail, but
it does not contain any MDisks. If tests fail, confirm that the MDisks are in the correct state and that they
have been correctly discovered.

These events contribute to an MDisk test failure:

* The MDisk is not visible to all system nodes in the clustered system.

* The MDisk identity has changed from a previous discovery operation.

* The MDisk cannot perform read or write operations.

* The status of the MDisk can be either degraded paths, degraded ports, excluded, or offline.
* The MDisk does not exist.

These events contribute to an MDisk test timeout:
* The disk controller system on which the MDisk resides is failing.
* A SAN fabric or cable fault condition exists that is preventing reliable communication with the MDisk.
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Note: The first time that you add a new flash drive to a pool, the flash drive is automatically formatted
and set to a block size of 512 bytes.

Procedure

To add MDisks to storage pools, complete the following steps.

1. Issue the Ismdiskgrp CLI command to list the existing storage pools.
This example is a CLI command that you can issue to list the existing storage pools:
Ismdiskgrp -delim :
This is an example of the output that is displayed:

id:name:status:mdisk_count:vdisk_count:
capacity:extent_size:free_capacity:virtual_capacity:
used_capacity:real_capacity:overallocation:warning
0:mdiskgrpO:online:3:4:33.3GB:16:32.8GB:64.00MB:64.00MB:64.00MB:0:0
l:mdiskgrpl:online:2:1:26.5GB:16:26.2GB:16.00MB:16.00MB:16.00MB:0:0
2:mdiskgrp2:online:2:0:33.4GB:16:33.4GB:0.00MB:0.00MB:0.00MB:0:0

2. Issue the addmdisk CLI command to add MDisks to the storage pool.
This is an example of the CLI command you can issue to add MDisks to a storage pool:
svctask addmdisk -mdisk mdisk4:mdisk5:mdisk6:mdisk7 bkpmdiskgroup

Where mdisk4:mdisk5:mdisk6:mdisk7 are the names of the MDisks that you want to add to the storage
pool and bkpmdiskgroup is the name of the storage pool for which you want to add the MDisks.

Setting a quorum disk using the CLI

You can set an external managed disk (MDisk) as a quorum disk by using the command-line interface
(CLI).

Note: Quorum functionality is not supported for internal drives on nodes.

To set an MDisk as a quorum disk, use the chquorum command. Storwize V7000: To set an external
MDisk as a quorum disk, use the chquorum command.

When setting an MDisk as a quorum disk, keep the following recommendations in mind:

* When possible, distribute the quorum candidate disks so that each MDisk is provided by a different
storage system. For a list of storage systems that support quorum disks, search for supported hardware
1ist at the following website:

[www.ibm.com /support]

* Before you set the quorum disk with the chquorum command, use the 1smdisk or 1sdrive command to
ensure that the MDisk you want is online. If you want to set a drive as quorum, use 1sdrive to make
sure it is online. If you want to set an MDisk as quorum, use 1smdisk to make sure it is online.

Quorum disk configuration describes how quorum disks are used by the system, and how they are selected.
The system automatically assigns quorum disks. Do not override the quorum disk assignment if you
have a system without external MDisks. For a system with more than one control enclosure and with
external MDisks, distribute the quorum candidate disks (when possible) so that each MDisk is provided
by a different storage system. For a list of storage systems that support quorum disks, search for
supported hardware 1list at the following website:

www.ibm.com /support]
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Modifying the amount of available memory for Copy Services, Volume
Mirroring, and RAID arrays by using the CLI

You can use the command-line interface (CLI) to modify the amount of memory that is available for
RAID arrays, the volume mirroring feature, and the FlashCopy, Metro Mirror, Global Mirror, or
HyperSwap® active-active Copy Services features.

About this task

Copy Services features and RAID require that small amounts of volume cache be converted from cache
memory into bitmap memory to allow the functions to operate. If you do not have enough bitmap space
allocated when you try to use one of the functions, you will not be able to complete the configuration.

The total memory that can be dedicated to these functions is not defined by the physical memory in the
system. The memory is constrained by the software functions that use the memory.

In planning the installation for a system, consider the future requirements for the advanced functions.

The following tables describe the amount of bitmap space necessary to configure the various Copy
Services functions and RAID:

This table provides an example of the amount of memory that is required for remote mirroring functions,
FlashCopy functions, and volume mirroring.

Table 7. Examples of memory required

Function Grain size 1 MiB of memory provides the
following volume capacity for the
specified I/0 group

Remote copy 256 KiB 2 TiB of total Metro Mirror, Global
Mirror, or HyperSwap volume
capacity

FlashCopy 256 KiB 2 TiB of total FlashCopy source
volume capacity

FlashCopy 64 KiB 512 GiB of total FlashCopy source
volume capacity

Incremental FlashCopy 256 KiB 1 TiB of total incremental FlashCopy
source volume capacity

Incremental FlashCopy 64 KiB 256 GiB of total incremental
FlashCopy source volume capacity

Volume mirroring 256 KiB 2 TiB of mirrored volume capacity

Notes:

1. For multiple FlashCopy targets, you must consider the number of mappings. For example, for a mapping with a
grain size of 256 KiB, 8 KiB of memory allows one mapping between a 16 GiB source volume and a 16 GiB
target volume. Alternatively, for a mapping with a 256 KiB grain size, 8 KiB of memory allows two mappings
between one 8 GiB source volume and two 8 GiB target volumes.

2. When creating a FlashCopy mapping, if you specify an I/O group other than the I/O group of the source
volume, the memory accounting goes toward the specified I/O group, not toward the I/O group of the source
volume.

3. For volume mirroring, the full 512 MiB of memory space enables 1 PiB of total volume mirroring capacity.

4. When creating new FlashCopy relationships or mirrored volumes, additional bitmap space is allocated
automatically by the system if required.
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provides an example of RAID level comparisons with their bitmap memory cost, where MS is the
size of the member drives and MC is the number of member drives.

Table 8. RAID level comparisons

Level Member count | Approximate capacity |Redundancy Approximate bitmap memory
cost

RAID-0 1-8 MC * MS None (1 MB per 2 TB of MS) * MC

RAID-1 2 MS 1 (1 MB per 2 TB of MS) *
MC/2)

RAID-5 3-16 (MC-1) * MS 1 1 MB per 2 TB of MS with a

strip size of 256 KB; double
with strip size of 128 KB.

RAID-6 5-16 less than (MC-2 * MS) |2

RAID-10 2-16 (evens) MC/2 * MS 1 (1 MB per 2 TB of MS) *
(MC/2)

Note: There is a margin of error on the approximate bitmap memory cost of approximately 15%. For example, the
cost for a 256 KB strip size for RAID-5 is ~1.15 MB for the first 2 TB of MS.

Before you specify the configuration changes, consider the following factors:

* For FlashCopy mappings, only one 1/O group consumes bitmap space. By default, the I/O group of
the source volume is used.

* For Metro Mirror, Global Mirror, and HyperSwap active-active relationships, two bitmaps exist. For
Metro Mirror or Global Mirror relationships, one is used for the master system and one is used for the
auxiliary system because the direction of the relationship can be reversed. For active-active
relationships, which are configured automatically when HyperSwap volumes are created, one bitmap is
used for the volume copy on each site because the direction of these relationships can be reversed.

* When you create a reverse mapping; for example, to run a restore operation from a snapshot to its
source volume; a bitmap is also created for this reverse mapping.

* When you configure change volumes for use with Global Mirror or Metro Mirror, two internal
FlashCopy mappings are created for each change volume.

* The smallest possible bitmap is 4 KiB; therefore, a 512 byte volume requires 4 KiB of bitmap space.

On existing systems, also consider these factors:

* When you create FlashCopy mappings and mirrored volumes, HyperSwap volumes, or formatted, fully
allocated volumes, the system attempts to automatically increase the available bitmap space. You do
not need to manually increase this space.

* Metro Mirror and Global Mirror relationships do not automatically increase the available bitmap space.
You might need to use the chiogrp command or the management GUI to manually increase the space
in one or both of the master and auxiliary systems.

To modify and verify the amount of memory that is available, complete the following steps:

Procedure

1. Issue the following command to modify the amount of memory that is available for Volume Mirroring
or a Copy Service feature:
chiogrp -feature flash |remote | mirror -size memory size io_group_id | io_group_name

where flash | remote | mirror is the feature that you want to modify, memory_size is the amount of
memory that you want to be available, and io_group_id | io_group_name is the ID or name of the I/O
group for which you want to modify the amount of available memory.

2. Issue the following command to verify that the amount of memory has been modified:
Isiogrp object _id | object name
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where object_id | object_name is the ID or name of the I/O group for which you have modified the
amount of available memory.

The following information is an example of the output that is displayed.

(a0
name io_grp0
node_count 2
vdisk_count 40
host_count 1
flash_copy_total_memory 5.0MB
flash_copy_free_memory 5.0MB
remote_copy total_memory 20.0MB
remote_copy_free_memory 20.0MB
mirroring_total_memory 20.0MB
mirroring_free_memory 20.0MB
raid_total_memory 40.0MB
raid_free_memory 0.1MB
maintenance no
compression_active no
accessible_vdisk_count 40
compression_supported yes
max_enclosures 21

encryption_supported yes

\

Creating volumes using the CLI

You can use the command-line interface (CLI) to create a volume. You can create volumes that are not
high availability volumes or you can create high availability volumes.

Before you begin

If the volume that you are creating maps to a flash drive, the data that is stored on the volume is not
protected against Flash drive failures or node failures. To avoid data loss, add a volume copy that maps
to a Flash drive on another node.

This task assumes that the clustered system (system) has been set up and that you have created storage
pools. You can establish an empty storage pool to hold the MDisks that are used for image mode
volumes.

About this task

Note: If you want to keep the data on an MDisk, create image mode (volumes). This task describes how
to create a volume with striped virtualization.

Use the mkvdisk command to create sequential, striped, or image mode volumes that are not high
availability volumes. Use the mkvolume command to create high availability volumes (or volumes that are
not high availability). Use the mkimagevolume command to create an image mode volume by importing
(preserving) data on a managed disk from another storage system.

Procedure

To create volumes, complete these steps.

1. Issue the Ismdiskgrp CLI command to list the available storage pools and the amount of free storage
in each group.

Issue this CLI command to list storage pools:
Ismdiskgrp -delim :
This output is displayed:
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id:name:status:mdisk_count:vdisk_count:capacity:extent_size:free_capacity:virtual_capacity:
used_capacity:real_capacity:overallocation:warning:easy tier:easy tier_status
0:mdiskgrp0:degraded:4:0:34.2GB:16:34.2GB:0:0:0:0:0:auto:inactive
1:mdiskgrpl:online:4:6:200GB:16:100GB:400GB:75GB:100GB:200:80:0n:active

2. Decide which storage pool you want to provide the storage for the volume.

3. Issue the Isiogrp CLI command to show the I/O groups and the number of volumes assigned to each
1/0 group.

Note: It is normal for systems with more than one I/O group to have mkvdisk that have volumes in
different I/O groups. You can use FlashCopy to make copies of volumes regardless of whether the
source and target volume are in the same I/O group.

Similarly, if you plan to use intra-system Metro Mirror or Global Mirror, both the master and auxiliary
volume can be in the same I/O group or different I/O groups.

Issue this CLI command to list I/O groups:
1siogrp -delim :
This output is displayed:

id:name:node_count:vdisk_count:host_count
0:i0_grp0:2:0:2

l:i0_grpl:2:0:1

2:10_grp2:0:0:0

3:10_grp3:0:0:0

4:recovery_io_grp:0:0:0

4. Decide which I/O group you want to assign the volume to. This determines which system nodes in
the system process the I/O requests from the host systems. If you have more than one I/O group,
make sure you distribute the volumes between the 1/O groups so that the I/O workload is shared
evenly between all system nodes.

5. Issue the mkvdisk CLI command to create a volume (that is not a high availability volume) that uses
striped virtualization. Use the mkvolume command to create high availability volumes.

The rate at which the volume copies resynchronize after loss of synchronization can be specified by
using the -syncrate parameter. defines the rates. These settings also affect the initial rate of
formatting.

Table 9. Volume copy resynchronization rates

Syncrate value Data copied per second
1-10 128 KB
11-20 256 KB
21-30 512 KB
31-40 1 MB
41-50 2 MB
51-60 4 MB
61-70 8 MB
71-80 16 MB
81-90 32 MB
91-100 64 MB

The default setting is 50. The synchronization rate must be set such that the volume copies
resynchronize quickly after loss of synchronization.
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6.

Issue this CLI command to create a volume with two copies using the I/O group and storage pool
name and specifying the synchronization rate:
mkvdisk -iogrp io grpl -mdiskgrp grpa:grpb -size500 -vtype striped
-copies 2 —syncrate 90
where io_grp1 is the name of the I/O group that you want the volume to use, grpa is the name of the
storage pool for the primary copy of the volume and grpb is the name of the storage pool for the
second copy of the volume, and 2 is the number of volume copies and the synchronization rate is 90
which is equivalent to 32MB per second.
Issue this CLI command to create a volume using the I/O group ID and storage pool ID:
mkvdisk -name mainvdiskl -iogrp 0

-mdiskgrp 0@ -vtype striped -size 256 -unit gb
where mainvdiskl is the name that you want to call the volume, 0 is the ID of the I/O group that want
the volume to use, 0 is the ID of the storage pool that you want the volume to use, and 256 is the
capacity of the volume.
Issue this CLI command to create a thin-provisioned volume using the I/O group and storage pool
name:
mkvdisk -iogrp io_grpl -mdiskgrp bkpmdiskgroup -vtype striped
-size 10 unit gb -rsize 20% -autoexpand -grainsize 32
where io_grp1 is the name of the I/O group that you want the volume to use and 20% is how much
real storage to allocate to the volume, as a proportion of its virtual size. In this example, the size is 10
GB so that 2 GB will be allocated.
Issue this CLI command to create a volume with two copies using the I/O group and storage pool
name:
mkvdisk -iogrp io_grpl -mdiskgrp grpa:grpb
-size 500 -vtype striped -copies 2
where io_grpl is the name of the I/O group that you want the volume to use, grpa is the name of the
storage pool for the primary copy of the volume and grpb is the name of the storage pool for the
second copy of the volume, and 2 is the number of volume copies.
Issue this CLI command to create a striped high availability volume:

mkvolume -pool 0:1 -size 1000

This creates a volume in storage pool 0 with a capacity of 1000 MBs.
Issue this CLI command to create an image mode volume:
mkimagevolume -mdisk 7 -pool 1 -thin -size 25 -unit gb

This imports a thin-provisioned image mode volume with a virtual capacity of 25 GB in storage pool
1 using MDisk 7.

Note: If you want to create two volume copies of different types, create the first copy using the
mkvdisk command and then add the second copy using the addvdiskcopy command.To create a high
availability volume, use the mkvolume command. To convert a basic volume to a high availability
volume use the addvolumecopy command.

Issue the 1svdisk CLI command to list all the volumes that have been created.

Adding a copy to a volume

You can use the management GUI or command-line interface (CLI) to add a mirrored copy to a volume.
Each volume can have a maximum of two copies.

Before you begin

The system supports mirrored copies for both standard topology, which consists of a single site, and
HyperSwap and stretched system topologies, which consist of multiple sites. Both HyperSwap and
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stretched system topologies are used for high availability configurations. However, in HyperSwap
topologies, separate I/O groups are at each site. For stretched system, individual I/O groups are split
between sites with each node in the I/O group at separate sites. If you are adding a mirrored copy to a
volume used in a standard topology, use the addvdiskcopy command or the management GUI. For
HyperSwap and stretched volumes, use the addvolumecopy. In the management GUI, select Volumes,
right-click the volume, and select Add Volume Copies.

Deleting a copy from a volume

You can use the management GUI or command-line interface (CLI) to delete a copy from a volume.
Before you begin

The system supports mirrored copies for both standard topology, which consists of a single site, and
HyperSwap and stretched system topologies, which consist of multiple sites. Both HyperSwap and
stretched system topologies are used for high availability configurations. However, in HyperSwap
topologies, separate I/O groups are at each site. For stretched system, individual I/O groups are split
between sites with each node in the I/O group at separate sites.The system supports mirrored copies for
both standard topology, which consists of a single site, and HyperSwap and stretched system topologies,
which consist of multiple sites. Both HyperSwap and stretched system topologies are used for high
availability configurations. However, in HyperSwap topologies, separate I/O groups are at each site. For
stretched system, individual I/O groups are split between sites with each node in the I/O group at
separate sites. If you are deleting a copy to a volume used in a single system, use the rmvdiskcopy
command or the management GUIL For HyperSwap volumes, use the rmvolumecopy. In the management
GUI, select Volumes, right-click the volume copy, and select Delete this Copy.

Configuring host objects

You can use the management GUI or command-line interface (CLI) to create host objects.
Before you begin

If you are configuring a host object on a Fibre Channel attached host, ensure that you have completed all
zone and switch configuration. Also test the configuration to ensure that zoning was created correctly.

If you are configuring a host object on the clustered system (system) that uses iSCSI connections, ensure
that you have completed the necessary host-system configurations and have configured the system for
iSCSI connections.

At least one WWPN or iSCSI name must be specified.

To create a host object in the management GUI, select Hosts > Hosts > Add Hosts.
About this task

To create host objects with the command-line interface, use the following steps:

Procedure

1. Issue the mkhost CLI command to create a logical host object for a Fibre Channel attached host.
Assign your worldwide port name (WWPN) for the host bus adapters (HBAs) in the hosts.

This is an example of the CLI command that you can issue to create a Fibre Channel attached host:

mkhost -name new_name -fcwwpn wwpn_list

where new_name is the name of the host and wwpn_list is the WWPN of the HBA.
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2. To create an iSCSI-attached host, issue the following CLI command:
mkhost -iscsiname iscsi_name_list

where iscsi_name_list specifies one or more iSCSI qualified names (IQNSs) of this host. Up to 16 names can be
specified, provided that the command-line limit is not reached. Each name should comply with the iSCSI standard,
RFD 3720.

3. To add ports to a Fibre Channel attached host, issue the addhostport CLI command.

For example, issue the following CLI command:

addhostport -hbawwpn wwpn_list new_name
This command adds another HBA WWPN wwpn_list to the host that was created in step
4. To add ports to an iSCSlI-attached host, issue the addhoestport CLI command.

For example, issue the following CLI command:

addhostport -iscsiname iscsi_name_list new_name

where iscsi_name_list specifies the comma-separated list of IQNs to add to the host. This command adds an IQN to
the host that was created in step El

5. To set up Challenge Handshake Authentication Protocol (CHAP) to authenticate iSSCI-attached hosts,
issue the chhost CLI command. The system supports both one-way and two-way CHAP
authentication. In one-way CHAP authentication, the system authenticates to the host and with
two-way chap authentication, both the host and the system authenticate to each other. You can specify
the one-way chap secret and the user name for that host object by using the chhost command that
will be used in one-way chap authentication. For example, issue the following CLI command:

chhost -chapsecret chap_secret —iscsiusername username

where chap_secret is the CHAP secret that is used to authenticate the host for iSCSI I/O and username
is the user name for the host object and is used in one-way authentication for iSCSI host logins. If this
parameter is not specified, the IQN for the host is used as the user name. To list the CHAP secret and
the user name for each host, use the 1siscsiauth command. To clear any previously set CHAP secret
for a host, use the chhost -nochapsecret command.

What to do next
After you create the host object on the system, you can map volumes to a host.

If you are unable to discover the disk on the host system or if there are fewer paths available for each
disk than expected, test the connectivity between your host system and the system. Depending on the
connection type to the host, these steps might be different. For iSCSI-attached hosts, test your
connectivity between the host and system ports by pinging the system from the host. Ensure that the
firewall and router settings are configured correctly and validate that the values for the subnet mask and
gateway are specified correctly for the system host configuration.

For Fibre Channel attached hosts, ensure that the active switch configuration includes the host zone and
check the host-port link status. To verify end-to-end connectivity, you can use the 1sfabric CLI command
or the View Fabric panel under the Service and Maintenance container in the management GUI.

Creating host mappings by using the CLI

You can use the command-line interface (CLI) to create volume-to-host mappings (host mappings).
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About this task

Note: To understand the CLI for creating shared mappings in a host cluster, see the information about
host clusters and the mkhostcluster command.

To create host mappings, follow these steps:

Procedure

1. Issue the mkvdiskhostmap CLI command to create host mappings.
This example is a CLI command that you can issue to create host mappings:
mkvdiskhostmap -host demohostl mainvdiskl
Where demohost] is the name of the host and mainvdisk1 is the name of the volume.

2. After you map volumes to hosts, discover the disks on the host system. This step requires that you
access the host system and use the host system utilities to discover the new disks that are made
available by the system. You also have the option of creating a file system for those new disks. For
more information about completing this task, see your host system documentation.

Creating FlashCopy mappings by using the CLI

You can use the command line interface (CLI) to create FlashCopy mappings.
Before you begin

A FlashCopy mapping specifies the source and target volume. Source volumes and target volumes must
meet these requirements:

* They must be the same size.
* They must be managed by the same clustered system (system).

About this task

A volume can be the source in up to 256 mappings. A mapping is started at the point in time when the
copy is required.

This task creates FlashCopy mappings:

Procedure

1. The source and target volume must be the exact same size. Issue the 1svdisk -bytes CLI command to
find the size (capacity) of the volume in bytes.

2. Issue the mkfcmap CLI command to create a FlashCopy mapping.
This CLI command example creates a FlashCopy mapping and sets the copy rate:

mkfcmap -source mainvdiskl -target bkpvdiskl
-name mainlcopy -copyrate 75

Where mainvdiskl is the name of the source volume, bkpvdiskl is the name of the volume that you
want to make the target volume, mainlcopy is the name that you want to call the FlashCopy mapping,
and 75 is the copy rate (which translates to MB per second).

This is an example of the CLI command you can issue to create FlashCopy mappings without the
copy rate parameter:

mkfcmap -source mainvdisk? -target bkpvdisk2
-name mainZcopy

Where mainvdisk2 is the name of the source volume, bkpvdisk?2 is the name of the volume that you
want to make the target volume, main2copy is the name that you want to call the FlashCopy mapping.
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Note: The default copy rate of 50 (which translates to 2 MB per second) is used when you do not
specify a copy rate.

If the specified source and target volumes are also the target and source volumes of an existing
mapping, the mapping that is being created and the existing mapping become partners. If one
mapping is created as incremental, its partner is automatically incremental. A mapping can have only
one partner.

Issue the 1sfcmap CLI command to check the attributes of the FlashCopy mappings that were created:
This is an example of a CLI command that you can issue to view the attributes of the FlashCopy
mappings:

1sfcmap -delim :

Where -delim specifies the delimiter and is an example of the output that is displayed:

id:name:source_vdisk_id:source_vdisk_name:target_vdisk_id:target_vdisk_name:
group_id:group_name:status:progress:copy_rate:clean_progress:incremental
0:mainlcopy:77:vdisk77:78:vdisk78:::idle_or_copied:0:75:100:0ff
1:main2copy:79:vdisk79:80:vdisk80:::idle_or_copied:0:50:100:0ff

Preparing and starting a FlashCopy mapping by using the CLI

Before you start the FlashCopy process by using the command line interface (CLI), you must prepare a
FlashCopy mapping.

About this task

Starting a FlashCopy mapping creates a point-in-time copy of the data on the source volume and writes it
to the target volume for the mapping.

These steps help you prepare and start a FlashCopy mapping:

Procedure

1.

34

Issue the prestartfcmap CLI command to prepare the FlashCopy mapping.

To run the following command, the FlashCopy mapping cannot belong to a consistency group.
prestartfcmap -restore mainlcopy

Where mainlcopy is the name of the FlashCopy mapping.

This command specifies the optional restore parameter, which forces the mapping to be prepared
even if the target volume is being used as a source in another active FlashCopy mapping.

The mapping enters the preparing state and moves to the prepared state when it is ready.
Issue the Tsfcmap CLI command to check the state of the mapping.
The following code is an example of the output that is displayed:

1sfcmap -delim :
id:name:source_vdisk_id:source_vdisk_name:target_vdisk_id:
target_vdisk_name:group_id:group_name:status:progress:copy rate
0:mainlcopy:0:mainvdiskl:1:bkpvdiskl:::prepared:0:50

Issue the startfemap CLI command to start the FlashCopy mapping.

The following code is an example of the CLI command you can issue to start the FlashCopy mapping:
startfcmap -restore mainlcopy

Where mainlcopy is the name of the FlashCopy mapping.

This command specifies the optional restore parameter, which forces the mapping to be started even
if the target volume is being used as a source in another active FlashCopy mapping.

Issue the 1sfcmapprogress CLI command with the FlashCopy mapping name or ID to check the
progress of the mapping.
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The following code is an example of the output that is displayed; the FlashCopy mapping ID 0 is 47%
completed.

1sfcmapprogress -delim :
id:progress
0:47

Results

You created a point-in-time copy of the data on a source volume and wrote that data to a target volume.
The data on the target volume is only recognized by the hosts that are mapped to it.

Stopping FlashCopy mappings by using the CLI

You can use the command-line interface (CLI) to stop a FlashCopy mapping.
About this task

Follow these steps to stop a single stand-alone FlashCopy mapping.

Procedure

1. To stop a FlashCopy mapping, issue the following stopfcmap command:
stopfcmap fc_map_id or fc_map_name
where fc_map_id or fc_map_name is the ID or name of the mapping to stop.

2. To stop immediately all processing that is associated with the mapping and break the dependency on
the source volume of any mappings that are also dependent on the target disk, issue the following
command:
stopfcmap -force -split fc_map_id or fc_map_name
When you use the force parameter, all FlashCopy mappings that depend on this mapping (as listed
by the 1sfcmapdependentmaps command) are also stopped.

Important: Using the force parameter might result in a loss of access. Use it only under the direction
of the IBM Support Center.

The split parameter can be specified only when stopping a map that has a progress of 100 as shown
by the 1sfcmap command. The split parameter removes the dependency of any other mappings on
the source volume. It might be used before starting another FlashCopy mapping whose target disk is
the source disk of the mapping that is being stopped. After the mapping is stopped with the split
option, you can start the other mapping without the restore option.

Deleting a FlashCopy mapping using the CLI

You can use the command-line interface (CLI) to delete a FlashCopy mapping.
Before you begin

The rmfcmap CLI command deletes an existing mapping if the mapping is in the idle_or_copied or
stopped state. If it is in the stopped state, the force parameter is required to specify that the target
volume is brought online. If the mapping is in any other state, you must stop the mapping before you
can delete it.

If deleting the mapping splits the tree that contains the mapping, none of the mappings in either

resulting tree can depend on any mapping in the other tree. To display a list of dependent FlashCopy
mappings, use the 1sfcmapdependentmaps command.
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About this task

Procedure

1. To delete an existing mapping, issue the rmfcmap CLI command:
rmfcmap fc_map_id or fc_map_name
where fc_map_id or fc_map_name is the ID or name of the mapping to delete.

2. To delete an existing mapping and bring the target volume online, issue the following command:
rmfcmap -force fc_map_id or fc_map_name

where fc_map_id or fc_map_name is the ID or name of the mapping to delete.
Results

The command does not return any output.

Creating a FlashCopy consistency group and adding mappings using
the CLI

You can use the command-line interface (CLI) to create and add mappings to a FlashCopy consistency

group.
About this task

If you have created several FlashCopy mappings for a group of volumes that contain elements of data for
the same application, it can be convenient to assign these mappings to a single FlashCopy consistency
group. You can then issue a single prepare or start command for the whole group. For example, you can
copy all of the files for a database at the same time.

Procedure

To add FlashCopy mappings to a new FlashCopy consistency group, complete the following steps.
1. Issue the mkfcconsistgrp CLI command to create a FlashCopy consistency group.

The following CLI command is an example of the command you can issue to create a FlashCopy
consistency group:

mkfcconsistgrp -name FCcgrp0 -autodelete

Where FCcgrp0 is the name of the FlashCopy consistency group. The -autodelete parameter specifies
to delete the consistency group when the last FlashCopy mapping is deleted or removed from the
consistency group.

2. Issue the Isfcconsistgrp CLI command to display the attributes of the group that you have created.

The following CLI command is an example of the command you can issue to display the attributes of
a FlashCopy consistency group:

1sfcconsistgrp -delim : FCcgrp0
The following output is an example of the output that is displayed:

id:1

name:FCcgrp0
status:idle_or_copied
autodelete:on
FC_mapping_id:0
FC_mapping_name:fcmap0
FC_mapping_id:1
FC_mapping_name: fcmapl

Note: For any group that has just been created, the status reported is empty
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3. Issue the chfcmap CLI command to add FlashCopy mappings to the FlashCopy consistency group:

The following CLI commands are examples of the commands you can issue to add Flash Copy
mappings to the FlashCopy consistency group:

chfcmap -consistgrp FCcgrp® mainlcopy
chfcmap -consistgrp FCcgrp@ mainZcopy

Where FCcgrp0 is the name of the FlashCopy consistency group and mainlcopy, main2copy are the
names of the FlashCopy mappings.

4. Issue the Isfcmap CLI command to display the new attributes of the FlashCopy mappings.
The following output is an example of the output that is displayed:

1sfcmap -delim :
id:name:source_vdisk_id:source_vdisk_name:target_vdisk_id:
target_vdisk_name:group_id:group_name:status:progress:copy_rate
0:mainlcopy:28:maindiskl:29:bkpdiskl:1:FCcgrpO:idle_copied::75
1:main2copy:30:maindisk2:31:bkpdisk2:1:FCcgrpO:idle_copied::50

5. Issue the Isfcconsistgrp CLI command to display the detailed attributes of the group.

The following CLI command is an example of the command that you can issue to display detailed
attributes:

Isfcconsistgrp -delim : FCcgrp0
Where FCcgrp0 is the name of the FlashCopy consistency group, and -delim specifies the delimiter.
The following output is an example of the output that is displayed:

id:1

name:FCcgrp0
status:idle_or_copied
autodelete:off
FC_mapping_id:0
FC_mapping_name:mainlcopy
FC_mapping_id:1
FC_mapping_name:main2copy

Preparing and starting a FlashCopy consistency group using the CLI

You can use the command-line interface (CLI) to prepare and start a FlashCopy consistency group to start
the FlashCopy process.

About this task

The successful completion of the FlashCopy process creates a point-in-time copy of the data on the source
virtual disk or VDisk (volume) and writes it to the target volume for each mapping in the group. When
several mappings are assigned to a FlashCopy consistency group, only a single prepare command is
issued to prepare every FlashCopy mapping in the group; only a single start command is issued to start
every FlashCopy mapping in the group.

Procedure

To prepare and start a FlashCopy consistency group, complete the following steps.

1. Issue the prestartfcconsistgrp CLI command to prepare the FlashCopy consistency group. This
command must be issued before the copy process can begin.

Remember: A single prepare command prepares all of the mappings simultaneously for the entire
group.

An example of the CLI command issued to prepare the FlashCopy consistency group:
prestartfcconsistgrp -restore maintobkpfcopy

Where maintobkpfcopy is the name of the FlashCopy consistency group
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The optional restore parameter forces the consistency group to be prepared, even if the target volume
is being used as a source volume in another active mapping. An active mapping is in the copying,
suspended, or stopping state. The group enters the preparing state, and then moves to the prepared
state when it is ready.

2. Issue the Isfcconsistgrp command to check the status of the FlashCopy consistency group.
An example of the CLI command issued to check the status of the FlashCopy consistency group.
1sfcconsistgrp -delim :
An example of the output displayed:

id:name:status
1:maintobkpfcopy:prepared

3. Issue the startfcconsistgrp CLI command to start the FlashCopy consistency group to make the copy.

Remember: A single start command starts all the mappings simultaneously for the entire group.
An example of the CLI command issued to start the FlashCopy consistency group mappings:
startfcconsistgrp -prep -restore maintobkpfcopy

Where maintobkpfcopy is the name of the FlashCopy consistency group

Include the prep parameter, and the system automatically issues the prestartfcconsistgrp command
for the specified group.

Note: Combining the restore parameter with the prep parameter, force-starts the consistency group.
This occurs even if the target volume is being used as a source volume in another active mapping. An
active mapping is in the copying, suspended, or stopping state.

The FlashCopy consistency group enters the copying state and returns to the idle_copied state when
complete.

4. Issue the Isfcconsistgrp command to check the status of the FlashCopy consistency group.
An example of the CLI command issued to check the status of the FlashCopy consistency group:
1sfcconsistgrp -delim : maintobkpfcopy
Where maintobkpfcopy is the name of the FlashCopy consistency group
An example of the output that is displayed during the copying process:

id:name:status
1:maintobkpfcopy:copying

An example of the output that is displayed when the process copying is complete:

id:1

name:maintobkpfcopy
status:idle_copied
autodelete:off
FC_mapping_id:0
FC_mapping_name:mainlcopy
FC_mapping_id:1
FC_mapping_name:main2copy

Stopping a FlashCopy consistency group using the CLI

You can use the command-line interface (CLI) to stop a FlashCopy consistency group.
Before you begin

The stopfcconsistgrp CLI command stops all processing that is associated with a FlashCopy consistency
group that is in one of the following processing states: prepared, copying, stopping, or suspended.
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About this task

Procedure

1.

To stop a FlashCopy consistency group, issue the stopfcconsistgrp CLI command:
stopfcconsistgrp fc_map_id or fc_map_name

where fc_map_id or fc_map_name is the ID or name of the mapping to delete.

2. To stop a consistency group and break the dependency on the source volumes of any mappings that
are also dependent on the target volume, issue the following command:
stopfcconsistgrp -split fc_map_id or fc_map_name
You can specify the split parameter when all the maps in the group have a progress of 100. It
removes the dependency of any other maps on the source volumes. You can use this option before
you start another FlashCopy consistency group whose target disks are the source disks of the
mappings that are being stopped. After the consistency group is stopped with the split option, you
can start the other consistency group without the restore option.

Results

The command does not return any output.

Deleting a FlashCopy consistency group using the CLI

You can use the command-line interface (CLI) to delete a FlashCopy consistency group.

Before you begin

The rmfcconsistgrp CLI command deletes an existing FlashCopy consistency group. The -force
parameter is required only when the consistency group that you want to delete contains mappings.

About this task

Follow these steps to delete an existing consistency group:

Procedure

1.

To delete an existing consistency group that does not contain mappings, issue the rmfcconsistgrp CLI
command:

rmfcconsistgrp fc_map_id or fc_map_name
where fc_map_id or fc_map_name is the ID or name of the consistency group to delete.

To delete an existing consistency group that contains mappings that are members of the consistency
group, issue the following command:

rmfcconsistgrp -force fc_map_id or fc_map_name

where fc_map_id or fc_map_name is the ID or name of the mapping to delete.

Important: Using the -force parameter might result in a loss of access. Use it only under the
direction of your support center.

All the mappings that are associated with the consistency group are removed from the group and
changed to stand-alone mappings. To delete a single mapping in the consistency group, you must use
the rmfcmap command.

Results

The command does not return any output.
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Creating Metro Mirror, Global Mirror, or active-active relationships by
using the CLI

You can use the command-line interface (CLI) to create Metro Mirror, Global Mirror, or active-active
relationships.

About this task

Complete these steps to create Metro Mirror, Global Mirror, or active-active relationships:

Procedure
1. To create a Metro Mirror relationship, run the mkrcrelationship command. For example, enter:

mkrcrelationship -master master_volume_id
-aux aux_volume_id -cluster system_id

Where master_volume_id is the ID of the master volume, aux_volume_id is the ID of the auxiliary
volume, and system_id is the ID of the remote clustered system.

2. To create a new Global Mirror relationship, run the mkrcrelationship command with the -global
parameter. For example, enter:

mkrcrelationship -master master_volume_id
-aux aux_volume_id -cluster system_id -global

Where master_volume_id is the ID of the master volume, aux_volume_id is the ID of the auxiliary
volume, and system_id is the ID of the remote system.

3. To create a new relationship with cycling enabled:
mkrcrelationship -master books volume -aux books volume -cluster DR cluster -global -cyclingmode multi

Note: Add change volumes to a relationship by issuing chrcrelationship -auxchange or
chrcrelationship -masterchange.

4. To create a new active-active relationship, run the mkrcrelationship command with the -activeactive
parameter. For example, enter the following command:

mkrcrelationship -master master_volume_id -aux aux_volume_id -cluster system id -activeactive

Where master_volume_id is the ID of the master volume, aux_volume_id is the ID of the auxiliary
volume, and system_id is the ID of the remote system.

Modifying Metro Mirror, Global Mirror, or active-active relationships by
using the CLI

You can use the command-line interface (CLI) to modify certain attributes of Metro Mirror, Global Mirror,
or active-active relationships. You can change only one attribute at a time for each command submission.

About this task

To modify Metro Mirror, Global Mirror, or active-active relationships, run the chrcrelationship command.
Procedure

Run the chrcrelationship command to change the name of a Metro Mirror, Global Mirror, or active-active
relationship. For example, to change the relationship name, enter:

chrcrelationship -name new_rc_rel_name previous_rc_rel_name

Where new_rc_rel_name is the new name of the relationship and previous_rc_rel_name is the previous name
of the relationship.

Or, run the chrerelationship command to remove a relationship from whichever consistency group it is a
member of. For example, enter the following command:
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chrcrelationship -force -noconsistgrp rc_rel name/id
Where rc_rel_name/id is the name or ID of the relationship.

Important: Using the -force parameter might result in a loss of access. Use it only under the direction of
your support center.

Starting and stopping Metro Mirror, Global Mirror, or active-active
relationships by using the CLI

You can use the command-line interface (CLI) to start and stop stand-alone Metro Mirror, Global Mirror,
or active-active relationships. Relationships that are members of consistency groups must be started and
stopped by using the consistency group CLI commands.

About this task

Complete these steps to start or stop Metro Mirror, Global Mirroror active-active relationships:

Procedure

1. To start a Metro Mirror,Global Mirror, or an active-active relationship, run the startrcrelationship
command. For example, enter the following command:

startrcrelationship rc_rel id
Where rc_rel_id is the ID of the relationship that you want to start in a stand-alone relationship.

Note: Active-active relationships can be started only if they have a state of idling.

2. To stop a Metro Mirror or Global Mirror relationship, run the stoprcrelationship command. This
command applies to a stand-alone relationship.

For example, enter the following command:

stoprcrelationship rc_rel_id

Where rc_rel_id is the ID of the stand-alone relationship that you want to stop mirroring I/0.
3. To stop an active-active relationship, the following conditions must be met:

* The -access parameter is specified.

* The state of the relationship is consistent_copying.

* The status of the relationship is primary_offline.

For example, enter the following command:

stoprcrelationship rc_rel_id -access

Where rc_rel_id is the ID of the active-active relationship that you want to stop. The -access
parameter gives hosts read or write access to a volume in an active-active relationship that contains
an older but a consistent image that can be used in a disaster recovery scenario.

Displaying the progress of Metro Mirror, Global Mirror, or active-active
relationships by using the CLI

You can use the command-line interface (CLI) to display the background copy of Metro Mirror, Global
Mirror, or active-active relationships as a percentage. When the initial background copy process for a
relationship is completed, null is displayed for the progress of that relationship.

About this task

To display the progress of the background copy of Metro Mirror, Global Mirror, or active-active
relationships, run the Isrcrelationshipprogress command.
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Procedure

1. To display data progress without headings for columns of data or for each item of data in a Metro
Mirror, Global Mirror, or active-active relationship, run the Isrcrelationshipprogress -nohdr command.
For example, to display data of the relationship with headings suppressed, enter the following
command, where rc_rel_name is the name of the specified object type.

Isrcrelationshipprogress -nohdr rc_rel_name

2. To display the progress of a background copy of a Metro Mirror, Global Mirror, or active-active
relationship as a percentage, run the Isrcrelationshipprogress -delim command. The colon character
(:) separates all items of data in a concise view, and the spacing of columns does not occur. In a
detailed view, the data is separated from its header by the specified delimiter. For example, enter the
following command:

Isrcrelationshipprogress -delim : @

The resulting output is displayed, such as in this example:
id:progress
0:58

Switching Metro Mirror or Global Mirror relationships using the CLI

You can use the command-line interface (CLI) to reverse the roles of primary and secondary volumes in a
stand-alone Metro Mirror or Global Mirror relationship when that relationship is in a consistent state. You
cannot switch roles between primary and secondary volumes for active-active relationships.

About this task

Relationships that are members of consistency groups must be switched by using the consistency group
CLI commands. To switch the roles of primary and secondary volumes in Metro Mirror or Global Mirror
relationships, follow these steps:

Procedure

1. To make the master disk in a Metro Mirror or Global Mirror relationship to be the primary, run the
switchrcrelationship -primary master command. For example, enter:

switchrcrelationship -primary master rc_rel id
Where rc_rel_id is the ID of the relationship to switch.

2. To make the auxiliary disk in a Metro Mirror or Global Mirror relationship to be the primary, run the
switchrcrelationship -primary aux command. For example, enter:

switchrcrelationship -primary aux rc_rel_id

Where rc_rel_id is the ID of the relationship to switch.

Remember:
* You cannot switch a global relationship if cycling is (automatically) set.

* To switch the direction of a multi cycling mode-based relationship, the relationship must stop with
access enabled. Then, start by using -force in the opposite direction. (Using the force parameter
might result in a loss of access. Use it only under the direction of your support center.)

Deleting Metro Mirror, Global Mirror, or active-active relationships by
using the CLI

You can use the command line interface (CLI) to delete Metro Mirror, Global Mirror, or active-active
relationships.
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Procedure

To delete Metro Mirror, Global Mirror, or active-active relationships, run the rmrcrelationship command.
For example, enter the following command:

rmrcrelationship rc_rel _name/id

Where rc_rel_name/id is the name or ID of the relationship.

Creating Metro Mirror, Global Mirror, or active-active consistency
groups by using the CLI

You can use the command-line interface (CLI) to create Metro Mirror, Global Mirror, or active-active
consistency groups.

About this task
To create Metro Mirror, Global Mirror, or active-active consistency groups, complete these steps:

Procedure

1. To create a Metro Mirror, Global Mirror, or active-active consistency group, run the mkrcconsistgrp
command. For example, enter the following command:

mkrcconsistgrp -name new_name -cluster cluster_id

where new_name is the name of the new consistency group and cluster_id is the ID of the remote
cluster for the new consistency group. If -cluster is not specified, a consistency group is created only
on the local cluster. The new consistency group does not contain any relationships and is in the empty
state.

2. To add Metro Mirror, Global Mirror, or active-active relationships to the group, run the
chrcrelationship command. For example, enter the following command:

chrcrelationship -consistgrp consist_group_name rc_rel_id

where consist_group_name is the name of the new consistency group to assign the relationship to and
rc_rel_id is the ID of the relationship.

Modifying Metro Mirror, Global Mirror, or active-active consistency
groups by using the CLI

You can use the command-line interface (CLI) to assign a new name or modify the name of an existing
Metro Mirror, Global Mirror, or active-active consistency group.

About this task

To assign or modify the name of a Metro Mirror, Global Mirror, or active-active consistency group, run
the chrcconsistgrp command.

Procedure

1. Run the chrcconsistgrp command to assign a new name to the consistency group. For example, enter
the following command:

chrcconsistgrp -name new_name_arg
where new_name_arg is the assigned new name of the consistency group.

2. Run the chrcconsistgrp command to change the name of the consistency group. For example, enter
the following command:

chrcconsistgrp -name new_consist_group_name previous_consist_group_name

where new_consist_group_name is the assigned new name of the consistency group and
previous_consist_group_name is the previous name of the consistency group.
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Starting and stopping Metro Mirror, Global Mirror, or active-active
consistency-group copy processes by using the CLI

You can use the command-line interface (CLI) to start and stop Metro Mirror, Global Mirror, or
active-active consistency-group copy processes.

About this task

To start and stop Metro Mirror, Global Mirror, or active-active consistency-group copy processes,
complete these steps:

Procedure

1. To start a Metro Mirror, Global Mirror, or active-active consistency-group copy process, set the
direction of copy if it is undefined and optionally mark the secondary volumes of the consistency
group as clean. Run the startrcconsistgrp command. For example, enter the following command:

startrcconsistgrp rc_consist_group_id
where rc_consist_group_id is the ID of the consistency group to start processing.

Note: If you are starting an active-active consistency group, all relationships in the group must be in
idling state for the consistency group to start.

2. To stop the copy process for a Metro Mirror or Global Mirror consistency group, run the
stoprcconsistgrp command.

For example, enter the following command:
stoprcconsistgrp rc_consist_group_id
Where rc_consist_group_id is the ID of the consistency group that you want to stop processing.

If the group is in a consistent state, you can also use this command to enable write access to the
secondary volumes in the group.

3. To stop the copy process for an active-active consistency group, the following conditions must be met:
* The -access parameter is specified.
* The state of the relationships in the consistency group is consistent_copying.
* The status of the relationships in the consistency group is primary_offline.
For example, enter the following command:
stoprcconsistgrp rc_consist_group_id -access

Where rc_rel_id is the ID of the active-active consistency group that you want to stop. The -access
parameter gives hosts read or write access to a volume in an active-active relationship that contains
an older but a consistent image that can be used in a disaster recovery scenario.

Deleting Metro Mirror, Global Mirror, or active-active consistency
groups by using the CLI

You can use the command-line interface (CLI) to delete Metro Mirror, Global Mirror, or active-active
consistency groups.

About this task

To delete existing Metro Mirror, Global Mirror, or active-active consistency groups, complete these steps:

Procedure

1. To delete a Metro Mirror, Global Mirror, or active-active consistency group, run the rmrcconsistgrp
command. For example, enter the following command:

rmrcconsistgrp rc_consist_group_id

Where rc_consist_group_id is the ID of the consistency group to delete.
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If a Metro Mirror, Global Mirror, or active-active consistency group is not empty, you must use the
-force parameter to delete the consistency group. For example, enter the following command:

rmrcconsistgrp -force rc_consist_group id

Where rc_consist_group_id is the ID of the consistency group to delete. This command causes all
relationships that are members of the deleted group to become stand-alone relationships.

Important: Using the force parameter might result in a loss of access. Use it only under the direction
of your support center.

Creating Metro Mirror and Global Mirror partnerships by using the CLI

You can use the command-line interface (CLI) to create Metro Mirror and Global Mirror partnerships
between two clusters.

Procedure

Note: When remote copy partnerships are created between systems that support different maximum
numbers of volumes, then the maximum number of volumes that can be created on any system is
determined to be the same as on the system that supports the smallest maximum number of volumes. If
one system has more disks than is supported by the other system, the attempt to create a partnership
fails.

To create Metro Mirror and Global Mirror partnerships, complete the following steps.

1.

To create Metro Mirror and Global Mirror partnerships for Fibre Channel connections, run the
mkfcpartnership command. To create Metro Mirror and Global Mirror partnerships for IP connections,
run the mkippartnership command. For example, for Fibre Channel connections enter the following
command:
mkfcpartnership -Tinkbandwidthmbits bandwidth_in_mbps
-backgroundcopyrate percentage_of available_bandwidth remote_cluster_id
where bandwidth_in_mbps specifies the bandwidth (in megabytes per second) that is used by the
background copy process between the clusters, percentage_of_available_bandwidth specifies the
maximum percentage of aggregate link bandwidth that can be used for background copy operations,
and remote_cluster_id is the ID of the remote system. For IP connections, enter the following command:
mkippartnership -type ip_address_type

-clusterip remote_cluster_ip_address

-chapsecret chap_secret

-linkbandwidthmbits bandwidth_in_mbps

-backgroundcopyrate percentage of available bandwidth
where ip_address_type specifies the IP address type (IPv4 or IPv6) that is used by the background copy
process between the clusters, remote_cluster_ip_address specifies the IP address of the remote system,
chap_secret specifies the CHAP secret of the remote system (optional), bandwidth_in_mbps specifies the
bandwidth (in megabytes per second) that is used by the background copy process between the
clusters, and percentage_of _available_bandwidth specifies the maximum percentage of aggregate link
bandwidth that can be used for background copy operations (optional).

Run the mkfcpartnership command for Fibre Channel connections or mkippartnership command for
IP connections from the remote system. For example, for Fibre Channel connections enter the
following command:
mkfcpartnership -linkbandwidthmbits bandwidth_in_mbps

-backgroundcopyrate percentage of available_bandwidth

partner_cluster_id
where bandwidth_in_mbps specifies the bandwidth (in megabytes per second) that is used by the
background copy process between the clusters, percentage_of available_bandwidth specifies the
maximum percentage of aggregate link bandwidth that can be used for background copy operations,
and partner_cluster_id is the ID of the partner system (the local system in the previous step).

For Internet Protocol (IP) connections, enter the following command:
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mkippartnership -type ip_address_type

-clusterip partner_cluster_ip_address

-chapsecret chap_secret

-linkbandwidthmbits bandwidth_in_mbps

-backgroundcopyrate percentage_of available_bandwidth
where ip_address_type specifies the IP address type (IPv4 or IPv6) that is used by the background copy
process between the clusters, partner_cluster_ip_address specifies the IP address of the partner system,
chap_secret specifies the CHAP secret of the partner system (optional), bandwidth_in_mbps specifies the
bandwidth (in megabytes per second) that is used by the background copy process between the
clusters, and percentage_of_available_bandwidth specifies the maximum percentage of aggregate link
bandwidth that can be used for background copy operations (optional). The partner system is the
local system from the previous step.

Modifying Metro Mirror and Global Mirror partnerships using the CLI

You can use the command-line interface (CLI) to modify Metro Mirror and Global Mirror partnerships.

About this task

The partnership bandwidth, which is also known as background copy, controls the rate at which data is
sent from the local system to the remote clustered system (system). The partnership bandwidth can be
changed to help manage the use of intersystem links. It is measured in megabytes per second (MBps).

Complete the following steps to modify Metro Mirror and Global Mirror partnerships:

Procedure

1.

46

To modify Metro Mirror and Global Mirror partnerships, run the chpartnership command. For
example, enter:
chpartnership -type ip_address_type

-clusterip remote_cluster_ip_address

-chapsecret chap_secret

-nochapsecret -Tinkbandwidthmbits bandwidth_in_mbps

-backgroundcopyrate percentage of available bandwidth remote cluster id
where ip_address_type specifies the IP address type ("ipv4" or "ipv6") that is used by the background
copy process between the clusters (only used for IP connections), remote_cluster_ip_address specifies the
IP address of the remote cluster (only used for IP connections), chap_secret specifies the CHAP secret
of the remote cluster (only used for IP connections), bandwidth_in_mbps specifies the bandwidth (in
megabytes per second) that is used by the background copy process between the clusters (this is
optional), percentage_of _available_bandwidth specifies the maximum percentage of aggregate link
bandwidth that can be used for background copy operations (this is optional), and remote_cluster_id is
the ID or name of the remote system.

Run the chpartnership command from the remote system. For example, enter:

chpartnership -type ip_address_type

-clusterip local_cluster_ip_address

-chapsecret chap_secret -nochapsecret

-linkbandwidthmbits bandwidth_in_mbps

-backgroundcopyrate percentage_of available_bandwidth local_cluster_id
where ip_address_type specifies the IP address type ("ipv4" or "ipv6") that is used by the background
copy process between the clusters (only used for IP connections), local_cluster_ip_address specifies the
IP address of the local cluster (only used for IP connections), chap_secret specifies the CHAP secret of
the local cluster (only used for IP connections), bandwidth_in_mbps specifies the bandwidth (in
megabytes per second) that is used by the background copy process between the clusters (this is
optional), percentage_of_available_bandwidth specifies the maximum percentage of aggregate link
bandwidth that can be used for background copy operations (this is optional), and local_cluster_id is
the ID or name of the local system.
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Starting and stopping Metro Mirror and Global Mirror partnerships
using the CLI

You can use the command-line interface (CLI) to start and stop Metro Mirror and Global Mirror
partnerships.

About this task

Complete the following steps to start and stop Metro Mirror and Global Mirror partnerships:

Procedure

1. To start a Metro Mirror or Global Mirror partnership, run the chpartnership command from either
cluster. For example, enter:

chpartnership -start cluster_id

Where cluster_id is the ID of the local or remote cluster. The mkfcpartnership or mkippartnership
command starts the partnership by default.

2. To stop a Metro Mirror or Global Mirror partnership, run the chpartnership command from either
cluster.

For example, enter:
chpartnership -stop cluster_id
Where cluster_id is the ID of the local or remote cluster.

Deleting Metro Mirror and Global Mirror partnerships using the CLI

You can use the command-line interface (CLI) to delete Metro Mirror and Global Mirror partnerships.
About this task

Complete the following steps to delete Metro Mirror and Global Mirror partnerships:

Procedure

1. If a Metro Mirror or Global Mirror partnership has configured relationships or groups, you must stop
the partnership before you can delete it. For example, enter:

chpartnership -stop remote_cluster_id
Where remote_cluster_id is the ID of the remote cluster.

2. To delete a Metro Mirror and Global Mirror partnership, run the rmpartnership command from either
cluster. For example, enter:

rmpartnership remote_cluster_id
Where remote_cluster_id is the ID of the remote cluster.

Determining the WWNNs of a node using the CLI

You can determine the worldwide node names (WWNNSs) of a node using the command-line interface
(CLI).

About this task
Perform the following steps to determine the WWNNSs of a node:

Procedure

1. Issue the Tsnode CLI command to list the nodes in the clustered system.

2. Record the name or ID of the node for which you want to determine the WWNN.

3. Issue the 1sportfc CLI command and specify the node name or ID that was recorded in step IZl
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Here is an example of the CLI command you can issue:
Isportfc -filtervalue node_id=2

Where node_id=2 is the name of the node for which you want to determine the WWNNSs. The output
from the command is:

id  fc_io_port_idport_id type port_speed node_id node_name WWNN nportid  status
0 1 1 fc 8 Gb 2 node2 5005076801405F82 ~ 010E00  active
1 2 2 fc 8 Gb 2 node2 5005076801305F82  010A00  active
2 3 3 fc 8 Gb 2 node2 5005076801105F82 ~ 010E00  active
3 4 4 fc 8 Gb 2 node2 5005076801205F82  10A00  active
4 5 3 ethernet 10 Gb 2 node2 5005076801505F82 540531  active
5 6 4 ethernet 10 Gb 2 node2 5005076801605F82  E80326  active

4. Record the six WWNNSs (to assist with setting up other systems).

Listing node-dependent volumes using the CLI

You can use the command-line interface (CLI) to list the volumes that are dependent on the status of a
node.

Before you begin

If a node goes offline or is removed from a system, all volumes that are dependent on the node go
offline. Before taking a node offline or removing a node from a system, run the 1sdependentvdisks
command to identify any node-dependent volumes.

About this task

By default, the 1sdependentvdisks command also checks all available quorum disks. If the quorum disks
are accessible only through the specified node, the command returns an error.

Various scenarios can produce node-dependent volumes. The following examples are common scenarios
in which the 1snodedependentvdisks command will return node-dependent volumes:

1. The node contains flash drives the only synchronized copy of a mirrored volume.

2. The node is the only node that can access an MDisk on the SAN fabric.

3. The other node in the I/O group is offline (all volumes in the I/O group are returned).
4. Pinned data in the cache is stopping the partner node from joining the I/O group.

To resolve (1), allow volume mirror synchronizations between Flash drive MDisks to complete. To resolve
(2-4), bring any offline MDisks online and repair any degraded paths.

Note: The command lists the node-dependent volumes at the time the command is run; subsequent
changes to a system require running the command again.

Procedure

1. Issue the 1sdependentvdisks CLI command.
The following example shows the CLI format for listing the volumes that are dependent on node01:
1sdependentvdisks -enclosure -delim : 0:1
The following example shows the output that is displayed:

vdisk_id:vdisk_name
4:vdiskd
5:vdiskb

2. If the 1sdependentvdisks command returns an error, you must move your quorum disks to MDisks
that are accessible through all nodes. Rerun the command until no errors are returned.
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3. Reissue the 1sdependentvdisks command. When the command returns no volumes, the system is free
from any node-dependent volumes.

The following example shows the command syntax for listing the volumes that are dependent on
node01:

1sdependentvdisks -delim : -node node01 :

The following example shows the command output if there are no node-dependent volumes in the
system:

vdisk_id vdisk_name

Determining the volume name from the device identifier on the host

You can use the command-line interface (CLI) to determine the volume name from the device identifier
on the host.

About this task

Each volume that is exported by the system is assigned a unique device identifier. The device identifier
uniquely identifies the volume and can be used to determine which volume corresponds to the volume
that the host detects.

Complete the following steps to determine the volume name from the device identifier:

Procedure

1. Find the device identifier. For example, if you are using the subsystem device driver (SDD), the disk
identifier is referred to as the virtual path (vpath) number. You can issue the following SDD command
to find the vpath serial number:

datapath query device

For other multipathing drivers, refer to the documentation that is provided with your multipathing
driver to determine the device identifier.

2. Find the host object that is defined to the system and corresponds with the host that you are working
with.

a. Find the worldwide port numbers (WWPNs) by looking at the device definitions that are stored
by your operating system. For example, on AIX® the WWPNs are in the ODM and if you use
Windows you must go into the HBA BIOS.

b. Verify which host object is defined to the system for which these ports belong. The ports are
stored as part of the detailed view so that you must list each host by issuing the following CLI
command:

1shost id | name

Where id | name is the name or ID of the host.
c. Check for matching WWPNSs.
3. Enter the following command to list the host mappings:
1shostvdiskmap hostname
Where hostname is the name of the host.
4. Find the volume UID that matches the device identifier and record the volume name or ID.

Determining the host that a volume maps

You can determine the host that a volume maps by using the command-line interface (CLI). To view the
host mapping for a volume in the management GUI, select Volumes > Volumes by Hosts.
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About this task

Complete the following steps to determine the host that the volume maps:

Procedure

1. Enter the following CLI command to list the hosts to which this volume maps:
Tsvdiskhostmap vdisk _name | vdisk_id
Where vdisk_name | vdisk_ id is the name or ID of the volume.

2. Find the host name or ID to determine which host this volume maps.

* If no data is returned, the volume does not map any hosts.

Determining the relationship between volume and MDisks using the
CLI

You can determine the relationship between volumes and managed disks (MDisks) using the
command-line interface (CLI).

About this task

Select one or more of the following options to determine the relationship between volumes and MDisks:

Procedure

+ To display a list of the IDs that correspond to the MDisks that comprise the volume, issue the
following CLI command:

1svdiskmember vdiskname/id
where vdiskname/id is the name or ID of the volume.

+ To display a list of IDs that correspond to the volumes that are using this MDisk, issue the following
CLI command:

1smdiskmember mdiskname/id
where mdiskname/id is the name or ID of the MDisk.

* To display a table of volume IDs and the corresponding number of extents that are being used by each
volume, issue the following CLI command:

1smdiskextent mdiskname/id
where mdiskname/id is the name or ID of the MDisk.

* To display a table of MDisk IDs and the corresponding number of extents that each MDisk provides as
storage for the specified volume, issue the following CLI command:

1svdiskextent vdiskname/id
where vdiskname/id is the name or ID of the volume.

Determining the relationship between MDisks and controller LUNs
using the CLI

You can determine the relationship between managed disks (MDisks) and RAID arrays or LUNs using
the command-line interface (CLI).

About this task
Each MDisk corresponds with a single RAID array, or with a single partition on a specified RAID array.

Each RAID controller defines a LUN number for this disk. The LUN number and controller name or ID
are needed to determine the relationship between MDisks and RAID arrays or partitions.
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Complete the following steps to determine the relationship between MDisks and RAID arrays:

Procedure
1. Enter the following command to display a detailed view of the MDisk:
Ismdisk object_name
Where object_name is the name of the MDisk for which you want to display a detailed view.
2. Record the controller name or controller ID and the controller LUN number.
3. Enter the following command to display a detailed view of the controller:
Iscontroller controller_name
Where controller_name is the name of the controller that you recorded in step IZI

4. Record the vendor ID, product ID, and WWNN. You can use this information to determine what is
being presented to the MDisk.

5. From the native user interface for the specified controller, list the LUNS it is presenting and match the
LUN number with that noted in step |1} This provides the exact RAID array or partition that
corresponds with the MDisk.

Increasing the size of your system by using the CLI

You can increase the size of the system by adding more nodes. The nodes must be added in pairs and
assigned to a new 1/O group.

About this task

Complete the following steps to increase the size of your system:

Procedure
1. Add a node to your system and repeat this step for the second node.

2. Migrate your volumes to new I/O groups if you want to balance the load between the existing 1/O
groups and the new I/O groups. Repeat this step for all volumes that you want to assign to the new
I/0 group.

Adding a node to increase the size of the system

You can add a node to the system by using the CLI or management GUL A node can be added to the
system if the node previously failed and is being replaced with a new node or if a repair action causes
the node to be unrecognizable by the system. When you add nodes, ensure that they are added in pairs
to create a full I/O group. Adding a node to the system typically increases the capacity of the entire
system. Adding spare nodes to a system does not increase the capacity of the system.

You can use either the management GUI or the command-line interface to add a node to the system.
Some models might require you to use the front panel to verify that the new node was added correctly.

Before you add a node to a system, you must make sure that the switch zoning is configured such that
the node that is being added is in the same zone as all other nodes in the system. If you are replacing a
node and the switch is zoned by worldwide port name (WWPN) rather than by switch port, make sure
that the switch is configured such that the node that is being added is in the same VSAN or zone.

Note: It is recommended that you use a consistent method (either only the management GUI, or only the

CLI) when you add, remove, and re-add nodes. If a node is added by using the CLI and later re-added
by using the GU]I, it might get a different node name than it originally had.
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Rules and restrictions for adding a node to a system

If you are using hot-spare nodes, the following considerations might not all be applicable. For more
information, see the topic on adding a hot-spare node and the swapnode command.

If you are adding a node that was used previously, either within a different I/O group within this system
or within a different system, if you add a node without changing its worldwide node name (WWNN),
hosts might detect the node and use it as if it were in its old location. This action might cause the hosts
to access the wrong volumes.

You must ensure that the model type of the new node is supported by the software level that is
installed on the system. If the model type is not supported by the software level, update the system to
a software level that supports the model type of the new node.

Each node in an I/O group must be connected to a different uninterruptible power supply.

If you are adding a node back to the same I/O group after a service action required it to be deleted
from the system, and if the physical node did not change, then no special procedures are required to
add it back to the system.

If you are replacing a node in a system either because of a node failure or an update, you must
change the WWNN of the new node to match that of the original node before you connect the node to
the Fibre Channel network and add the node to the system.

If you are adding a node to the network again, to avoid data corruption, ensure that you are adding
the node to the same I/O group from which it was removed. You must use the information that was
recorded when the node was originally added to the system. If you do not have access to this
information, contact the support center for assistance with adding the node back into the system so
that data is not corrupted.

For each external storage system, the LUNs that are presented to the ports on the new node must be
the same as the LUNs that are presented to the nodes that currently exist in the system. You must
ensure that the LUNs are the same before you add the new node to the system.

If you create an I/O group in the system and add a node, no special procedures are needed because
this node was never added to a system.

If you create an I/O group in the system and add a node that was added to a system before, the host
system might still be configured to the node WWPNs and the node might still be zoned in the fabric.
Because you cannot change the WWNN for the node, you must ensure that other components in your
fabric are configured correctly. Verify that any host that was previously configured to use the node was
correctly updated.

If the node that you are adding was previously replaced, either for a node repair or update, you might
use the WWNN of that node for the replacement node. Ensure that the WWNN of this node was
updated so that you do not have two nodes with the same WWNN attached to your fabric. Also,
ensure that the WWNN of the node that you are adding is not 00000. If it is 00000, contact your
support representative.

The new node must be running a software level that supports encryption.

If you are adding the new node to a system with either a HyperSwap or stretched system topology,
you must assign the node to a specific site.

Rules and restrictions for using multipathing device drivers

Applications on the host systems direct I/O operations to file systems or logical volumes that are
mapped by the operating system to virtual paths (vpaths), which are pseudo disk objects that are
supported by the multipathing device drivers. Multipathing device drivers maintain an association
between a vpath and a volume. This association uses an identifier (UID) which is unique to the volume
and is never reused. The UID allows multipathing device drivers to directly associate vpaths with
volumes.

Multipathing device drivers operate within a protocol stack that contains disk and Fibre Channel
device drivers that are used to communicate with the system by using the SCSI protocol over Fibre
Channel as defined by the ANSI FCS standard. The addressing scheme that is provided by these SCSI
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and Fibre Channel device drivers uses a combination of a SCSI logical unit number (LUN) and the
worldwide node name (WWNN) for the Fibre Channel node and ports.

* If an error occurs, the error recovery procedures (ERPs) operate at various tiers in the protocol stack.
Some of these ERPs cause I/O to be redriven by using the same WWNN and LUN numbers that were
previously used.

* Multipathing device drivers do not check the association of the volume with the vpath on every I/O
operation that it performs.

You can use either the addnode command or the Add Node wizard in the management GUI. To access the
Add Node wizard, select Monitoring > System. On the image, click the new node to start the wizard.

Complete the wizard and verify the new node. If the new node is not displayed in the image, it indicates
a potential cabling issue. Check the installation information to ensure that your node was cabled correctly.

To add a node to a system by using the command-line interface, complete these steps:
1. Enter this command to verify that the node is detected on the network:
svcinfo 1snodecandidate

This example shows the output for this command:

# svcinfo Tsnodecandidate
id panel_name UPS_serial_number UPS_unique_id hardware serial_number product_mtm machine_signature

500507680C007B0OO0 KDONSAM 500507680C007B00 DH8 KDON8AM 2145-DH8 0123-4567-89AB-CDEF

The id parameter displays the WWNN for the node. If the node is not detected, verify cabling to the
node.

2. Enter this command to determine the I/O group where the node must be added:
1siogrp
3. Record the name or ID of the first I/O group that has a node count of zero. You need the name or ID

for the next step. Note: You must do this step for the first node that is added. You do not do this step
for the second node of the pair because it uses the same I/O group number.

4. Enter this command to add the node to the system:
addnode -wwnodename WWNN -iogrp iogrp_name -name new_name_arg -site site_name

Where WWNN is the WWNN of the node, iogrp_name is the name of the I/O group that you want to
add the node to and new_name_arg is the name that you want to assign to the node. If you do not
specify a new node name, a default name is assigned. Typically, you specify a meaningful node name.
The site_name specifies the name of the site location of the new node. This parameter is only required
if the topology is a HyperSwap or stretched system.

Note: Adding the node might take a considerable amount of time.
5. Record this information for future reference:

* Serial number.

* Worldwide node name.

* All of the worldwide port names.

* The name or ID of the I/O group

Validating and repairing mirrored volume copies by using the CLI

You can use the repairvdiskcopy command from the command-line interface (CLI) to validate and repair
mirrored volume copies.

Attention: Run the repairvdiskcopy command only if all volume copies are synchronized.
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When you issue the repairvdiskcopy command, you must use only one of the -validate, -medium, or
-resync parameters. You must also specify the name or ID of the volume to be validated and repaired as
the last entry on the command line. After you issue the command, no output is displayed.

-validate
Use this parameter only if you want to verify that the mirrored volume copies are identical. If any
difference is found, the command stops and logs an error that includes the logical block address
(LBA) and the length of the first difference. You can use this parameter, starting at a different LBA
each time to count the number of differences on a volume.

-medium
Use this parameter to convert sectors on all volume copies that contain different contents into virtual
medium errors. Upon completion, the command logs an event, which indicates the number of
differences that were found, the number that were converted into medium errors, and the number
that were not converted. Use this option if you are unsure what the correct data is, and you do not
want an incorrect version of the data to be used.

-resync
Use this parameter to overwrite contents from the specified primary volume copy to the other
volume copy. The command corrects any differing sectors by copying the sectors from the primary
copy to the copies that are being compared. Upon completion, the command process logs an event,
which indicates the number of differences that were corrected. Use this action if you are sure that
either the primary volume copy data is correct or that your host applications can handle incorrect
data.

-startlba lba
Optionally, use this parameter to specify the starting Logical Block Address (LBA) from which to start
the validation and repair. If you previously used the validate parameter, an error was logged with
the LBA where the first difference, if any, was found. Reissue repairvdiskcopy with that LBA to
avoid reprocessing the initial sectors that compared identically. Continue to reissue repairvdiskcopy
by using this parameter to list all the differences.

Issue the following command to validate and, if necessary, automatically repair mirrored copies of the
specified volume:

repairvdiskcopy -resync -startlba 20 vdisk8

Notes:
1. Only one repairvdiskcopy command can run on a volume at a time.
2. After you start the repairvdiskcopy command, you cannot use the command to stop processing.

3. The primary copy of a mirrored volume cannot be changed while the repairvdiskcopy -resync
command is running.

4. If there is only one mirrored copy, the command returns immediately with an error.

5. If a copy that is being compared goes offline, the command is halted with an error. The command is
not automatically resumed when the copy is brought back online.

6. In the case where one copy is readable but the other copy has a medium error, the command process
automatically attempts to fix the medium error by writing the read data from the other copy.

7. If no differing sectors are found during repairvdiskcopy processing, an informational error is logged
at the end of the process.

Checking the progress of validation and repair of volume copies by using the CLI
Use the 1srepairvdiskcopyprogress command to display the progress of mirrored volume validation and
repairs. You can specify a volume copy by using the -copy id parameter. To display the volume that has

two or more copies with an active task, specify the command with no parameters; it is not possible to
have only one volume copy with an active task.
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To check the progress of validation and repair of mirrored volumes, issue the following command:
1srepairvdiskcopyprogress —delim :

The following example shows how the command output is displayed:

vdisk_id:vdisk_name:copy id:task:progress:estimated_completion_time
0:vdisk0:0:medium:50:070301120000
0:vdisk0:1:medium:50:070301120000

Repairing a thin-provisioned volume using the CLI

You can use the repairsevdiskcopy command from the command-line interface to repair the metadata on
a thin-provisioned volume.

The repairsevdiskcopy command automatically detects and repairs corrupted metadata. The command
holds the volume offline during the repair, but does not prevent the disk from being moved between I/O
groups.

If a repair operation completes successfully and the volume was previously offline because of corrupted
metadata, the command brings the volume back online. The only limit on the number of concurrent
repair operations is the number of volume copies in the configuration.

When you issue the repairsevdiskcopy command, you must specify the name or ID of the volume to be
repaired as the last entry on the command line. Once started, a repair operation cannot be paused or
canceled; the repair can be terminated only by deleting the copy.

Attention: Use this command only to repair a thin-provisioned volume that has reported corrupt
metadata.

Issue the following command to repair the metadata on a thin-provisioned volume:
repairsevdiskcopy vdisk8

After you issue the command, no output is displayed.

Notes:

1. Because the volume is offline to the host, any 1/O that is submitted to the volume while it is being
repaired fails.

2. When the repair operation completes successfully, the corrupted metadata error is marked as fixed.
3. 1If the repair operation fails, the volume is held offline and an error is logged.

Checking the progress of the repair of a thin-provisioned volume by using the CLI
Issue the Tsrepairsevdiskcopyprogress command to list the repair progress for thin-provisioned volume
copies of the specified volume. If you do not specify a volume, the command lists the repair progress for

all thin-provisioned copies in the system.

Note: Run this command only after you run the repairsevdiskcopy command, which you must run only
as required by the fix procedures that are recommended by your support team.

Recovering offline volumes using the CLI

If a node or an I/O group fails, you can use the command-line interface (CLI) to recover offline volumes.
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About this task

If you lose both nodes in an I/O group, you lose access to all volumes that are associated with the I/O
group. To regain access to the volumes, you must perform one of the following procedures. Depending
on the failure type, you might have lost data that was cached for these volumes and the volumes are
now offline.

Data loss scenario 1

One node in an I/O group failed and failover started on the second node. During the failover process,
the second node in the I/O group fails before the data in the write cache is flushed to the backend. The
first node is successfully repaired but its hardened data is not the most recent version that is committed
to the data store, therefore, it cannot be used. The second node is repaired or replaced and lost its
hardened data, and the node has no way of recognizing that it is part of the system.

Complete the following steps to recover an offline volume when one node has down-level hardened data
and the other node loses hardened data.

Procedure
1. Recover the node and add it back into the system.

2. Delete all IBM FlashCopy mappings and Metro Mirror or Global Mirror relationships that use the
offline volumes.

3. Run the recovervdisk, recovervdiskbyiogrp or recovervdiskbysystem command.

4. Re-create all FlashCopy mappings and Metro Mirror or Global Mirror relationships that use the
volumes.

Example
Data loss scenario 2

Both nodes in the I/O group failed and have been repaired. Therefore, the nodes that lost their hardened
data and have no way of recognizing that they are part of the system.

Complete the following steps to recover an offline volume when both nodes that have lost their hardened
data and cannot be recognized by the system.

1. Delete all FlashCopy mappings and Metro Mirror or Global Mirror relationships that use the offline
volumes.

2. Run the recovervdisk, recovervdiskbyiogrp or recovervdiskbysystem command.

3. Re-create all FlashCopy mappings and Metro Mirror or Global Mirror relationships that use the
volumes.

Recovering a node and returning it to the system by using the CLI

After a node or an I/O group fails, you can use the command-line interface (CLI) to recover a node and
return it to the system.

About this task
Complete the following steps to recover a node and return it to the system.

Procedure
1. Run the 1snode command to verify that the node is offline.

2. Run the rmnode nodename_or_ID command to remove the old instance of the offline node from the
system.
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3. Run the 1snodecandidate command to verify that the node is visible on the fabric.

4. Run the addnode command to add the node back into the system. In the following command, wwnn is

the worldwide node name, iogroupname_or_ID identifies the I/O group, and nodename is the name of
the node.

addnode -wwnodename wwnn -iegrp iogroupname_or_ID -name nodename

Note: In a service situation, a node must be added back into a system that uses the original node
name. If the partner node in the I/O group has not also been deleted, this is the default name that is
used if the -name parameter is not specified.

5. Run the Tsnode command to verify that the node is online.

Recovering offline volumes using the CLI

You can recover offline volumes using the command-line interface (CLI).

About this task

Complete the following steps to recover offline volumes:

Procedure

1.

Issue the following CLI command to list all volumes that are offline and belong to an I/O group,
enter:

Isvdisk -filtervalue I0_group_name=
TIOGRPNAME/ID:status=offline

where IOGRPNAME/ID is the name of the I/O group that failed.

To acknowledge data loss for a volume with a fast_write_state of corrupt and bring the volume back
online, enter:

recovervdisk vdisk id | vdisk_name

where vdisk_id | vdisk_name is the name or ID of the volume.

Notes:

* If the specified volume is space-efficient or has space-efficient copies, the recovervdisk command
starts the space-efficient repair process.

* If the specified volume is mirrored, the recovervdisk command starts the resynchronization process.

To acknowledge data loss for all virtual disks in an I/O group with a fast_write_state of corrupt and
bring them back online, enter:

recovervdiskbyiogrp io_group_id | io_group_name

where io_group_id | io_group_name is the name or ID of the I/O group.

Notes:

* If any volume is space-efficient or has space-efficient copies, the recovervdiskbyiogrp command
starts the space-efficient repair process.

* If any volume is mirrored, the recovervdiskbyiogrp command starts the resynchronization process.

To acknowledge data loss for all volumes in the clustered system with a fast_write_state of corrupt and
bring them back online, enter:

recovervdiskbycluster

Notes:

* If any volume is space-efficient or has space-efficient copies, the recovervdiskbycluster command
starts the space-efficient repair process.

* If any volume is mirrored, the recovervdiskbycluster command starts the resynchronization
process.
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Moving offline volumes to their original I/O group using the CLI

You can move offline volumes to their original I/O group by using the command-line interface (CLI).
About this task

After a node or an I/O group fails, you can use the following procedure to move offline volumes to their
original I/O group. The system disables moving a volume if the selected volume is formatting. After the
formatting completes, you can move the volume.

Attention: Do not move volumes to an offline I/O group. Ensure that the I/O group is online before
you move the volume back to avoid any further data loss.

Complete the following steps to move offline volumes to their original I/O group:

Procedure
1. Enter the following command to move the volume back into the original I/O group.

In the example, 7 is the name of the node that you want to move the volume, IOGRP3 identifies
the I/O group that you want to migrate the volume to, and DB_volume identifies the volume that
you want to migrate.

movevdisk -iogrp IOGRP3 -node 7 DB _volume

2. Enter the following command, where IO_grpname_or_ID is the name or ID of the original I/O group,
to verify that the volumes are now online.

Isvdisk -filtervalue I0_group_name= I0_grpname_or_ID

Recording WWPN changes of replaced host HBAs

You can use the command-line interface (CLI) to record a change to a defined host object.
Before you begin

Sometimes it is necessary to replace the host-bus adapter (HBA) that connects the host to the SAN. You
must inform the system of the new worldwide port names (WWPNs) that the replacement HBA contains.

Ensure that your switch is zoned correctly.
Procedure

To inform the system of a change to a defined host object, complete the following steps.
1. Enter the following CLI command to list the candidate HBA ports.
Isfcportcandidate

or
Issasportcandidate

You see a list of the HBA ports that are available for addition to host objects. One or more of these
HBA ports corresponds with one or more WWPNs that belong to the new HBA port.

2. Locate the host object that corresponds with the host in which you replaced the HBA. The following
CLI command lists all the defined host objects:

Ishost

3. Enter the following CLI command to list the WWPNs that are currently assigned to the host object.
1shost hostobjectname
Where hostobjectname is the name of the host object.
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4. Enter the following CLI command to add the new ports to the existing host object.

addhostport -fcwwpn one or more existing port names
separated by : hostobjectname/ID

Where one or more existing port names separated by : is the WWPNs that are currently assigned to the
host object and hostobjectname/ID is the name or ID of the host object.

5. Enter the following CLI command to remove the old ports from the host object.

rmhostport -fcwwpn one or more existing port names
separated by : hostobjectname/ID

Where one or more existing WWPNSs separated by a colon (:) are the WWPNSs that are currently
assigned to the host object and hostobjectname/ID is the name or ID of the host object.

Note: If the following conditions are met when volume protection is enabled for the system, the
deletion of the specified host port fails.

* It is the last active port on the host.

* It is mapped to any volume that received I/O within the specified volume protection interval.

If volume protection is enabled, and the host port being deleted is the last port for a host, which is
mapped to any volume that received 1/O within the defined volume protection time period, then the

command fails. If multiple hosts are mapped to the same active volume, the system deletes the port if
the host is offline.

Results

Any mappings that exist between the host object and the volumes are automatically applied to the new
WWPNs Therefore, the host sees the volumes as the same SCSI LUNSs as before.

What to do next

See the IBM Multipath Subsystem Device Driver User’s Guide or the documentation that is provided with
your multipathing driver for additional information about dynamic reconfiguration.

Expanding volumes by using the CLI

You can use the command-line interface (CLI) to expand a volume on Windows, AIX, or Linux systems.
About this task

Volumes that are mapped for FlashCopy cannot be expanded. The system disables expanding a volume if
the selected volume is performing quick initialization. After the quick initialization completes, you can
expand the volume.

Run Windows Update and apply all recommended updates to your system before you attempt to expand
a volume that is mapped to a Windows host.

Determine the exact size of the source or master volume by issuing the following CLI command:
1svdisk -bytes vdiskname

Where vdiskname is the name of the volume for which you want to determine the exact size.
Volumes can be expanded under Windows concurrently with I/O operations.

You can expand volumes for the following reasons:

* To increase the available capacity on a particular volume that is already mapped to a host.
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* To increase the size of a volume so that it matches the size of the source or master volume, and so that
it can be used in a FlashCopy mapping or Metro Mirror relationship.

You cannot expand the capacity of any volume in a Global Mirror with change volumes relationship or in
a HyperSwap relationship.

You can expand the capacity of volumes in Metro Mirror and Global Mirror relationships that are in

consistent_synchronized state if those volumes are using thin-provisioned or compressed copies. You

cannot expand the following types of volumes:

* Volumes in HyperSwap relationships or in Global Mirror relationships that are operating in cycling
mode.

* Volumes in relationships where a change volume is configured.

* Volumes that have a fully allocated copy.

You must expand both volumes in a relationship to maintain full operation of the system. Expand the
secondary volume by the required capacity, and then expand the primary volume.

A volume that is not mapped to any hosts and does not contain any data can be expanded at any time. If
the volume contains data that is in use, you can expand the volume if your host has a supported AIX or
Microsoft Windows operating system.

For more information and restrictions on expanding volumes, see the software restrictions page on the
following website: fwww.ibm.com /support|

Expanding a volume that is mapped to an AIX host

The system supports expanding the size of a volume if the AIX host is using AIX version 5.2 or later.
About this task

The AIX chvg command option can be used to expand the size of a physical volume that the Logical
Volume Manager (LVM) uses. The physical volume can be expanded without interruptions to the use or
availability of the system. For more information, see the AIX System Management Guide Operating System
and Devices.

Expanding a volume that is mapped to a Microsoft Windows host by
using the CLI

You can use the command-line interface (CLI) to expand the size of a volume that is mapped to a
Microsoft Windows host.

About this task

Complete the following steps to expand a volume that is mapped to a Windows host:

Procedure
1. Enter the following CLI command to expand the volume:
expandvdisksize -size disk_size -unit data_unit vdisk_name/vdisk_id
Where
* disk_size is the capacity by which you want to expand the volume.
b | kb |mb|gb| th]| pbisthe data_unit to use with the capacity.
* vdisk_name/vdisk_id is the name of the volume or the ID of the volume to expand.

2. On the Windows host, start the Computer Management application and open the Disk Management
window under the Storage branch.
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Results
You see the volume that you expanded now has some unallocated space at the end of the disk.
You can expand dynamic disks without stopping I/O operations in most cases.

What to do next

If the Computer Management application was open before you expanded the volume, use the Computer
Management application to issue a rescan command.

If the disk is a Windows basic disk, you can create a new primary or extended partition from the
unallocated space.

If the disk is a Windows dynamic disk, you can use the unallocated space to create a new volume
(simple, striped, mirrored) or add it to an existing volume.

Shrinking a volume using the CLI

You can reduce the size of a compressed or uncompressed volume by using the command-line interface
(CLI).

About this task

Volumes can be reduced in size, if it is necessary. You can make a target or auxiliary volume the same
size as the source or master volume when you create FlashCopy mappings, Metro Mirror relationships, or
Global Mirror relationships. However, if the volume contains data, do not shrink the size of the disk. The
system disables shrinking a volume if the selected volume is performing quick initialization. After the
quick initialization completes, you can shrink the volume.

Attention:

1. It is difficult to anticipate how an operating system or file system uses the capacity in a volume.
When you shrink a volume, capacity is removed from the end of the disk, whether or not that
capacity is in use. Even if a volume has free capacity, do not assume that only unused capacity is
removed when you shrink a volume.

2. If the volume contains data that is being used, do not attempt under any circumstances to shrink a volume
without first backing up your data.

3. For performance reasons, some operating systems or file systems use the outer edge of the disk.
4. Do not shrink Global Mirror volumes or Global Mirror change volumes or run recovervdisk.

You can use the shrinkvdisksize command to shrink the physical capacity that is allocated to the
particular volume by the specified amount. You can also shrink the virtual capacity of a thin-provisioned
volume without altering the physical capacity that is assigned to the volume.

You cannot shrink the capacity of any volume in a Global Mirror with change volumes relationship or in
a HyperSwap relationship.

You can shrink the capacity of volumes in Metro Mirror and Global Mirror relationships that are in
consistent_synchronized state if those volumes are using thin-provisioned or compressed copies. You
cannot shrink the following types of volumes:

* Volumes in HyperSwap relationships or in Global Mirror relationships that are operating in cycling
mode.

* Volumes in relationships where a change volume is configured.
* Volumes that have a fully allocated copy.
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You must shrink both volumes in a relationship to maintain full operation of the system. Shrink the
primary volume by the required capacity, and then shrink the secondary volume.

Procedure

Complete the following steps to shrink a volume:

1. Validate that the volume is not mapped to any host objects. If the volume is mapped, data is
displayed.

2. You can determine the exact capacity of the source or master volume. Issue the following command:

1svdisk -bytes vdisk_name

3. Shrink the volume by the required amount. Enter the following command, where size_change indicates
the size reduction for the volume in the specified units and vdisk_name is the volume that you are
shrinking.
shrinkvdisksize -size size_change -unit
b | kb | mb| gb| th | pb vdisk _name

Migrating extents using the CLI

To improve performance, you can migrate extents using the command-line interface (CLI).
About this task

The system provides various data migration features. These features can be used to move the placement
of data both within parent pools and between parent pools. These features can be used concurrently with
I/0O operations. You can use either of these methods to migrate data:

1. Migrating data (extents) from one MDisk to another (within the same parent pool). This method can
be used to remove highly used MDisks.

2. Migrating volumes from one parent pool to another. This method can be used to remove highly used
parent pools. For example, you can reduce the use of a pool of MDisks. Child pools that receive their
capacity from parent pools, cannot have extents that are migrated to them.

Notes:
1. The source MDisk must not currently be the source MDisk for any other migrate extents operation.

2. The destination MDisk must not be the destination MDisk for any other migrate extents operation.

Migration commands fail if the target or source volume is offline, there is no quorum disk defined, or the
defined quorum disks are unavailable. Correct the offline or quorum disk condition and reissue the
command.

You can determine the use of particular MDisks by gathering input/output (I/O) statistics about nodes,
MDisks, and volumes. After you collect this data, you can analyze it to determine which MDisks are used
frequently. The procedure then takes you through querying and migrating extents to different locations in
the same parent pool. This procedure can only be completed using the command-line interface.

If performance monitoring tools indicate that an MDisk in the pool is being overused, you can migrate
data to other MDisks within the same parent pool.

Procedure
1. Determine the number of extents that are in use by each volume for the MDisk by issuing this CLI
command:

1smdiskextent mdiskname
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This command returns the number of extents that each volume is using on the MDisk. Select some of
these extents to migrate within the pool.

2. Determine the other MDisks that are in the same volume.
a. To determine the parent pool that the MDisk belongs to, issue this CLI command:

1smdisk mdiskname | ID
b. List the MDisks in the pool by issuing this CLI command:

Tsmdisk -filtervalue mdisk_grp_name=mdiskgrpname

3. Select one of these MDisks as the target MDisk for the extents. You can determine how many free
extents exist on an MDisk by issuing this CLI command:

1sfreeextents mdiskname

You can issue the Ismdiskextent newmdiskname command for each of the target MDisks to ensure that
you are not just moving the over-utilization to another MDisk. Check that the volume that owns the
set of extents to be moved does not already own a large set of extents on the target MDisk.

4. For each set of extents, issue this CLI command to move them to another MDisk:

migrateexts -source mdiskname | ID -exts num_extents
-target newmdiskname | ID -threads 4 -vdisk vdiskid

where num_extents is the number of extents on the vdiskid. The newmdiskname | ID value is the name
or ID of the MDisk to migrate this set of extents to.

Note: The number of threads indicates the priority of the migration processing, where 1 is the lowest
priority and 4 is the highest priority.

5. Repeat the previous steps for each set of extents that you are moving.

6. You can check the progress of the migration by issuing this CLI command:

Ismigrate

Migrating volumes between pools using the CLI

You can migrate volumes between pools using the command-line interface (CLI).
About this task

You can determine the usage of particular MDisks by gathering input/output (I/O) statistics about nodes,
MDisks, and volumes. After you collect this data, you can analyze it to determine which volumes or
MDisks are hot. You can then migrate volumes from one storage pool to another.

Complete the following step to gather statistics about MDisks and volumes:

1. Use secure copy (scp command) to retrieve the dump files for analyzing. For example, issue the
following command:

scp clusterip:/dumps/iostats/v_=*

This command copies all the volume statistics files to the AIX host in the current directory.

2. Analyze the memory dumps to determine which volumes are hot. It might be helpful to also
determine which MDisks are being used heavily as you can spread the data that they contain more
evenly across all the MDisks in the storage pool by migrating the extents.

After you analyze the I/O statistics data, you can determine which volumes are hot. You also need to
determine the storage pool that you want to move this volume to. Either create a new storage pool or
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determine an existing group that is not yet overly used. Check the I/O statistics files that you generated
and then ensure that the MDisks or volumes in the target storage pool are used less than the MDisks or
volumes in the source storage pool.

You can use data migration or volume mirroring to migrate data between storage pools. Data migration
uses the command migratevdisk. Volume mirroring uses the commands addvdiskcopy and rmvdiskcopy.

Migrating data using migratevdisk

You can use the migratevdisk command to migrate data between two storage pools. When you issue the
migratevdisk command, a check is made to ensure that the destination of the migration has enough free
extents to satisfy the command. If it does, the command proceeds. The command takes some time to
complete.

Notes:

* You cannot use the data migration function to move a volume between storage pools that have
different extent sizes.

* Migration commands fail if the target or source volume is offline, there is no quorum disk defined, or
the defined quorum disks are unavailable. Correct the offline or quorum disk condition and reissue the
command.

* The system supports migrating volumes between child pools within the same parent pool or migrating
a volume in a child pool to its parent pool. Migration of volumes fails if source and target child pools
have different parent pools. However, you can use addvdiskcopy and rmvdiskcopy commands to
migrate volumes between child pools in different parent pools.

When you use data migration, it is possible for the free destination extents to be consumed by another
process; for example, if a new volume is created in the destination parent pool or if more migration
commands are started. In this scenario, after all the destination extents are allocated, the migration
commands suspend and an error is logged (error ID 020005). To recover from this situation, use either of
the following methods:

* Add more MDisks to the target parent pool, which provides more extents in the group and allows the
migrations to be restarted. You must mark the error as fixed before you reattempt the migration.

* Migrate one or more volumes that are already created from the parent pool to another group. This
action frees up extents in the group and allows the original migrations to be restarted.

Complete the following steps to use the migratevdisk command to migrate volumes between storage
pools:

1. After you determine the volume that you want to migrate and the new storage pool that you want to
migrate it to, issue the following CLI command:

migratevdisk -vdisk vdisk_name

-mdiskgrp
mdisk_group_name -threads 4

2. You can check the progress of the migration by issuing the following CLI command:

Ismigrate
Migrating data using volume mirroring

When you use data migration, the volume goes offline if either pool fails. Volume mirroring can be used
to minimize the impact to the volume because the volume goes offline only if the source pool fails. You
can migrate volumes between child pools or from a child pool to a parent pool using the addvdiskcopy
and rmvdiskcopy commands instead of using the migratevdisk command.Complete the following steps to
use volume mirroring to migrate volumes between pools:

1. After you determine the volume that you want to migrate and the new pool that you want to migrate
it to, enter the following command:
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addvdiskcopy -mdiskgrp mdisk_group_name -autodelete vdisk_name

where mdisk_group_name is the name of the new storage pool and vdisk_name is the name of the
volume that is being copied. Specify -autodelete to automatically delete the original copy of the
volume after the copies are synchronized.

2. The copy ID of the new copy is returned. The copies now synchronize such that the data is stored in
both storage pools. You can check the progress of the synchronization by issuing the following
command:

1svdisksyncprogress

Moving a volume between I/O groups using the CLI

To move volumes between 1/O groups non-disruptively, ensure that hosts are mapped to the volume,
support non-disruptive volume move. The cached data that is held within the system must first be
written to the system disk before the allocation of the volume can be changed.

About this task

Modifying the I/O group that services the volume can be done concurrently with I/O operations if the
host supports non- disruptive volume move. It also requires a rescan at the host level to ensure that the
multipathing driver is notified that the allocation of the preferred node has changed and the ports by
which the volume is accessed has changed. This can be done in the situation where one pair of nodes
becomes over used.

If there are any host mappings for the volume, the hosts must be members of the target I/O group or the
migration fails.

Verify that you created paths to I/O groups on the host system. After the system successfully adds the
new I/O group to the volume's access set and you moved selected volumes to another I/O group, detect
the new paths to the volumes on the host. The commands and actions on the host vary depending on the
type of host and the connection method used. These steps must be completed on all hosts to which the
selected volumes are currently mapped.

You can also use the management GUI to move volumes between I/O groups non-disruptively. In the
management GUI, select Volumes > Volumes. On the Volumes panel, select the volume that you want to
move and select Actions > Move to Another I/O Group. The wizard guides you through all the steps
that are necessary for moving a volume to another I/O group, including any changes to hosts that are
required. Click Need Help on the associated management GUI panels for details.

Note: If the selected volume is performing quick initialization, this wizard is unavailable until quick
initialization is complete.

To move a volume between I/O groups using the CLI, complete the following steps:

Procedure
1. Issue the following command: addvdiskaccess -iogrp iogrp id/name volume id/name

2. Issue the following command: movevdisk -iogrp destination iogrp -node new preferred node
volume id/name The system disables moving a volume if the selected volume is currently performing
quick initialization. After the quick initialization completes, you can move the volume to another I/O
group.

3. Issue the appropriate commands on the hosts that are mapped to the volume to detect the new paths
to the volume in the destination I/O group.

4. After confirming that the new paths are online, remove access from the old I/O group:
rmvdiskaccess -iogrp iogrp id/name volume id/name
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5.

Issue the appropriate commands on the hosts that are mapped to the volume to remove the paths to
the old I/0O group.

Creating an image-mode volume using the CLI

You can use the command-line interface (CLI) to import storage that contains existing data and continue
to use this storage. You can also use the advanced functions, such as Copy Services, data migration, and
the cache. These disks are known as image-mode volumes.

About this task

Make sure you are aware of the following information before you create image-mode volumes:

1.

Unmanaged-mode managed disks (MDisks) that contain existing data cannot be differentiated from
unmanaged-mode MDisks that are blank. Therefore, it is vital that you control the introduction of
these MDisks to the clustered system by adding these disks one at a time. For example, map a single
LUN from your RAID storage system to the clustered system and refresh the view of MDisks. The
newly detected MDisk is displayed.

Do not manually add an unmanaged-mode MDisk that contains existing data to a parent pool. If you
do, the data is lost. When you use the command to create an image-mode volume from an
unmanaged-mode disk, select the parent pool where it should be added. Ensure that the pool that is
selected is not a child pool. Child pools are created from existing pools, called parent pools, and get
capacity from the parent pool, not MDisks.

Complete the following steps to create an image-mode volume:

Procedure

1.
2.
3.

Stop all I/O operations from the hosts. Unmap the logical disks that contain the data from the hosts.
Create one or more storage pools. Ensure that the pool is not a child pool.

Map a single array or logical unit from your RAID storage system to the clustered system. You can do
this through a switch zoning or a RAID storage system based on your host mappings. The array or
logical unit appears as an unmanaged-mode MDisk to the system.

4. Issue the 1smdisk command to list the unmanaged-mode MDisks.

If the new unmanaged-mode MDisk is not listed, you can complete a fabric-level discovery. Issue the
detectmdisk command to scan the Fibre Channel network for the unmanaged-mode MDisks.

Note: The detectmdisk command also rebalances MDisk access across the available storage system
device ports.

5. Convert the unmanaged-mode MDisk to an image-mode volume.

Note: If the volume that you are converting maps to a flash drive, the data that is stored on the
volume is not protected against Flash drive failures or node failures. To avoid data loss, add a volume
copy that maps to an Flash drive on another node.

Issue the mkvdisk command to create an image-mode volume object.

6. Map the new volume to the hosts that were previously using the data that the MDisk now contains.
You can use the mkvdiskhostmap command to create a new mapping between a volume and a host.
This makes the image-mode volume accessible for I/O operations to the host.

Results

After the volume is mapped to a host object, the volume is detected as a disk drive with which the host
can complete I/O operations.
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What to do next

If you want to virtualize the storage on an image-mode volume, you can transform it into a striped
volume. Migrate the data on the image-mode volume to managed-mode disks in another storage pool.
Issue the migratevdisk command to migrate an entire image-mode volume from one storage pool to
another storage pool. Ensure that the storage pool that you migrate the image-mode volume to is not a
child pool.

Migrating data to an image mode volume using the CLI

You can use the command-line interface (CLI) to migrate data to an image mode volume.
About this task

Use the migratetoimage CLI command to migrate the data from an existing volume onto a different
managed disk (MDisk).

When the migratetoimage CLI command is issued, it migrates the data of the user specified source
volume onto the specified target MDisk. When the command completes, the volume is classified as an
image mode volume.

Note: Migration commands fail for the following reasons:
* The target or source volume is offline.
* A quorum disk is not defined.

* Defined quorum disks are unavailable.

Correct the offline or quorum disk condition and reissue the command.

The MDisk specified as the target must be in an unmanaged state at the time the command is run. Using
this command results in the inclusion of the MDisk into the user specified storage pool.

Enter the following CLI command to migrate data to an image mode volume:

migratetoimage -vdisk source_vdisk name -mdisk unmanaged target mdisk name -mdiskgrp managed disk group name
where source_vdisk_name is the name of the image mode volume, unmanaged_target_mdisk_name is the

name of the new MDisk, and managed_disk_group_name is the name of the new storage pool. For example,

the following command migrates data from the vdisk0 image mode volume to the mdisk5 target in the

mdgrp2 storage pool:

migratetoimage -vdisk vdisk0 -mdisk mdisk5 -mdiskgrp mdgrp2

Deleting a node from a system by using the CLI

You can use the command line interface (CLI) to remove a node from a system.
Before you begin

After the node is deleted, the other node in the I/O group enters write-through mode until another node
is added back into the I/O group.

By default, the rmnode command flushes the cache on the specified node before the node is taken offline.

When the system is operating in a degraded state, the system ensures that data loss does not occur as a
result of deleting the only node with the cache data.
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Attention:

If you are removing a single node and the remaining node in the I/O group is online, the data can be
exposed to a single point of failure if the remaining node fails.
If both nodes in the I/O group are online and the volumes are already degraded before you delete the

node, redundancy to the volumes is already degraded. If the force option is used, removing a node
might result in loss of access to data, and data loss might occur.

Removing the last node destroys the system. Before you delete the last node in the system, ensure that
you want to destroy the system.

When you delete a node, you remove all redundancy from the I/O group. As a result, new or existing
failures can cause I/O errors on the hosts. The following failures can occur:

— Host configuration errors
— Zoning errors
— Multipathing software configuration errors

If you are deleting the last node in an I/O group and volumes are assigned to the I/O group, you
cannot delete the node from the system if the node is online. You must back up or migrate all data that
you want to save before you delete the node. If the node is offline, you can delete the node.

To take the specified node offline immediately without flushing the cache or ensuring that data loss
does not occur, run the rmnode command with the force parameter. The force parameter forces
continuation of the command even though any node-dependent volumes will be taken offline. Use the
force parameter with caution; access to data on node-dependent volumes will be lost.

To delete a node that is in the service state and that has an associated spare node, you must specify the
-deactivatespare parameter with the rmnode command.

About this task

Complete these steps to delete a node:

Procedure

1.
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If you are deleting the last node in an I/O group, determine the volumes that are still assigned to this
1/0 group:
a. Issue the following CLI command to request a filtered view of the volumes:

Tsvdisk -filtervalue I0_group_name=name

Where name is the name of the I/O group.

b. Issue the following CLI command to list the hosts that this volume is mapped to:
1svdiskhostmap vdiskname/identification
Where vdiskname/identification is the name or identification of the volume.

Note: If volumes are assigned to this I/O group that contain data that you want to continue to access,
back up the data or migrate the volumes to a different (online) I/O group.

Turn off the power to the node that you intend to remove, if this node is not the last node in the
clustered system. This step ensures that the multipathing device driver, such as the Subsystem Device
Driver (SDD), does not rediscover the paths that are manually removed before you issue the delete
node request.
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Attention:

a. If you are removing the configuration node, the rmnode command causes the configuration node to
move to a different node within the clustered system. This process might take a short time,
typically less than a minute. The system IP address remains unchanged, but any SSH client that is
attached to the configuration node must reestablish a connection.

b. If you turn on the power to the node that was removed and it is still connected to the same fabric
or zone, it attempts to rejoin the system. The system causes the node to remove itself from the
system and the node becomes a candidate to add to this system or another system.

c. If you are adding this node into the system, ensure that you add it to the same I/O group that it
was previously a member of. Failure to do so can result in data corruption.

d. In a service situation, a node should normally be added back into a system using the original
node name. As long as the partner node in the I/O group was not deleted too, this is the default
name used if -name is not specified.

Before you delete the node, update the multipathing device driver configuration on the host to

remove all device identifiers that are presented by the volumes that you intend to remove. If you are
using the Subsystem Device Driver, the device identifiers are referred to as virtual paths (vpaths).

Attention: Failure to complete this step can result in data corruption.

See the IBM Multipath Subsystem Device Driver User’s Guide for details about how to dynamically
reconfigure SDD for the host operating system.

Issue this CLI command to delete a node from the clustered system:

Attention: Before you delete the node, note the following information. The rmnode command checks
for node-dependent volumes, which are not mirrored at the time that the command is run. If any
node-dependent volumes are found, the command stops and returns a message. To continue
removing the node despite the potential loss of data, run the rmnode command with the force
parameter. Alternatively, follow these steps before you remove the node to ensure that all volumes are
mirrored:

a. Run the 1sdependentvdisks command.

b. For each node-dependent volume that is returned, run the 1svdisk command.
c. Ensure that each volume returns in-sync status.

rmnode node_name_or_identification

Where node_name_or_identification is the name or identification of the node.

Note: Before a node is removed, the command checks for any node-dependent volumes that would
go offline. If the node that you selected to delete contains a flash drive that has dependent volumes,
volumes that use the flash drives go offline and become unavailable if the node is deleted. To
maintain access to volume data, mirror these volumes before you remove the node. To continue
removing the node without mirroring the volumes, specify the force parameter.

Completing the system maintenance procedure by using the CLI

You can use the command-line interface (CLI) to complete the system maintenance procedure.

About this task

Use the following steps to complete the system maintenance procedure:

Procedure

1.

Issue the finderr command to analyze the error log for the highest severity of unfixed errors. This
command scans the error log for any unfixed errors. Given a priority order that is defined within the
code, the highest priority of unfixed errors is returned.

Issue the dumperrlog command to dump the contents of the error log to a text file.
Locate and fix the error.
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4. Issue the clearerrlog command to clear all entries from the error log, including status events and any
unfixed errors. Only issue this command when you rebuild the system or you fix a major problem
that caused many entries in the error log that you do not want to fix individually.

Note: Clearing the error log does not fix the errors.
5. Issue the cherrstate command to toggle the state of an error between unfixed and fixed.

Modifying system IP addresses using the CLI

Use the command-line interface (CLI) to change the IP addresses that are associated with a system.
About this task

Attention: When you specify a new IP address for a system, the existing communication with the
system is broken. You must reconnect to the system with the new IP address. Additionally, the address
for a system IP cannot be the same address that is used for the service IP. Using the same IP address
causes an error.

Procedure

To change the system IP address, complete the following steps:
1. Issue the 1ssystemip command to list IP addresses that are used by the system.
2. Record the IP addresses for future reference.
3. To change an Internet Protocol Version 4 (IPv4) system IP address, issue this command:
chsystemip -clusterip cluster_ip_address -port cluster_port

where cluster_ip_address is the new IP address for the system and cluster_port specifies the port (1 or
2) where changes apply.

4. To change an IPv4 system IP address to an IPv6 system IP address, issue this command:
chsystemip -clusterip_6 cluster_ip_address -port cluster_port

where cluster_ip_address is the new Internet Protocol Version 6 (IPv6) address for the system and
cluster_port specifies the port (1 or 2) where changes apply.

5. To change an IPv4 default gateway IP address, issue this command:
chsystemip -gw cluster_gateway_address -port cluster_port

where cluster_gateway_address is the new gateway address for the system and cluster_port specifies the
port (1 or 2) where changes apply.

6. To change an IPv6 default gateway address, issue this command:
chsystemip -gw_6 cluster_gateway address -port cluster_port

where cluster_gateway_address is the new gateway address for the system and cluster_port specifies the
port (1 or 2) where changes apply.

7. Issue this command to change an IPv4 system subnet mask
chsystemip -mask cluster_subnet _mask -port cluster port

where cluster_subnet_mask is the new subnet mask for the system and cluster_port specifies the port (1
or 2) where changes apply.

8. For IPv6 addresses, you can issue this command to set the prefix for the system:
chsystemip -prefix_6 -port cluster_port
where cluster_port specifies the port (1 or 2) where changes apply.

9. Optionally, to delete all of the IPv4 addresses in the system after you change all addresses to IPv6,
issue this command:

chsystem -noip
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10. Optionally, to delete all of the IPv6 addresses in the system after you change all addresses to IPv4,
issue this command:

chsystem -noip 6
11. Display the IP routing table (optional) by using the CLI command Tsroute as follows:
Tsroute

The IP routing table provides details of the gateway that is used for IP traffic to a range of IP
addresses for each Ethernet port. This information can be used to diagnose configuration node
accessibility problems.
12. Issue the ping command (optional) to diagnose IP configuration problems. An example of the
command is as follows:
ping -srcip4 source_ipv4_address destination_ipv4_address -srcipb source_ipv6_address destination_ipvé_address

Changing the system gateway address by using the CLI

You can use the command-line interface (CLI) to change the gateway address for a system.
Procedure

To change the system gateway address, complete the following steps:

1. Issue the 1ssystemip command to list the current gateway address of the system.

2. Record the current gateway address for future reference.

3. Issue the following command to change an IPv4 system gateway address:
chsystemip -gw cluster_gateway_address -port cluster_port

where cluster_gateway_address is the new gateway address for the system. The port parameter specifies
which port (1 or 2) to apply changes to.

4. Issue the following command to change an IPv6 system gateway address:
chsystemip -gw 6 cluster gateway address -port cluster port

where cluster_gateway_address is the new gateway address for the system. The port parameter specifies
which port (1 or 2) to apply changes to.

Changing the relationship bandwidth for a system by using the CLI

You can use the command-line interface (CLI) to change the relationship bandwidth for a system.
About this task

The relationship bandwidth limit controls the maximum rate at which any one remote-copy relationship
can synchronize. The overall limit is controlled by the bandwidth parameter of each system partnership.
The default value for the relationship bandwidth limit is 25 megabytes per second (MBps), but you can
change this value by following these steps:

Procedure
1. Issue the Tssystem command to list the current relationship bandwidth limit of the system. For
example:

1ssystem system_id_or_system_name

Where system_id_or_system_name is the ID or name of the system.

2. For future reference, record the current relationship bandwidth limit that is displayed. For example:
relationship_bandwidth_Tlimit 25

3. To change the relationship bandwidth limit of the system, issue the following command:
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chsystem -relationshipbandwidthlimit

system_relationship_bandwidth_limit
Where system_relationship_bandwidth_limit is the new limit for the system. If the system is in a remote
partnership with another system, then the bandwidth setting must be the same between both systems
in the partnership. Issue the command on both systems in the partnership. Issue the command on
both systems in a relationship.

Configuring the system for iSCSI hosts

You need to complete several tasks to configure the system to work with iSCSI-attached hosts. The tasks
include general tasks on the host system before you configure a system.

Before you begin

Before you complete any iSCSI-configuration tasks on the system, it is important that you complete all
the iSCSI-related configuration on the host machine. Because the system supports various host machines,
consult the documentation for specific instructions and requirements for a particular host. For a list of
supported hosts, see this website:

www.ibm.com /support]

About this task

To configure a system for iSCSI, follow these general tasks on the host system:

1. Select a software-based iSCSI initiator, such as Microsoft Windows iSCSI Software Initiator and verify
the iSCSI driver installation.

2. If required, install and configure a multipathing driver for the host system.

In addition, determine a naming convention for iSCSI names, such as iSCSI qualified names (IQNs) for
your system. Hosts use iSCSI names to connect to the node. Each node, for example, has a unique IQN,
and the system name and node name are used as part of that IQN. Each node, for example, has a unique
IQN, and the system name and node name are used as part of that IQN.

Port IP addresses are the IP addresses that are used by iSCSI-attached hosts to process 1/0. Host port
group IDs are automatically assigned to the port. Host port grouping groups the ports that have the same
maximum possible port speed and ensures that no more than four ports are discovered by a host.

Procedure

1. To configure a new port IP address to a specified Ethernet port of a node with an IPv4 address, enter
the following command-line interface (CLI) command:
cfgportip -node -ip ipv4addr
-gw ipv4gw -mask subnet _mask -failover -vlan vlan_id port_id
where node_name | node_id specifies the name or ID of the node that is being configured, ipv4addr is
the IPv4 address for the Ethernet port, ipvdgw is the IPv4 gateway IP address, subnet_mask is the IPv4
subnet mask, and port_id specifies the Ethernet port ID (1 or 2). To view a list of ports, use the
1sportip command.

The optional -failover parameter specifies that the IP is a failover IP and is related to the partner
node. If the node that is specified is the only online node in the 1/O group, the address is configured
and presented by this node. When another node in the I/O group comes online, the failover address
is presented by that node. If two nodes in the I/O group are online when the command is entered,
the address is presented by the other node to the partner node.

The optional -vlan parameter sets the virtual local area network (VLAN) ID for an IPv4 address that
is configured for iSCSI host attachment.
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For more information about the -vlan parameter, see the information about configuring VLAN for
iSCSI using the CLI.

. To configure a new port IP address to a specified Ethernet port of a node with an IPv6 address, enter
the following CLI command:

cfgportip -node node_name | node_id -ip_6 ipv6addr

-gw_6 ipvéegw -prefix_6 prefix -failover -vlan_6 vlan_id port_id

where node_name | node_id specifies the name or ID of the node that is being configured, ipv6addr is
the IPv6 address for the Ethernet port, ipvbgw is the IPv6 gateway IP address, subnet_mask is the IPv6
subnet mask, and port_id specifies the Ethernet port ID (1 or 2). To view a list of ports, use the
Isportip command.

The optional -failover parameter specifies that the IP is a failover IP that is related to the partner
node. If the node that is specified is the only online node in the I/O group, the address is configured
and presented by this node. When another node in the I/O group comes online, the failover address
is presented by that node. If two nodes in the I/O group are online when the command is entered,
the address is presented by the other node to the node that is specified.

The optional -vlan_6 parameter sets the virtual local area network (VLAN) ID for an IPv6 address

that is configured for iSCSI host attachment.

For more information about the -vlan parameter, see the information about configuring VLAN for

iSCSI using the CLL

After IP configuration, host_port_group_ids are automatically assigned to the iSCSI ports and consist

of the following criteria:

* A host_port_group_id is an automatic grouping of ports that is designated by an integer. Host port
group IDs are unique across 1/O groups.

* Each host port group ID contains a maximum of four ports.

 All ports within a host port group ID have identical speeds

* Identical host port group IDs are assigned to the failover port. If a host_port_group_id is already
assigned to a failover port, the same host_port_group_id will be assigned to a local port

* Enabling -host flag to yes assigns the host_port_group_id. If on a port with host flag no , host flag is
set to yes, this results in assignment of a host_port_group_id to a port.

. To remove an iSCSI IP address from a node Ethernet port, enter either of these CLI commands. The
following command deletes an IPv4 configuration for the specified iSCSI Ethernet port:

rmportip -failover

-node node_name | node_id port_id

where node_name | node_id specifies the name or ID of the node with the Ethernet port that the IP
address is being removed from and port_id specifies the Ethernet port ID. To list the valid values for
the Ethernet port, enter the 1sportip command. The optional -failover parameter indicates that the
specified data is failover data.

The following command deletes an IPv6 configuration for the specified iSCSI Ethernet port:

rmportip -ip_6 -failover

-node node_name | node_id port_id

where -ip_6 indicates that this command removes an IPv6 configuration, node_name | node_id
specifies the name or ID of the node with the Ethernet port that the IP address is being removed
from, and port_id specifies the Ethernet port ID. To list the valid values for the Ethernet port, enter the
Isportip command. The optional -failover parameter indicates that the specified data is failover
data.

To display the host port group ID in addition to other parameters for each iSCSI port, enter the
Isportip command. Entering this command displays a detailed view of the specified port:

Isportip Ethernet_port_id

where Ethernet_port_id is the specified port. The parameter host_port_grp_id displays the value of the
host port group ID.
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6. After all the IP addresses of the ports are removed, the host port group ID that is associated with a
port is removed. The host port group ID is also removed when the -host flag is set to 1o from yes on
the port.

What to do next

After you configure your IP addresses, you can optionally create or configure several iSCSI items.

Configuring or modifying an iSCSI alias by using the CLI

You can use the command-line interface (CLI) to optionally create or change the iSCSI alias for the
selected node. An iSCSI alias is a user-assigned name that identifies the node to the iSCSI-attached host.

About this task

To configure or modify an iSCSI alias, follow these steps:

Procedure
1. To configure a new port IP address to a specified Ethernet port of a node, enter the following CLI
command:

chnode -iscsialias alias node_name | node_id
where alias node_name | node_id specifies the name or ID of the node.

2. To specify that the name or iSCSI alias that is being set is the name or alias of the partner node in the
I/0 group, enter the following CLI command. When there is no partner node, the values set are
applied to the partner node when it is added to the clustered system. If this parameter is used when
there is a partner node, the name or alias of that node changes
chnode -iscsialias alias -failover node _name | node_id
where alias specifies the iSCSI name of the node and node_name | node_id specifies the node to be
modified.

What to do next

After you create iSCSI aliases, you can optionally configure the address for the Internet Storage Name
Service (iSNS) server for the system.

Configuring the iSNS server address by using the CLI

If you are using iSCSI-attached hosts with the clustered system, you can use the command-line interface
(CLI) to optionally configure the address for the internet Storage Name Service (iSNS) server for the
system. Host systems use the iSNS server to manage iSCSI targets and for iSCSI discovery.

Procedure
1. To specify an IPv4 address for the iSCSI storage name service (SNS), enter the following CLI
command:

chsystem -isnsip sns_server_address

where sns_server_address is the IP address of the iSCSI storage name service in IPv4 format.

2. To specify an IPv6 address for the iSCSI storage name service (SNS), enter the following CLI
command:

chsystem -isnsip_b6 ipv6_sns_server_address

where ipv6_sns_server_address is the IP address of the iSCSI storage name service in IPv6 format.
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Configuring system iSCSI authentication by using the CLI

You can use the command-line interface (CLI) to configure the system to authenticate with iSCSI-attached
hosts by using the Challenge-Handshake Authentication Protocol (CHAP). After the CHAP is set for the
system, all attached hosts must be configured to authenticate. When you are troubleshooting a problem,
you can delay your configuration of the CHAP authentication until after you configure the first one or
two hosts and test their connectivity.

About this task
To configure authentication between the system and the iSCSI-attached hosts, follow these steps:

Procedure
1. To configure CHAP authentication for an iSCSI host, enter the following CLI command:
chhost -iscsiusername iscsi_username -chapsecret chap_secret host_name

where iscsi_username is the user name, chap_secret is the CHAP secret to be used to authenticate the
system via iSCSI, and host_name is the name of the iSCSI host. The chap_secret value must be 12
characters. If you do not specify the iSCSI user name, the initiator's IQN is taken as the user name for
one-way CHAP authentication.

2. To set the authentication method for the iSCSI communications of the system, enter the following CLI
command:

chsystem -iscsiauthmethod chap -chapsecret chap_secret

where chap specifies that CHAP is the authentication method and chap_secret is the CHAP secret to be
used. The specified CHAP secret cannot begin or end with a space.

3. To clear all CHAP secrets for iSCSI authentication that were previously set, enter the following CLI
command:

chsystem -nochapsecret

The nochapsecret parameter is not allowed if the chapsecret parameter is specified.

4. Run the 1siscsiauth command to display the Challenge Handshake Authentication Protocol (CHAP)
secret that you configured.

What to do next

After you configure the CHAP secret for the system, ensure that the system CHAP secret is added to
each iSCSI-attached host. On all iSCSI-attached hosts, specify a CHAP secret that the hosts use to
authenticate to the system.

Configuring remote authentication service using the CLI

Remote authentication allows users to authenticate to the system using credentials stored on an external
authentication service.

About this task

When you configure remote authentication, you do not need to configure users on the system or assign
additional passwords. You can use your existing passwords and user groups that are defined on the
remote service to simplify user management and access, to enforce password policies more efficiently, and
to separate user management from storage management.

If a user is configured on the system as a local user, only local credentials are used. Otherwise, users who
are entering their password are authenticated against the remote service when they use the management

GUI or the command-line interface (CLI). Their roles are determined according to group memberships
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defined on the remote service. If a user is configured on the system as a remote user with an SSH key,
the user can additionally access the command-line interface by using this Secure Shell (SSH) key. Group
memberships continue to be determined from the remote service.

Configuring remote authentication service with Lightweight Directory
Access Protocol (LDAP) by using the CLI

You can use the command-line interface (CLI) to configure the system to authenticate users against
servers that implement the Lightweight Directory Access Protocol (LDAP), including Active Directory
(AD).

About this task

* Users on provisioned LDAP servers with IBMRBS permissions of Supervisor Access or Supervisor Role
can log in to the system as Administrator, but cannot run the satask changelocale command.

+ All authentication commands and settings are disabled.

— Automatically provisioned settings are not visible to the user and are not displayed by the 1ssystem
or 1sldapserver commands.

— The chauthservice -refresh command is enabled.

All options on the system GUI LDAP page are disabled.

Tip: A superuser cannot be authenticated if the superuser is using a remote Lightweight Directory Access
Protocol (LDAP server). However, other users can authenticate in this manner.

Procedure

To enable user authentication with LDAP, follow these steps:
1. Configure LDAP by entering the chldap command.

This command provides default settings for both Tivoli® Directory Server and AD. To configure
authentication with Tivoli Directory Server schema defaults and Transport Layer Security (TLS), for
example, enter the following command:

chldap -type itds -security tls
LDAP configuration can be inspected with the 1s1dap command.

Note: Use TLS so that transmitted passwords are encrypted.
2. Specify the mkldapserver command to define up to six LDAP servers to use for authentication.

Multiple servers can be configured to provide access to different sets of users or for redundancy. All
servers must share the settings that are configured with chldap. To configure an LDAP server with a
Secure Socket Layer (SSL) certificate and users in the cn=users,dc=company,dc=com subtree, for
example, enter the following command:

mkldapserver -ip 9.71.45.108 -basedn cn=users,dc=company,dc=com -sslcert /tmp/sslcert.pem
You can also configure which servers are preferred to authenticate users.

Specify 1s1dapserver for LDAP server configuration information. Specify chldapserver and
rmldapserver to change the configured LDAP servers.

3. Configure user groups on the system by matching those user groups that are used by the
authentication service.

For each group of interest that is known to the authentication service, a system user group must be
created with the same name and with the remote setting enabled. If members of a group that is called
sysadmins, for example, require the system administrator (admin) role, enter the following command:

mkusergrp -name sysadmins -remote -role Administrator
If none of the user groups match a system user group, the user cannot access the system.
4. Verify your LDAP configuration by using the testldapserver command.
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To test the connection to the LDAP servers, enter the command without any options. A user name can
be supplied with or without a password to test for configuration errors. To process a full
authentication attempt against each server, enter the following commands:

testldapserver -username username -password password

5. Enter the following command to enable LDAP authentication:
chauthservice -type ldap -enable yes

6. Configure users who do not require Secure Shell (SSH) key access.

Delete system users who must use the remote authentication service and do not require SSH key
access.

Remember: A superuser cannot be deleted or use the remote authentication service.
7. Configure users who require SSH key access.

All system users who use the remote authentication service and require SSH key access must have
remote settings that are enabled and a valid SSH key that is configured on the system.

Changing user groups

You can use the command-line interface (CLI) to change user groups. User groups organize users of a
clustered system by role.

About this task

Roles apply to both local and remote users on the system and are based on the user group to which the
user belongs. A local user can belong only to a single group; therefore, the role of a local user is defined
by the single group that the user belongs to. Remote users can belong to one or more groups; therefore,
the roles of remote users are assigned according to the groups that the remote user belongs to.

To change a user group in the management GUI, select Access > Users. Select a user group and select
Properties from the Actions menu.

Procedure

1. Use the chusergrp CLI command to change attributes of an existing user group. For example, enter
the following command:

chusergrp -role role name -remote yes | no group_id_or name

where role_name specifies the role that is associated with any users that belong to this group and
group_id_or_name specifies the group to be changed. The remote parameter specifies whether the
group is visible to the authentication server.

2. Issue the Tsusergrp CLI command to display the user groups that were created on the system. For
example, enter the following command:

Isusergrp usergrp_id_or_name

where group_id_or_name specifies the user group to view. If you do not specify a user group ID or
name, all user groups on the system are displayed.

Changing users

You can use the command-line interface (CLI) or the management GUI to change users on the system.
Before you begin

System users must provide either a password, a Secure Shell (SSH) key, or both. Local users are
authenticated through the authentication methods that are on the system.
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You can create two categories of users that access the clustered system (system). These user types are
based on how they authenticate to the system:

* Some users must provide an SSH password (or if not possible an SSH key).
* If a user needs access to the management GUI, a password is needed for the user.

* If the user requires access to the command-line interface (CLI), a valid password and SSH key can be
used.

* Users must be in a user group that is defined on the system.

Remote users can also configure local credentials if they need to access the system when the remote
service is down. Remote users have their groups that are defined by the remote authentication service.

To change a user in the management GUI, select Access > Users. Right-click the user and select Modify
from the Actions menu.

About this task

To change a user in the CLI, follow these steps:

Procedure

1. Use the chuser CLI command to change the attributes of an existing user. For example, enter the
following command:

chuser -usergrp group_id_or_name user_id_or_name

where the group_id_or_name specifies the new group for the user and user_id_or_name specifies the
user to be changed.

2. Use the chcurrentuser CLI command to change the attributes of the current user. For example, enter
the following command:

chcurrentuser -nokey

where the nokey parameter specifies that the SSH key of the user is to be deleted.

3. Use the 1scurrentuser CLI command to display the name and role of the logged-in user. For
example, enter the following command:

Iscurrentuser

The name and the role of the user are displayed.

Managing SNMP notifications by using the CLI

You can set up and manage event and call home notifications by using the command-line interface (CLI).
About this task

The notification settings apply to the entire system. You can specify the types of events that cause the
system to send a notification. The system sends a Simple Network Management Protocol (SNMP)
notification. The SNMP setting represents the type of notification.

SNMP is the standard protocol for managing networks and exchanging messages. SNMP enables your
system to send external messages that notify personnel about an event. You can use an SNMP manager to
view the messages that the SNMP agent sends.

The possible types of event notifications are error, warning, and information. Event notifications are

reported to the SNMP destinations of your choice. To specify an SNMP destination, you must provide a
valid IP address and SNMP community string.
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Note: A valid community string can contain up to 60 letters or digits. If no community string is specified,
the default string of public is used. A maximum of six SNMP destinations can be specified.

In configurations that use SNMP, the system uses the notifications settings to call home if errors occur.
You must specify Error and send the trap to the master console if you want the system to call home
when errors occur.

To configure the SNMP notification settings, use the following commands:

Procedure

1. To create a new SNMP server to receive notifications, use the mksnmpserver CLI command. For
example, enter one of the following commands:

mksnmpserver -ip 9.11.255.634
where 9.11.255.634 is the IP address for this server.

mksnmpserver -ip 9.11.255.634 -port remoteportnumber

where 9.11.255.634 is the IP address for this server and remoteportnumber is the port number for the
remote SNMP server.

2. To change the settings of an existing SNMP server, enter the chsnmpserver command. For example,
enter the following command:

chsnmpserver -name server_name snmp_server_name_or_id

where server_name is the new name of the server and snmp_server_name is the name or ID of the
server to be modified.

3. To remove an existing SNMP server from the system, enter the rmsnmpserver command. For example,
enter the following command:

rmsnmpserver snmp_server_name

where snmp_server_name is either the name of the SNMP server to be deleted.

4. To display either a concise list or a detailed view of the SNMP servers that are detected by the
system, enter the 1ssnmpserver command. For example, to display a concise view, enter the following
command:

Issnmpserver -delim :

To display a detailed view of an SNMP server, enter the following command:
Issnmpserver snmp_server_name

Setting up syslog notifications using the CLI

You can set up syslog event notifications by using the command-line interface (CLI).
About this task

The syslog protocol is a standard protocol for forwarding log messages from a sender to a receiver on an
IP network. The system can send syslog messages that notify personnel about an event. The system can
transmit syslog messages in either expanded or concise format. Servers configured with facility values of
0 - 3 receive syslog messages in concise format. Servers configured with facility values of 4 - 7 receive
syslog messages in fully-expanded format. The default value is 0. The facility number used in syslog
messages also identifies the origin of the message to the receiving server. You can use a syslog manager
to view the syslog messages that the system sends. The system uses the User Datagram Protocol (UDP) to
transmit the syslog message. You can specify up to a maximum of six syslog servers. You can use the
management GUI or the command-line interface to configure and modify your syslog settings.
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The syslog event notification settings apply to the entire system. You can specify the types of events that
cause the system to send a notification. The possible types of notifications are error, warning, or
information.

To specify a syslog destination, you must provide a valid IP address.

Note: Servers that are configured with facility values of 0 - 3 receive syslog messages in concise format.
Servers that are configured with facility values of 4 - 7 receive syslog messages in fully expanded format.

To configure and work with notification settings, use the following commands:

Procedure

1. Issue the mksyslogserver CLI command to specify the action that you want to take when a syslog
error or event is logged to the error log. For example, you can issue the following CLI command to
set up a syslog notification:

mksyslogserver syslog_server_name -ip 9.11.255.123

where syslog_server_name is the name given to the Syslog server definition and 9.11.255.123 is the
external Internet Protocol (IP) address of the syslog server.

2. To modify a syslog notification, issue the chsyslogserver command. For example:
chsyslogserver syslog server _name -ip 9.11.255.123

where syslog_server_name is the name given to the Syslog server definition and 9.11.255.123 is the
external IP address of the syslog server.

3. To delete a syslog notification, issue the rmsyslogserver command. For example:
rmsyslogserver syslog _server_name -force

4. To display either a concise list or a detailed view of syslog servers that are configured on the system,
issue the 1ssyslogserver command. For example, to display a concise view, enter the following
command:

1ssyslogserver -delim :

To display a detailed view of a syslog server, enter the following command:
1ssyslogserver syslog server_name

Setting up email event notifications and inventory reports by using the
CLI

You can use the command-line interface (CLI) to set up your system to send event notification and
inventory reports to specified recipients and your support center.

Before you begin

You can configure Call Home by using the CLL
About this task

To set up, manage, and activate email event, inventory, and Call Home notifications, complete the
following steps:

Procedure

1. Enable your system to use the email notification function. To enable email notification, use the
mkemailserver CLI command. Up to six SMTP email servers can be configured to provide redundant
access to the external email network.
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This example creates an email server object. It specifies the name, IP address, and port number of the
SMTP email server. After you enter the command, you see a message that indicates that the email
server was successfully created.

mkemailserver -ip ip_address -port port_number

where ip_address specifies the IP address of a remote email server and port_number specifies the port
number for the email server.

Add recipients of email event and inventory notifications to the email event notification facility. To
add recipients, use the mkemailuser CLI command.

The following example adds email recipient manager2008 and designates that this recipient is to
receive email error-type event notifications.

mkemailuser -address manager2008@ibm.com
-error on -usertype local

Important: Always select the local user type unless otherwise instructed by your support center. The
support user type is normally only used with the Call Home feature.

Remember: To control the frequency of email notifications, enter the following command: chsystem
-inventoryemail

Set the contact information that is used by the email event notification facility. To set contact
information, use the chemail CLI command. If you are starting the email event notification facility, the
-reply parameter must be set.

The following example sets the contact information for the email recipient manager2008.

chemail -reply manager2008@ibm.com -contact manager2008

-primary 0441234567 -location 'room 256 floor 1 IBM'
Optionally, generate a report that lists email event notification settings for all email recipients, or
change or delete email recipients.

* To generate a report that lists the email event notification settings for all email recipients, an
individual email recipient, or a specified type of email recipient (local or support), use the
Isemailuser CLI command.

* To change the settings that are defined for a recipient, use the chemailuser CLI command. You
must specify the user ID or name of the email recipient for whom you are modifying settings.

* To remove a previously defined email recipient, use the rmemailuser CLI command. You must
specify the user ID or name of the email recipient that you want to remove.

Activate the email and inventory notification function. To start the email and inventory notification
function, use the startemail CLI command. The startemail command takes no parameters.

Note: Inventory information is automatically reported to service personnel when you activate error
reporting.

Optionally, test the email notification function to ensure that it is operating correctly and send an
inventory email notification. The system uses the notifications settings to call home if errors occur.

* To send a test email notification to one or more recipients, use the testemail CLI command. You
must either specify all or the user ID or user name of an email recipient that you want to send a
test email to.

* To send an inventory email notification to all recipients that are enabled to receive inventory email
notifications, use the sendinventoryemail CLI command. The sendinventoryemail command takes
no parameters.

* Use the stopemail command to stop the email and inventory notification function. The stopemail
command takes no parameters.
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Setting up email servers by using the CLI

You can set up email server objects by using the command-line interface (CLI).

About this task

You can specify a server object that describes a remote Simple Mail Transfer Protocol (SMTP) email server
to receive event notifications from the clustered system. You can specify up to six servers to receive
notifications. To configure and work with email servers, use the following commands:

Procedure

1.

Use the mkemailserver CLI command to create an email server object that describes a remote Simple
Mail Transfer Protocol (SMTP) email server. For example, enter the following CLI command to set up
an email server:

mkemailserver -ip ip_address

where ip_address is the IP address of a remote email server. This address must be a valid IPv4 or IPv6
address.

To change the parameters of an existing email server object, use the chemailserver command. For
example, to change the parameters of an email server, enter the following command:

chemailserver -ip ip_address email _server _name_or_id

where ip_address is the IP address of the email server object and email_server_name_or_id is the name or
ID of the server object to be changed.

To delete a specified email server object, use the rmemailserver command. For example, to delete an
email server, enter the following command:

rmemailserver email_server_name_or_id

To display either a concise list or a detailed view of email servers that are configured on the system,
use the 1semailserver command. For example, to display a concise view, enter the following
command:

Isemailserver -delim :

To display a detailed view of an email server, enter the following command:

Isemailserver email_server_name_or_id

Changing user passwords using the CLI

You can use the command-line interface (CLI) to change user passwords.

About this task

Passwords control access to these applications:

* System management GUI

e Service assistant GUI
 CLI

Follow these steps to change the password for a user:

Procedure

Enter the following command to change the password:

chuser -password cleartextpassword janedoe

Where password is the new password that you want to use for the user janedoe.
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What to do next

Changing the locale setting using the CLI

You can use the command-line interface (CLI) to specify the locale for a system. The language that you
select as your locale setting is used to display command results and error messages in the CLI.

About this task

The following locales are available:
* 0 US English (default)

* 3 Japanese

Procedure

Issue the setlocale CLI command with the ID for the locale.

Example

For example, issue the following CLI command to change the locale setting from US English to Japanese:
setlocale -Tocale 3

where 3 is the ID for the Japanese locale setting.

Viewing the feature log using the CLI

You can use the command-line interface (CLI) to view the feature log.
About this task

Perform the following steps to view the feature log:

Procedure

1. Issue the 1sdumps command to return a list of dumps in the /dumps/feature destination directory. The
feature log is maintained by the cluster. The feature log records events that are generated when
license parameters are entered or when the current license settings have been breached.

2. Issue the 1sdumps command to return a list of the files that exist of the type specified on the given
node.

Analyzing the error log using the CLI

You can use the command-line interface (CLI) to analyze the error log (event log).
About this task

Perform the following step to analyze the error log:
Procedure

Issue the following CLI command to list error log entries by file type: 1seventlog
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Results

This command lists the error log entries. You can filter by type; for example, 1seventlog -filtervalue
object_type=mdisk displays the error log by managed disks (MDisks).

You can display the whole log or filter the log so that only errors, events, or unfixed errors are displayed.
You can also request that the output is sorted either by error priority or by time. For error priority, the
most serious errors are the lowest-numbered errors. Therefore, the most serious errors are displayed first
in the table. For time, either the older or the latest entry can be displayed first in the output.

Shutting down a system by using the CLI

You can use the command-line interface (CLI) to shut down a system.
Procedure

To power off your system, complete the following steps.

1. Determine which hosts have access to volumes on this system by running the 1shostvdiskmap
command.

2. Stop input/output (I/O) to the system from each host that is listed in step

Note: Failure to stop host I/O can result in failed I/O operations being reported to your host
operating systems.

3. Shut down the system by using this command:

stopsystem

4. Wait for the power light-emitting diodes (LEDs) on all nodes to flash at 1 Hz, indicating that the
shutdown operation has completed.

v3500064

Figure 1. Location of the power LED on a node canister
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5. Disconnect the power cords from both power supplies in each node.
6. Disconnect the power cords from both power supplies in each expansion enclosure.

Updating the system automatically using the CLI

You can use the command-line interface (CLI) to install software updates.
Before you begin

Follow these steps to update to version 8.1.0 or later from version 7.7.0 or later.
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To update from version 5.1.x or earlier, see the relevant IBM Knowledge Center or publications that are
available at this website: fwww.ibm.com /support]

If you encounter a memory DIMM failure to any node during the update process, stop immediately and
follow directions in Updating the system.

You can use the command-line interface to resolve multipathing issues when nodes go offline for
updates. You can add the ability to override the default 30 minute mid-point delay, pause an update, and
resume a stalled update by following these steps:

1.

To start an update but pause at the halfway point, enter the following command:
applysoftware -file filename -pause

To start an update but then pause before you take the node offline for an update, enter the following
command:

applysoftware -file filename -pause -all
To resume a stalled update and pause at the halfway point, enter the following command:
applysoftware -resume -pause

To resume a stalled update and pause before you take the remaining nodes offline for an update,
enter the following command:

applysoftware -resume -pause -all

Note: The -al1 parameter enables the update to pause indefinitely before each node goes offline for
an update. This pause happens before the existing object-dependent volume check is carried out. The
-resume parameter enables the user to continue the update.

About this task

To update the system, follow these steps.

Procedure

1.

You must download, install, and run the latest version of the test utility to verify that no issues exist
with the current system.

Important: After you install and run the test utility by using either the management GUI or the CLI,
you must return to step El on this page.

You can download and install the most current version of this tool at the following website. The link
provides instructions for using either the management GUI or the CLI to install and run the test
utility.

[http:/ /www.ibm.com /support/docview.wss?uid=ssg154000585

Download the latest code from the [www.ibm.com /support site.

* If you want to write the code to a CD, you must download the CD image.

* If you do not want to write the code to a CD, you must download the installation image.
Use PuTTY scp (pscp) to copy the update files to the node.

Ensure that the update file was successfully copied.

Before you begin the update, you must be aware of the following situations:

* The installation process fails under the following conditions:

— If the code that is installed on the remote system is not compatible with the new code or if an
intersystem communication error does not allow the system to check that the code is compatible.

— If any node in the system has a hardware type that is not supported by the new code.

— If the system determines that one or more volumes in the system would be taken offline by
rebooting the nodes as part of the update process. You can find details about which volumes
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would be affected by using the 1sdependentvdisks command. If you are prepared to lose access
to data during the update, you can use the force flag to override this restriction.

* The update is distributed to all the nodes in the system by using internal connections between the
nodes.

* Nodes are updated one at a time.
* Nodes run the new code concurrently with normal system activity.

* While the node is updated, it does not participate in I/O activity in the I/O group. As a result, all
I/0 activity for the volumes in the I/O group is directed to the other node in the I/O group by the
host multipathing software.

* There is a thirty-minute delay between node updates. The delay allows time for the host
multipathing software to rediscover paths to the nodes that are updated. There is no loss of access
when another node in the I/O group is updated.

* The update is not committed until all nodes in the system are successfully updated to the new code
level. If all nodes are successfully restarted with the new code level, the new level is committed.
When the new level is committed, the system vital product data (VPD) is updated to reflect the
new code level.

* Wait until all member nodes are updated and the update is committed before you invoke the new
functions of the updated code.

* Because the update process takes some time, the installation command completes as soon as the
code level is verified by the system. To determine when the update is completed, you must either
display the code level in the system VPD or look for the Software update complete event in the
error/event log. If any node fails to restart with the new code level or fails at any other time
during the process, the code level is backed off.

* During an update, the version number of each node is updated when the code is installed and the
node is restarted. The system code version number is updated when the new code level is
committed.

* When the update starts, an entry is made in the error or event log and another entry is made when
the update completes or fails.

5. Issue this CLI command to start the update process:
applysoftware -file software_update file
Where software_update_file is the name of the code update file in the directory you copied the file to in
step If the system identifies any volumes that would go offline as a result of rebooting
the nodes as part of the system update, the code update does not start. An optional force parameter
can be used to indicate that the update continues regardless of the problem identified. If you use the
force parameter, you are prompted to confirm that you want to continue. The behavior of the force

parameter changes, and it is no longer required when you apply an update to a system with errors in
the event log.

6. If you are updating from a release before version 7.4.0, issue the following CLI command to check the
status of the code update process:

svcinfo 1ssoftwareupgradestatus
This command displays inactive when the update is complete.

Note: If a status of stalled_non_redundant is displayed, proceeding with the remaining set of node
updates might result in offline volumes. Contact a service representative to complete the update.

7. If you are updating from version 7.4.0 or later, issue the following CLI command to check the status
of the code update process:

lsupdate
This command displays success when the update is complete. If you have hot-spare nodes that are
configured on your system, the hot-spare node assumes I/O operations from each node as it is

updated.
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Note: If a status of stalled_non_redundant is displayed, proceeding with the remaining set of node
updates might result in offline volumes. Contact a service representative to complete the update.

8. If you updated from a release before version 7.4.0, you receive the status message
system_completion_required. To complete the update process, issue the command applysoftware
-complete. After that command is run, you can run Tsupdate to see the progress of the update
completion.

9. To verify that the update successfully completed, issue the 1snodevpd CLI command for each node
that is in the system.

The code version field displays the new code level.

Important: If you update your system software to version 8.1.1 or later from a version earlier than

8.1.0, on a system where you have already installed more than 64 GB of RAM, all nodes return from

the update with an error code of 841. Versions 8.1.0 and later allocate memory in a different way than

previous versions, so the RAM must be "accepted” again. To resolve the error, complete the following

steps:

a. On a single node, run the svctask chnodehw command. Do not run the command on more than
one node at a time.

Wait for the node to restart and return without the error.
Wait an additional 30 minutes for multipath drives to recover on the host.
d. Repeat this process for each node individually until you clear the error on all nodes.

Results
When a new code level is applied, it is automatically installed on all the nodes that are in the system.

Note: An automatic system update can take up to 30 minutes per node.
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Chapter 4. Array commands

Use the array commands to manage arrays and their properties.

charray
Use the charray command to change array attributes.
Syntax
»»—charray >
I— -name — new_name_arg—| I— -sparegoal —1-100—| I— -balanced —|
> — mdisk_id ><
|— -slowwritepriority —Elatencyj—‘ |—-1r‘ebu1'1da1r*easgoa1 0 | |—mdisk_nameJ
redundancy —1—
—2—
—3—
4

Parameters

-name new_name_arg
(Optional) Specifies the new name to apply to the array MDisk.

-sparegoal 1-100
(Optional) Sets the number of spares to protect the array members with. The value can be a number
between 1 and 100.

Note: This parameter is not applicable for distributed arrays.

-balanced
(Optional) Forces the array to balance and configure the spare goals of the present drives.

Specify -balanced and the system examines the membership's chain balance for mirrored arrays. If
each mirrored member is on a different chain than its partner member, the array continues balancing
the member chains. If each mirrored member is not on a different chain than its partner member, the
array stops balancing the member chains.

Note:

 If -balanced is specified and the goal of the associated array MDisk changes, the tier of the array
MDisk is updated to match the new goal.

* This parameter is not applicable for distributed arrays.
-slowwritepriority latency | redundancy
(Optional) Controls array ability to complete write operations that take too long, even if it
temporarily compromises redundancy.
The value can be either Tatency or redundancy:
* latency implies the feature is enabled for normal I/O operations
* redundancy implies the feature is not enabled for normal I/O operations

The default value is Tatency mode for existing arrays, unless the array is RAID-0 (in which case
redundancy mode is required).
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Important: Do not change the mode of a RAID-0 array.

Important: An array can cause member drives to become unsynchronized (to preserve response time)
if the value is Tatency. If the value is redundancy, the array cannot cause member drives to become
unsynchronized (to preserve time) and I/O performance is impacted.

-rebuildareasgoal 0 | I | 2 | 3 | 4
(Optional) Specifies the rebuild areas threshold. The array logs an error when the available rebuild
areas drop below this specified threshold. The values are 0, 1, 2, 3, or 4. (If you specify 0, an error is
not logged if the system runs out of rebuild areas.)
Note: This parameter is only applicable for distributed arrays.
mdisk_id | mdisk_name
(Required) Identifies (by ID or user-defined name) which array the MDisk command applies to.
Description

This command changes an array's attributes.

An invocation example to change the name of an array

charray -name raidé6 mdisk0 0

The resulting output:
No feedback

An invocation example to set the number of spares threshold to 2

charray -sparegoal 2 mdisk52

The resulting output:
No feedback

An invocation example to balance the array

charray -balanced 3

The resulting output:
No feedback

An invocation example for changing the rebuild areas goal for an array

charray -rebuildareasgoal 3 arrayl

The resulting output:
No feedback

An invocation example for changing the rebuild areas goal for an array

charray -slowwritepriority redundancy 0

The resulting output:
No feedback

charraymember

Use the charraymember command to modify an array member's attributes, or to swap (exchange) a
member of a RAID array with that of another drive.
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Syntax

A\
A

-newdrive —new_drive_id— mdisk_name
-immediate

»>—charraymember— -member —member_id— —E -balanced —[ mdisk_id _|
-unbalanced

Parameters

-member member_id
Identifies the array member index.

-balanced
(Optional) Forces the array member spare goals to be set to the:
* Present array member goals
+ Existing exchange goals
* The newDrive goals

Note: If -balanced is specified and the goal of the associated array MDisk changes, the tier of the
array MDisk is updated to match the new goal.

-newdrive new _drive_id
(Optional) Identifies the drive to add to the array.

For distributed arrays:

* If the -newdrive parameter is specified with the -immediate parameter, and the member is not
associated with a rebuild area, the command begins a distributed rebuild to a rebuild area in such
a way that a copyback begins immediately when the rebuild finishes.

* If the -newdrive parameter is specified and the member is already associated with a rebuild area,
the array configures itself to use the new member, and might begin a copyback. (This occurs
whether or not the -immediate parameter is specified.)

* If the -immediate parameter is not set and the -newdrive parameter is set (but the array member is
not allocated to a rebuild area), the command fails. If the -balanced parameter is set, the command
fails.

-immediate
(Optional) Specifies that the old disk is to be immediately removed from the array, and the new disk
rebuilt. If you do not choose this option, exchange is used; this preserves redundancy during the
rebuild.

-unbalanced
(Optional) Forces the array member to change if the newDrive does not meet array member goals.

mdisk_id
(Either the ID or the name is required) Identifies which ID array the MDisk command applies to.

mdisk_name
(Either the ID or the name is required) Identifies which name array the MDisk command applies to.

Description

This command modifies an array member's attributes, or to swap a member of a RAID array with that of
another drive.

Specify -balanced and the system examines the mirrored pair containing the member (including the new
member drive's properties). If the array is mirror-based and the new drive is:

* On the same chain as the other member of this pair, it removes the chain-balancing goal from the array
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* Not on the same chain as the other member of this pair (and there is only one mirrored pair) the array
becomes chain-balanced

Because charraymember is member-focussed this command only operates locally to the member being
operated on in terms of interacting with the new chain balanced goal.

able 10 shows the command combination options.

Table 10. charraymember combination options

Option Description

-balanced + Member goals are set to the properties of the existing member or exchange drive.

* The command will fail if the member is not populated with a drive.

* Member goals are set to the properties of the current member drives being
exchanged into the array count as members.

* If no exchange exists, the existing member drive goals are used.

-newdrive drive_id ¢ The command processes the exchange, and does NOT update the member goals.

* You must specify a new drive that is an exact match for the member goals.

* The command will fail if the drive is not an exact match.

-newdrive drive_id The command processes the exchange and updates the member goals to the
-balanced properties of the new drive.
-newdrive drive_id .

The command processes the exchange and does NOT update the member goals.
-unbalanced s . . .
* This is only permitted when the array is degraded and the member is empty.
* This means -immediate is mute, the exchange is always immediate.

* Later, if drives are a sufficient member goal match, the array rebalance selects
those drives.

* A balancing exchange restarts the member goals.

An invocation example to swap a spare or candidate drive for a member 0 drive by
using exchange

charraymember -member 0 -newdrive 4 mdisk2

The resulting output:
No feedback

An invocation example to swap a spare or candidate drive for a member 1 drive
and start component rebuild for the new member

charraymember -member 1 -newdrive 3 -immediate mdisk3

The resulting output:
No feedback

An invocation example to swap in a spare or candidate drive for member index 2

If there is a drive present the exchange occurs:
charraymember -member 2 -newdrive 4 mdisk4

The resulting output:
No feedback
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An invocation example to force member 4 to change its spare goals to its
associated drive

charraymember -member 4 -balanced mdisk6

The resulting output:
No feedback

An invocation example to force an exchange and make the array change its goals
to the new drive

charraymember -member 3 -newdrive 9 -balanced mdiskb

The resulting output:
No feedback

An invocation example to force an unbalancing exchange when drive 8 does not
match the goals

charraymember -member 2 -newdrive 8 -unbalanced mdisk5

The resulting output:
No feedback

An invocation example to force an immediate exchange and make the array
change its goals to the new drive

charraymember -member 3 -newdrive 9 -balanced -immediate mdisk5

The resulting output:
No feedback

An invocation example to change member 24 for new drive 15 by using a
distributed rebuild to a rebuild area

charraymember -member 24 -newdrive 15 -immediate 0

The resulting output:
No feedback

Isarray
Use the 1sarray command to list the array MDisks.
Syntax
»»— Jsarray — >
I— -nohdr —| I— -delim — delimiter —| I—-bytes—| I— -filtervalue? —|
>— >«
i: -filtervalue — attribute=value LI: mdisk_id jJ
-filtervalue — capacity=value — -unit b mdisk_name
kb
mb
gb
th
pb —
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Parameters

-nohdr
(Optional) By default, headings are displayed for each item of data in a detailed style view. The
-nohdr parameter suppresses the display of these headings.

Note: If there is no data to be displayed, headings are not displayed.

-delim delimiter
(Optional) In a detailed view, each item of data has its own row, and if the headers are displayed, the
data is separated from the header by a space. The -delim parameter overrides this behavior. Valid
input for the -delim parameter is a 1-byte character. In a detailed view, the data is separated from its
header by the specified delimiter.

-bytes
(Optional) Requests output of capacities in bytes (instead of rounded values).

-filtervalue?
(Optional) Includes all of the valid filter attributes in the report. The following filter attributes are
valid for the 1sarray command:

* balanced

* capacity

» distributed

* mdisk_id

¢ mdisk_name

* mode

* mdisk_grp_id

* mdisk_grp_name
» fast_write_state
* raid_status

e raid_level

* redundancy

* spare_goal

* spare_protection_min
¢ status

* strip_size

* tier

* easy_tier_load

Any parameters that are specified with the -filtervalue? parameter are ignored.

-filtervalue attribute=value
(Optional) Specifies a list of one or more filter attributes match the specified values; see
-filtervalue? for the supported attributes. Only objects with a value that matches the filter attribute
value are returned. If capacity is specified, the units must also be included. Use the unit parameter
to interpret the value for size or capacity.

Note: Some filters allow the use of a wildcard when you enter the command. The following rules
apply to the use of wildcards when you use the CLI:

* The wildcard character is an asterisk (¥).

* The command can contain a maximum of one wildcard, which must be the first or last character in
the string.

* When you use a wildcard character, you must enclose the filter entry within double quotation
marks (""):
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1sarray -filtervalue '"name=mdx"

-filtervalue capacity=value
(Optional) Specifies a list of one or more filter capacities (size) values matching the specified values
for the unit parameter. Use the unit parameter to interpret the value for size or capacity.
-unit b | kb | mb | gb | tb | pb
(Optional) The units that are used when you specify the -filtervalue capacity, where:
* b = bytes
* kb =1,024 bytes
* mb = 1,048,576 bytes
* gb=1,073,741,824 bytes
s th =1,099,511,627,776 bytes
* pb=1,125,899,906,842,624 bytes
mdisk_id
(Optional) The identity of the array MDisk.

mdisk_name
(Optional) The name of the array MDisk.

Description

This command returns a concise list or a detailed view of array MDisks visible to the clustered system
(system). This table provides the attribute values that can be displayed as output view data.

Table 11. Array output

Attribute Values
capacity Indicates the value for the capacity you specify by using the -unit parameter.
status + online

* offline

* excluded

* degraded (applies only to internal MDisks)

mode Indicates the mode. The values are:
* unmanaged

* managed

* image

e array

quorum_index Indicates the quorum index. The values are:

° 0

-1

. 2

* Blank if the MDisk is not being used as a quorum disk

block_size Indicates the block size. The value is 512 bytes (or blank) in each block of storage.

ctrl_type 4, 6, where 6 is a flash drive attached inside a node and 4 is any other device
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Table 11. Array output (continued)

Attribute

Values

raid_status

Indicates the RAID status. The values are:
offline The array is offline on all nodes.

degraded
The array has deconfigured or offline members; the array is not fully
redundant.

syncing
The array members are all online. The array is synchronizing parity or
mirrors to achieve redundancy.

initializing
The array members are all online. The array is initializing; the array is fully
redundant.

online The array members are all online, and the array is fully redundant.

fast_write_state

Indicates the cache state of the array. The values are:

* empty, which indicates that the array disk data is not changing

* not_empty, which indicates that the array disk data might change

» corrupt, which indicates that the array disk data is lost and the array is corrupt

Repair can be initiated by using the recoverarray or recoverarraybysystem
command.

raid_level

Indicates the RAID level of the array. The values are:
* RAIDO

* RAID1

* RAID5

* RAID6

* RAIDI1O

redundancy

Indicates the number of member disks that can fail concurrently without causing the
array to fail.

strip_size

Indicates the strip size of the array (in KB).

spare_goal

Indicates the number of spares that the array members must be protected by. For
distributed arrays, this value is blank.

spare_protection_min

Indicates the minimum number of spares that an array member is protected by. For
distributed arrays, this value is blank.

balanced

For nondistributed arrays, this value indicates whether the array is balanced to its
spare goals:

* exact indicates that all populated members have the same (matching) capability
and location.

* yes indicates that all populated members have at least the same capability and
chain, but a different enclosure or slot.

¢ no indicates that it is unbalanced.

For distributed arrays, this value indicates whether a superior drive class is being
used for the array:

* exact indicates that the same drive class is in use.

* yes indicates that at least one array member exceeds the array drive class.

For distributed arrays, the array must also be balanced to its rebuild area goals.
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Table 11. Array output (continued)

Attribute

Values

tier

Indicates the tier that this array is assigned to by auto-detection (for internal arrays)
or by the user:

* tier0_flash

* tierl_flash

* tier_enterprise
e tier_nearline

Note: Use the chmdisk command to change this value.

replacement_date

Indicates the date of a potential array failure. The format must be YYMMDD.

easy_tier_load

Indicates the value for Easy Tier settings, and is either blank (for arrays) or one of
the following values (for MDisks):

* Tow

* medium

* high

* very_high

slow_write_priority

Indicates the response time goal:

 Tatency indicates that the array is taken out of synchronization to quickly
complete write operations that take excessive time.

* redundancy indicates slow write operations are completed in normal time and the
arrays remain synchronized.

site_id Indicates the site value for the storage pool. This numeric value is 1, 2, 3, or blank.
site_name Indicates the site name for the storage pool. This value is alphanumeric or is blank.
fabric_type Indicates a Fibre Channel (FC), SAS, or another type of array.
» fc indicates an array from an FC controller
* sas_direct indicates an array from an SAS direct-attached controller
encrypt Indicates whether the data that is stored on the array is encrypted or not encrypted.
The possible values are:
> yes
* no
distributed Indicates whether the array is distributed. The values are yes or no.

drive_class_id

Indicates the drive class that makes up this array. If -allowsuperior was used
during array creation, the lowest used drive class ID is displayed. This value is
blank for nondistributed arrays.

drive_count

Indicates the total width of the array, including rebuild areas. The value is a number
from 4 to 128. The minimum value for RAID-6 and RAID-10 arrays is 6.

stripe_width

Indicates the width of a single unit of redundancy within a distributed set of drives.
The values are:

* Any number from 3 - 16 for RAID-5 arrays
* Any number from 4 - 16 for RAID-6 arrays
* An even number from 2 - 16 for RAID-10 arrays

rebuild_areas_total

Indicates the total number of rebuild areas set when the array is created. These
rebuild areas provide performance but no capacity. The value is 1 - 4 for distributed
array RAID-5 and distributed array RAID-6. The value is blank for nondistributed
arrays.

rebuild_areas_available

Indicates the number of remaining rebuild areas within the set of drives. The value
is 1 - 4 for distributed array RAID-5 and distributed array RAID-6. The value is
blank for nondistributed arrays.
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Table 11. Array output (continued)

Attribute Values

rebuild_areas_goal Indicates the rebuild areas threshold (minimum limit) at which point the array logs
an error. The value is 1 - 4 for distributed array RAID-5 and distributed array
RAID-6. The value is blank for nondistributed arrays.

This list defines the status fields:
online The MDisk is online and available.

degraded
(Internal MDisks only) The array has members that are degraded, or the raid_status is
degraded.

degraded_ports
There are one or more MDisk port errors.

degraded_paths
One or more paths to the MDisk are lost; the MDisk is not online to every node in the system.

offline
All paths to the MDisk are lost.

excluded
The MDisk is excluded from use by the system; the MDisk port error count exceeded the
threshold.

A concise invocation example
1sarray -delim :

The resulting output:

mdisk_id:mdisk_name:status:mdisk_grp_id:mdisk_grp_name:capacity:raid_status:
raid_level:redundancy:strip_size:tier:encrypt

:distributed
l::online:0:mdiskgrp0:68.4GB:online:raid0:0:256:enterprise:no:yes
2:mdisk2:online:0:mdiskgrp0:88.4GB:syncing:raid5:1:256:nearline:no:no
533:mdisk533:degraded:1:mdiskgrpl:78.2GB:syncing:raid6:2:128:ssd:yes:yes
534:mdisk534:online:2:mdiskgrpl:94.2GB:initting:raid6:2:64:ssd:yes:no

A detailed invocation example
Isarray

The resulting output:

mdisk_id 144
mdisk_name draid6_5
status online

mode array

mdisk _grp_id 1
mdisk_grp_name pool_512
capacity 5.6TB
quorum_index
block_size
controller_name
ctrl_type

ctrl_WWNN
controller_id
path_count
max_path_count
ctrl_LUN_#

uID

preferred_WWPN
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active WWPN
fast_write_state not_empty
raid_status initting
raid_Tevel raid6
redundancy 2

strip_size 256

spare_goal
spare_protection_min
balanced exact

tier tier0_flash
replacement_date 121110090907
slow_write_priority redundancy
fabric_type

site_id

site_name

easy tier_Toad

encrypt no

distributed yes
drive_class_id 1

drive_count 28

stripe_width 15
rebuild_areas_total 4
rebuild_areas_available 4
rebuild_areas_goal 2

A detailed invocation example
Isarray 1

The resulting output:

mdisk_id:1

mdisk_name:
status:online
mode:array
mdisk_grp_id:0
mdisk_grp_name:mdiskgrp0
capacity:68.4GB
quorum_index:
block_size:
controller_name:
ctrl_type:

ctrl_WWNN:
controller_id:

path _count:
max_path_count:
ctrl_LUN_#:

UID:

preferred_WWPN:

active WWPN:
fast_write_state:empty
raid _status:online
raid_Tevel:raid0
redundancy:0
strip_size:256
spare_goal:2
spare_protection_min:2
balanced:yes

tier tierl_flash
replacement_date 121110090907
slow_write_priority:latency
site_id:3

site_name:Quorum

fabric_type:

encrypt:yes
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dist
dri
dri

ributed no
ve_class_id
ve_count 8

stripe_width 4

tot

al_rebuild_areas

available_rebuild_areas
rebuild_areas_goal

Isarrayinitprogress

Use the 1sarrayinitprogress command to view the progress of array background initialization that

occurs after creation.

Syntax

»»— Tsarrayinitprogress >
l— -nohdr —| l— -filtervalue — attribute value —|

A\
A

I— -filtervalue? —| I— -delim —delimiter—l i:::disk id—

disk_name—

Parameters

-nohdr

(Optional) By default, headings are displayed for each column of data in a concise style view, and for
each item of data in a detailed style view. The -nohdr parameter suppresses the display of these
headings.

Note: If there is no data to be displayed, headings are not displayed.

-filtervalue attribute=value

(Optional) Specifies a list of one or more filters. Only objects with a value that matches the filter
attribute value are displayed.

Note: Some filters allow the use of a wildcard when you enter the command. The following rules
apply to the use of wildcards:

* The wildcard character is the asterisk (*).
e The command can contain a maximum of one wildcard.

* When you use a wildcard, enclose the filter entry within double quotation marks ("):
Isarraysyncprogress -filtervalue mdisk id="1x"

-filtervalue?

(Optional) Displays the valid filter attributes for the -filtervalue parameter:
* estimated_completion_time

¢ mdisk_id

* mdisk_name

* progress

-delim delimiter

100

(Optional) By default in a concise view, all columns of data are space-separated. The width of each
column is set to the maximum width of each item of data. In a detailed view, each item of data has
its own row, and if the headers are displayed, the data is separated from the header by a space. The
-delim parameter overrides this behavior. Valid input for the -delim parameter is a 1-byte character.
If you enter -delim : on the command line, the colon character (:) separates all items of data in a
concise view; for example, the spacing of columns does not occur. In a detailed view, the data is
separated from its header by the specified delimiter.
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mdisk_id
(Optional) The identity of the array MDisk.

mdisk_name
(Optional) The user-defined MDisk name.

Description

This command shows the progress of array background initialization. [Table 12| shows possible outputs.

Table 12. Isarrayinitprogress output

Attribute Value
progress The percentage of initialization task that is completed.
estimated_completion_time The expected initialization task completion time, in YYMMDDHHMMSS format.

A concise invocation example

Isarrayinitprogress —delim :

The resulting output:

mdisk_id:mdisk_name:progress:estimated_completion_time
0:mdisk0:50:070301120000
1:mdisk1:51:070301130000
2:mdisk2:32:070301153500

A concise invocation (qualified with MDisk) example

Isarrayinitprogress —delim : mdisk2

The resulting output:

mdisk_id:mdisk_name:progress:estimated completion_time
2:mdisk2:32:070301153500

An invocation example for an array that has finished initialization
Isarrayinitprogress —delim : mdiské4

The resulting output:

mdisk_id:mdisk_name:progress:estimated_completion_time
4:mdisk4:100:

Isarraylba

Use the 1sarraylba command to permit an array logical block address (LBA) to be found from a drive
and LBA.

Syntax

»»— lsarraylba |_ _| |_ _| >
-nohdr -delim — delimiter

»— -drivelba — lba — -drive — drive_id — ><
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Parameters

-nohdr
(Optional) By default, headings are displayed for each column of data in a concise style view, and for
each item of data in a detailed style view. The -nohdr parameter suppresses the display of these
headings.

Note: If there is no data to be displayed, headings are not displayed.

-delim delimiter
(Optional) By default in a concise view, all columns of data are space-separated. The width of each
column is set to the maximum width of each item of data. In a detailed view, each item of data has
its own row, and if the headers are displayed, the data is separated from the header by a space. The
-delim parameter overrides this behavior. Valid input for the -delim parameter is a 1-byte character.
If you enter -delim : on the command line, the colon character (:) separates all items of data in a
concise view; for example, the spacing of columns does not occur. In a detailed view, the data is
separated from its header by the specified delimiter.

-drivelba lba
The LBA on the drive to convert to the array LBA. The Iba value must be specified in hex, with a 0x

prefix.

-drive drive_id
The ID of the drive to view.

Description
This command permits an array LBA to be found on a drive and LBA.

The system provides volumes that have LBAs for 512-byte block sizes; however, back-end disks that have
a block size of either 512 or 4096 bytes can also be used. Drives are listed in their physical size.

Use the 1sdrive command to display the drive block size, and use the 1sdrive or 1sarray command to
list each object (the drive and the MDisk).

able 13| shows possible outputs.

Table 13. Isarraylba output

Attribute Value

type The type of MDisk extent allocation:
¢ allocated
* unallocated

For distributed arrays only:
* If the LBA is an unused rebuild area, this value displays rebuild_area.
+ If the LBA is a used rebuild area, this value displays allocated.

mdisk_lba The LBA on the array MDisk (blank if none).

mdisk_start The start of range of LBAs (strip) on the array MDisk (blank if none).
mdisk_end The end of range of LBAs (strip) on the array MDisk (blank if none).
drive_start The start of range of LBAs (strip) on the drive (blank if none).
drive_end The end of range of LBAs (strip) on the drive (blank if none).
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An invocation example to map drive 2 LBA -xff to MDisk 2 LBA 0xff

Isarraylba -delim : -drivelba Oxff -drive 2

The resulting output:

mdisk_id:mdisk_name:type:mdisk_Tba:mdisk_start:mdisk_end:drive_start:drive_end
0:mdisk2:allocated:0x00000000000001ff : 0x0000000000000100: 0x00000000000001ff:
0x0000000000000000: 0x00000000000000f f

An invocation example for an allocated space
1sarraylba -drivelba 0x00 -drive 2

The resulting output:
mdisk_id mdisk_name type mdisk_1ba mdisk_start mdisk_end drive_start drive_end

1 mdiskl allocated 0x0000000000000000 0x0000000000000000 0x00000000000001FF 0x0000000000000000 6x000000000000

An invocation example for an unused rebuild area
Isarraylba -drivelba 0x00 -drive 16

The resulting output:

mdisk_id mdisk_name type mdisk_1ba mdisk_start mdisk_end drive_start drive_end
3 mdisk3 rebuild_area 0x0000000000000000 0x000000000
Isarraymember
Use the 1sarraymember command to list the member drives of one or more array MDisks.
Syntax
»»— Tsarraymember — >
I— -nohdr —| I— -filtervalue — attribute=value —|

I— -filtervalue? —| I— -delim — delimiter —| L[:dlsk zd

disk name

Parameters

-nohdr
(Optional) By default, headings are displayed for each column of data in a concise style view, and for
each item of data in a detailed style view. The -nohdr parameter suppresses the display of these
headings.

Note: If there is no data to be displayed, headings are not displayed.

-filtervalue attribute=value
(Optional) Specifies a list of one or more filter attributes that matches the specified values; see
-filtervalue? for the supported attributes.

Note: Some filters allow the use of a wildcard when you enter the command. The following rules
apply to the use of wildcards when you use the CLI:

* The wildcard character is an asterisk (¥).

* The command can contain a maximum of one wildcard, which must be the first or last character in
the string.

* When you use a wildcard character, you must enclose the filter entry within double quotation
marks (""):
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Isarraymember -filtervalue "mdisk_name=mdx"

-filtervalue?
(Optional) Includes all of the valid filter attributes in the report. The following filter attributes are
valid for the 1sarraymember command:

e mdisk_id

* mdisk_name

* member_id

e drive_id

e new_drive_id

* spare_protection
* balanced

Any parameters specified with the -filtervalue? parameter are ignored.

-delim delimiter
(Optional) By default, in a concise view all columns of data are space-separated, with the width of
each column set to the maximum width of each item of data. In a detailed view, each item of data is
an individual row, and if headers are displayed, the data is separated from the header by a space.
The -delim parameter overrides this behavior. Valid input for the -delim parameter is a 1-byte
character. Enter -delim : on the command line, and the colon character (:) separates all items of data
in a concise view (for example, the spacing of columns does not occur); in a detailed view, the
specified delimiter separates the data from its header.

mdisk_id
(Optional) The identity of the array MDisk.

mdisk_name
(Optional) The MDisk name that you provided.
Description

This command lists the member drives of one or more array MDisks. It describes positions within an
array unoccupied by a drive. The positions determine how mirroring the RAIDs takes place. For example,
determining whether x is mirrored to y for RAID-10, where parity starts from RAID-5, which is for
enclosure-based systems only.

shows the potential output for this command.

Table 14. Isarraymember output

Attribute Value

member_id Specifies the identity of the array member. It represents drive order in RAID array

drive_id Specifies the identity of the drive for member ID, or the source drive if an exchange is
in progress. It is blank if there is no drive that is configured.

new_drive_id Specifies the ID of the drive that is exchanged with this member ID. It is blank if there
is no ID.

spare_protection Specifies the number of non-degrading spares for the member. This includes spare

drives with different attributes from the array member goals that perform equally or
better than the array member goals. For distributed array members this field is blank.
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Table 14. Isarraymember output (continued)

Attribute Value
balanced For nondistributed arrays, this value describes if the array is balanced to its spare
goals:

* exact indicates that all populated members have the same (matching) capability
and location.

* yes indicates that all populated members have at least the same capability and
chain, but a different enclosure or slot.

¢ no indicates that it is unbalanced.

For distributed arrays, this value indicates whether a superior drive class is being
used for the array:

* exact indicates that the same drive class is in use.

* yes indicates that the drive exceeds the array drive class.

For distributed arrays, the array must also be balanced to its rebuild area goals.

slow_write_count Indicates the number of times this member becomes unsynchronized because of high
response time on write I/O operations.

slow_write_time_last Creates a timestamp of when the component last became unsynchronized. The time
format is YYMMDDhhmmss in clustered system time. No time is indicated if the value for
slow_write_count is 0.

A concise invocation example
Isarraymember -delim :

The resulting output:

Isarraymember -delim :

mdisk_id:mdisk_name:member_id:drive_id:new_drive_id:spare_protection
:balanced:sTow_write_count:sTow write_time_last

:mdiskl:0:55::1:exact:4:130103202158

:mdiskl:1:56::1:exact:1:130103203930

:mdisk2:0:0::2:exact:0:

:mdisk2:1:2:5:3:exact:2:130103204044

cmdisk2:2:::00:

:mdisk2:3:8::0:n0::

NN NN

A concise invocation example (qualified with MDisk)
Isarraymember -delim : mdisk_2

The resulting output:

tmdisk_id:mdisk_name:member_id:drive_id:new_drive_id:spare_protection
:balanced:sTow_write_count:slow _write_time_Tast

2:mdisk2:0:0::2:exact:4:130103202158

2:mdisk2:1:2:5:3:exact:1:130103203930

2:mdisk2:2:::::0:

2:mdisk2:3:8::0:n0:2:130103204044

Note: From this output, you can see that:

* The array has four members (possibly a 4-member RAID-10 array). You cannot use RAID-10 with
distributed arrays.

* The second array member is undergoing exchange for driveb.
* The third array member is not configured. It might be offline or failed, without a hot spare available.
* The fourth array member has no spare protection and is not balanced.
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An invocation example (two arrays)
1sarraymember -delim :

The resulting output:

mdisk_id:mdisk_name:member_id:drive_id:new_drive_id:spare_protection
:balanced:slow_write_count:slow_write_time_last

2:mdiskl:0:55:::1:exact:4:130103202158

2:mdiskl:1:56:::1:exact:1:130103203930

2:mdisk2:0:0:::2:exact:0:

2:mdisk2:1:2:5::3:exact:2:130103204044

2:mdisk2:2:::z0

2:mdisk2:3:8:::0:n0::

An invocation example (an array with a change in membership from (55,56) to
(55,57,58))

Isarraymember -delim : mdisk 3

The resulting output:

mdisk_id:mdisk _name:member id:drive_id:new drive id:spare_protection
:balanced:slow_write_count:slow_write_time_last

3:mdisk3:0:55::55:1:exact:4:130103202158

3:mdisk3:1:56::57:1:exact:1:130103203930

3:mdisk3:2:::58:1:exact:0:

An invocation example (an array with a change in membership from (55,57,58) to
(55,56))

Isarraymember -delim : mdisk_3

The resulting output:

mdisk_id:mdisk_name:member_id:drive_id:new_drive_id:spare_protection
:balanced:slow_write_count:slow_write_time_last

3:mdisk3:0:55::55:1:exact:4:130103202158

3:mdisk3:1:57::56:1:exact:1:130103203930

3:mdisk3:2:58:::1:exact:0:

Isarraymembergoals

Use the 1sarraymembergoals command to list the spare goals for member drives of one or more array
MDisks.

Syntax
»»— Tsarraymembergoals >
I— -filtervalue — attribute_value —| l— -filtervalue? —|
I— -delim — delimiter —| I— bytes—| I—[r’:dzsk zd
disk_name

Parameters

-filtervalue attribute=value
(Optional) Specifies a list of one or more filters. Only objects with a value that matches the filter
attribute value are displayed.

Note: Some filters allow the use of a wildcard when you enter the command. The following rules
apply to the use of wildcards:
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* The wildcard character is the asterisk (*).
* The command can contain a maximum of one wildcard.
* When you use a wildcard, enclose the filter entry within double quotation marks ("):
Isarraymembergoals -filtervalue mdisk id="1*"

-filtervalue?
(Optional) Displays the valid filter attributes for the -filtervalue parameter:
* capacity_goal
e drive_id
* enclosure_id_goal
* estimated_completion_time
e mdisk_id
* mdisk_name
e member_id
* node_id_goal
* progress
* RPM_goal
* slot_id_goal
* tech_type_goal
* drive_class_id_goal

-delim delimiter
(Optional) By default, in a concise view all columns of data are space-separated, with the width of
each column set to the maximum width of each item of data. In a detailed view, each item of data is
an individual row, and if it displays headers, the data is separated from the header by a space. The
-delim parameter overrides this behavior. Valid input for the -delim parameter is a 1-byte character.
Enter -delim : on the command line, and the colon character (:) separates all items of data in a

concise view (for example, the spacing of columns does not occur); in a detailed view, the data is
separated from its header by the delimiter you specify.

-bytes
(Optional) Requests output of capacities in bytes (instead of rounded values).

mdisk_id
(Optional) The identity of the array MDisk.

mdisk_name
(Optional) The MDisk name that you provided.
Description

This command lists the spare goals for member drives of one or more array MDisks. [Table 15| provides
the potential output for this command.

Table 15. Isarraymembergoals output

Attribute Values

member_id Indicates the ID of the array member that represents the drive order in the RAID array.

drive_id Indicates the ID of the drive for the member ID (it is blank if none are configured).

capacity_goal Indicates the capacity goal for the array member (it is the same for all members in the
array).
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Table 15. Isarraymembergoals output (continued)

Attribute Values

tech_type_goal Indicates the technology goal for the array member:
* tier0_flash

* tierl_flash

* tier_enterprise

* tier_nearline

RPM_goal Indicates the drive RPM characteristic that the array member must have (it is blank for
flash drives).

enclosure_id_goal Indicates the ID of the enclosure that must contain the array member (it is blank if no
enclosure is selected).

slot_id_goal Indicates the ID of the slot in the enclosure that must contain the array member.

node_id_goal Indicates the ID of the node that must contain this array member.

enclosure_balance_goal |Indicates whether a member drive's enclosure must be connected to the same SAS port as
the drive that set the array goals.

block_size_goal Indicates the array member block size. The value is either 512 or 4096. This value is the
same for all member drives in the array, and is the smallest value for the block size of
one of the original drives or the set of drives in the array when it is set to be balanced.

drive_class_id_goal Indicates the preferred drive class for this array member (the value is blank for
nondistributed arrays).

An invocation example (a four-member RAID-10 SAS array that is split across
chains)

You cannot use RAID-10 with distributed arrays.
Isarraymembergoals -delim : mdisk_2

The resulting output:

mdisk_id:mdisk_name:member_id:drive_id:capacity_goal:

tech_type goal:RPM_goal:enclosure_id_goal:sTot_id_goalenclosure_balance_goal:node_id_goal:block _size goal:drive_class_id_go
2:mdisk2:0:0:68.4GB:tier0_flash:15000:1:1:n0:512:0

2:mdisk2:1:17:68.4GB:tier0 flash:15000:1:2:n0:512:0

2:mdisk2:2:1:68.4GB:tier0_flash:15000:14:1:n0:512:2

2:mdisk2:3:18:68.4GB:tier0_flash:15000:14:2:n0:512:2

An invocation example
Isarraymembergoals -filtervalue block size goal=4096

The resulting output:

mdisk_id mdisk_name member_id drive_id capacity goal tech_type_goal RPM_goal enclosure_id_goal slot_id_goal node_id_goal enclosure_balance_goal block_size_goal drive_class_:

4 rl0_array 0 43 1.67B tier®_flash 10000 1 21 no 4096 0
4 rl0_array 1 44 1.6TB tier®_flash 10000 1 18 no 4096 0
4 rl0_array 2 45 1.6TB tier0_flash 10000 1 20 no 40962
4 rl0_array 3 46 1.6TB tier0_flash 10000 2 5 no 40962

1sarraymembergoals

The resulting output:
mdisk_id mdisk_name member_id drive_id capacity_goal tech_type goal RPM_goal enclosure_id goal slot_id_goal node_id_goal enclosure_!

0 rl0_array 0 1 278.9GB tierl_flash 15000 1 2 no
0 rl0_array 1 10 278.9GB tierl_flash 15000 1 3 no
0 rl0_array 2 9 278.9GB tierl_flash 15000 1 4 no
0 rl0_array 3 0 278.9GB tierl_flash 15000 1 5 no
0 rl0_array 4 6 278.9GB tierl_flash 15000 1 6 no
0 rl0_array 5 7 278.9GB tierl_flash 15000 1 7 no
0 rl0_array 6 18 278.9GB tierl_flash 15000 1 8 no
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0 r10_array 7 21 278.9GB tierl_flash 15000 1 9
1 r0_array 0 15 278.9GB tierl_flash 15000 1 10
1 r0_array 1 22 278.9GB tierl_flash 15000 1 11
1 r0_array 2 13 278.9GB tierl_flash 15000 1 12
1 r0_array 3 5 278.9GB tierl_flash 15000 1 13
2 rl_array3 0 8 278.9GB tierl_flash 15000 1 14
2 rl_array3 1 4 278.9GB tierl_flash 15000 1 15
3 rl_arrayl 0 16 278.9GB tierl_flash 15000 1 16
3 rl_arrayl 1 12 278.9GB tierl_flash 15000 1 17
4 rl_array2 0 17 278.9GB tierl_flash 15000 1 20
4 rl_array2 1 19 278.9GB tierl_flash 15000 1 19

Isarraymemberprogress

Use the 1sarraymemberprogress command to display array member background process status.

Syntax

»»— Tsarraymemberprogress —
I— -nohdr —| I— -filtervalue — attribute_value —|

v

I— -filtervalue? —| I— -delim —delimiter—| I—[r":dzsk zd

disk_name

Parameters

-nohdr

(Optional) By default, headings are displayed for each column of data in a concise style view, and for

each item of data in a detailed style view. The -nohdr parameter suppresses the display of these
headings.

Note: If there is no data to be displayed, headings are not displayed.

-filtervalue attribute=value
(Optional) Specifies a list of one or more filters. Only objects with a value that matches the filter
attribute value are displayed.

Note: Some filters allow the use of a wildcard when you enter the command. The following rules
apply to the use of wildcards:

* The wildcard character is the asterisk (*).
* The command can contain a maximum of one wildcard.
* When you use a wildcard, enclose the filter entry within double quotation marks ("):
1sarraymemberprogress -filtervalue mdisk id="1x"
-filtervalue?
(Optional) Displays the valid filter attributes for the -filtervalue parameter:
* estimated_completion_time
e drive_id
* mdisk_id
¢ mdisk_name
* member_id
* new_drive_id
* progress
* task
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-delim delimiter

(Optional) By default in a concise view, all columns of data are space-separated. The width of each

column is set to the maximum width of each item of data. In a detailed view, each item of data has
its own row, and if the headers are displayed, the data is separated from the header by a space. The
-delim parameter overrides this behavior. Valid input for the -delim parameter is a 1-byte character.

If you enter -delim :

on the command line, the colon character (:) separates all items of data in a

concise view; for example, the spacing of columns does not occur. In a detailed view, the data is
separated from its header by the specified delimiter.

mdisk_id
(Optional) The identity of the array MDisk.

mdisk_name
(Optional) The MDisk name that you provided.

Description

This command displays array member background process status. Exchange cannot start on a rebuilding
member because both component rebuild and exchange are shown in the same view. [Table 16| provides

the potential output for this command.

Table 16. Isarraymemberprogress output

Attribute Value

member_id Indicates the array member index.

drive_id Indicates the ID of the drive.

task Indicates the identity of task that is being performed by

the array member:

* rebuild indicates that the array is recovering all the
data on the component (after it was removed)

* exchange indicates that the component is copying data
to another drive

* resync indicates that this member is unsynchronized
and is performing write operations that were
completed early

* copyback indicates that this member is copying data to
an array member that recently became active.
Note: This value applies to distributed arrays.

Note: For example, if the drive fails the array is
rebuilt. If the drive does not fail or is replaced, a
copyback occurs to write data back to the array

member.

new_drive_id

The identity of drive that is being exchanged.

progress

Indicates the task percentage completion.

estimated_completion_time

Indicates the expected task completion time in the format
YYMMDDHHMMSS. It is blank if completion time is unknown.

A concise invocation example

1sarraymemberprogress —delim :

The resulting output:
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mdisk_id:mdisk_name:member_id:drive_id:task:new_drive_id:progress:estimated_completion_time
:mdisk0:2:3:rebuild::50:070301120000

:mdiskl:0:5:rebuild::51:070301130000

:mdisk2:4:1:exchange:12:32:070301153500

:mdisk2:5:16:exchange:13:0:

:mdisk2:5:17:exchange:14:0:

NN O

An MDisk qualified concise example
1sarraymemberprogress mdisk_2

The resulting output:

mdisk_id:mdisk_name:member_id:drive_id:task:new_drive_id:progress:estimated_completion_time
2:mdisk2:4:1:exchange:12:32:070301153500

2:mdisk2:5:16:exchange:13:0:

2:mdisk2:5:17:exchange:14:0:

An invocation example

1sarraymemberprogress

The resulting output:

mdisk_id mdisk_name member_id drive_id task new_drive_id progress estimated_completion_time
3 mdisk3 5 1 resync 95 121203193637
3 mdisk3 6 2 rebuild ] 121203234321
3 mdisk3 7 3 exchange 18 0 121204033229

An invocation example

1sarraymemberprogress

The resulting output:

mdisk_id mdisk_name member id drive_id task new _drive id progress estimated completion_time
3 mdisk3 4 7 copyback 10 150710165446

Isarrayrecommendation

Use the 1sarrayrecommendation command to view a recommended configuration for the specified drive
class and number of drives.

Syntax

»»— Tsarrayrecommendation — — -driveclass —drive_class_id list— >
»— -drivecount —drive_count_list— |_ o _| |_ i teratons _|

" I— -filtervalue — attribute=value —| I— -delim — delimiter —| —[ ZZ:ig:g:rllgme —|
Parameters

-driveclass drive class_id list
(Required) Specifies the drive class, or classes, for which the array recommendation is made. You
must specify at least 1 drive_class_id_list value. You can specify a total of 32 drive_class_id_list values
on a single command; however, you must separate each value with a colon character (:).

-drivecount drive_count_list
(Required) Specifies the number of drives for which to make recommendation. You must specify at

Chapter 4. Array commands 111



least 1 drive_count value. You can specify a total of 32 drive_count values on a single command;
however, you must separate each value with a colon character (:).

Remember: Each drive_count value must be a numerical value between 2 and 128 (only redundant
arrays are considered).

-nohdr
(Optional) By default, headings are displayed for each column of data in a concise style view, and for
each item of data in a detailed style view. The -nohdr parameter suppresses the display of these
headings.

Note: If there is no data to be displayed, headings are not displayed.

-filtervalue attribute=value
(Optional) Specifies a list of one or more filter attributes that match the specified values; see
-filtervalue? for the supported attributes.

Note: Some filters allow the use of a wildcard; the following rules apply when using a wildcard

character:

* The wildcard character is an asterisk (*).

* The command can contain a maximum of one wildcard, which must be the first or last character in
the string.

* You must enclose the filter entry within double quotation marks ("").

-filtervalue?
(Optional) Includes all of the valid filter attributes in the report. The following filter attributes are
valid for the 1sarrayrecommendation command:

e raid_level
e distributed

Any parameters that are specified with the -filtervalue? parameter are ignored.

-delim delimiter

(Optional) By default, in a concise view all columns of data are space-separated, with the width of
each column set to the maximum width of each item of data. In a detailed view, each item of data is
an individual row, and if you display headers, the data is separated from the header by a space. The
-delim parameter overrides this behavior. Valid input for the -delim parameter is a 1-byte character.
Enter -delim : on the command line. The colon character (:) separates all items of data in a concise
view (for example, the spacing of columns does not occur). In a detailed view, the specified delimiter
separates the data from its header.

mdiskgrp_id
mdiskgrp_name
(Required) The ID or name of the pool for which to make the recommendation.

Description

This command displays the system-recommended array configuration for a specific drive class and
number of drives.

Encrypted pools can be recommended or used if the specified storage pool is encrypted.

provides the attribute values that can be displayed as output view data.

Table 17. Isarrayrecommendation output

Attribute Possible Values

mdiskgrp_id Indicates the MDisk group ID

112 Spectrum Virtualize: RESTful API



Table 17. Isarrayrecommendation output (continued)

Attribute

Possible Values

mdiskgrp_name

Indicates the MDisk group name

drive_class_id

Indicates the drive class ID for the recommendation.

raid_level

Indicates the recommended RAID level.

distributed

Indicates whether the array is a distributed array
recommendation.

min_stripe_width

Indicates the stripe width minimum.

max_stripe_width

Indicates the stripe width maximum.

stripe_width

Indicates the recommended stripe size for this storage
pool.

rebuild_areas

Indicates the recommended number of rebuild areas.

strip_size

Indicates the recommended strip size for this storage
pool.

drive_count

Indicates the number of drives to configure per array.

array_count

Indicates the number of arrays that can be created at the
recommended drive count.

capacity

Indicates the expected usable capacity for virtualization
for the array or arrays.

Note: The default recommendation for each drive class is the first row that is listed in the output for that
drive class. All other rows for each drive class are not sorted by order of recommendation.

An invocation example

Making a recommendation for more rebuild areas and larger stripe width because there are other existing
arrays in the MDisk group:

Isarrayrecommendation -driveclass 2 -drivecount 60 dist_pool

The detailed resulting output:

mdisk_grp_id mdisk_grp_name drive_class_id raid_Tevel distributed min_stripe_width max_stripe_width stripe_width rebuild_areas sf
0 dist_pool 2 raidé yes 5 16 12 3 2t
An invocation example

Making a recommendation for a new (empty) storage pool and with a row for each raid level:
1sarrayrecommendation -driveclass 2 -drivecount 80 mdiskgrp0

The detailed resulting output:

mdisk_grp_id mdisk_grp_name drive_class_id raid_level distributed min_stripe_width max_stripe_width stripe_width rebuild_areas strip_size drive_count array_count capacity

0 mdiskgrp0 2 raidb yes 3 16 6 2 256 40 2 410.1TB
0 mdiskgrp0 2 raid6 yes 5 16 12 3 256 40 2 400.1TB
0 mdiskgrp@® 2 raid5 yes 2 16 8 2 256 40 2 380.1TB
0 mdiskgrp@ 2 raidl no 2 16 2 256 10 8 410.1TB
0 mdiskgrp0 2 raids no 3 16 10 256 10 7 410.1TB
0 mdiskgrp0 2 raid6 no 5 16 10 256 10 7 400.1TB
0 mdiskgrp@ 2 raidb no 2 16 8 256 8 9 380.1TB

An invocation example

Making a recommendation for multiple drive classes for a new (empty) storage pool:

1sarrayrecommendation -driveclass 3:5 -drivecount 80:24 mdiskgrp0
The detailed resulting output:
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mdisk_grp_id mdisk_grp_name drive_class_id raid_level distributed min_stripe_width max_stripe_width stripe_width rebuild_areas strip_size drive_count array_count capacity
16 6 2 6

0 mdiskgrp@ 3 raidb yes 3 2 500.4TB
0 mdiskgrp0 3 raidé yes 5 16 12 3 256 40 2 480.4TB
0 mdiskgrp@ 3 raid5 yes 2 16 8 2 256 40 2 450.4TB
0 mdiskgrp@ 3 raidl no 2 16 2 256 10 8 400.6TB
0 mdiskgrp0 3 raidb no 3 16 10 256 10 7 500.6TB
0 mdiskgrp@ 3 raid6 no 5 16 10 256 10 7 480.6TB
0 mdiskgrp@ 3 raid5 no 2 16 8 256 8 9 450.6TB
0 mdiskgrp@ 5 raidb yes 3 16 6 2 256 12 2 200.7TB
0 mdiskgrp@ 5 raid6 yes 5 16 12 3 256 12 2 180.7TB
0 mdiskgrp0 5 raid5 yes 2 16 8 2 256 8 3 150.7TB
0 mdiskgrp@ 5 raidl no 2 16 2 256 8 3 100.2TB
0 mdiskgrp0 5 raids no 3 16 12 256 12 2 200.2TB
0 mdiskgrp@ 5 raid6 no 5 16 12 256 12 2 180.2TB
0 mdiskgrp@ 5 raid5 no 2 16 8 256 8 3 150.2TB
Isarraysyncprogress

Use the Isarraysyncprogress command to display how synchronized a RAID array is.

Syntax

»»—1]sarraysyncprogress |_
-nohdr —|

I— -filtervalue — attribute_value —|

v
A

I— -filtervalue? —|

Parameters

-nohdr

I— -delim —delimiter—l

i:::disk_id—
disk_name—

(Optional) By default, headings are displayed for each column of data in a concise style view, and for

each item of data in a detailed style view. The -nohdr parameter suppresses the display of these

headings.

Note: If there is no data to be displayed, headings are not displayed.

-filtervalue attribute=value

(Optional) Specifies a list of one or more filters. Only objects with a value that matches the filter

attribute value are displayed.

Note: Some filters allow the use of a wildcard when you enter the command. The following rules
apply to the use of wildcards:

* The wildcard character is the asterisk (*).

¢ The command can contain a maximum of one wildcard.

* When you use a wildcard, enclose the filter entry within double quotation marks ("):

Isarraysyncprogress -filtervalue mdisk id="1x"

-filtervalue?

(Optional) Displays the valid filter attributes for the -filtervalue parameter:

* estimated_completion_time

e mdisk_id
¢ mdisk_name

* progress

-delim delimiter

(Optional) By default in a concise view, all columns of data are space-separated. The width of each

column is set to the maximum width of each item of data. In a detailed view, each item of data has
its own row, and if the headers are displayed, the data is separated from the header by a space. The
-delim parameter overrides this behavior. Valid input for the -delim parameter is a 1-byte character.
If you enter -delim : on the command line, the colon character (:) separates all items of data in a
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concise view; for example, the spacing of columns does not occur. In a detailed view, the data is
separated from its header by the specified delimiter.

mdisk _id
(Optional) The ID of the MDisk you want to view.

mdisk_name
(Optional) The user-defined name of the MDisk you want to view.

Description

This command shows you how synchronized a RAID array is. It includes internal activity that is working
toward a fully synchronized array. [Table 18| provides the potential output.

Table 18. Isarraysyncprogress output

Attribute Value

progress The percentage of the array that is synchronized.

estimated_completion_time The expected synchronization completion time (YYMMDDHHMMSS; blank if completion
time unknown).

A concise invocation example
1sarraysyncprogress —delim :

The resulting output:

mdisk_id:mdisk_name:progress:estimated_completion_time
0:mdisk0:50:070301120000
1:mdisk1:51:070301130000
2:mdisk2:32:070301153500

A concise view (qualified with mdisk id for mdisk2) invocation example
Isarraysyncprogress —delim : mdisk2

The resulting output:

mdisk_id:mdisk_name:progress:estimated_completion_time
2:mdisk2:32:070301153500

A concise view (qualified with mdisk id for in sync mdisk10) invocation example
1sarraysyncprogress —delim : mdisk_10

The resulting output:

mdisk_id:mdisk_name:progress:estimated_completion_time
0:mdisk10:100:

Ispotentialarraysize

Use the 1spotentialarraysize command to display the size of a potential array for a specified drive
count, drive class, and RAID level in the specified MDisk group.

Syntax

v

»»— Ispotentialarraysize —
I— -nohdr —| I— -delim — delimiter —|
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raidh
raidé

»— -drivecount — 3- 128 — — -driveclass — drive_class_id — — -level Eﬂaidl;‘ >
raidl0

»— -stripewidth — 2 - 16 — >
I— -rebuildareas 1 I— -strip 128 ]J
2 __I: 256
3
4

v
A

»—[ mdiskgrp_id _|
mdiskgrp_name

Parameters

-nohdr
(Optional) By default, headings are displayed for each column of data in a concise style view, and for
each item of data in a detailed style view. The -nohdr parameter suppresses the display of these
headings.

Note: If there is no data to be displayed, headings are not displayed.

-delim delimiter

(Optional) By default, in a concise view all columns of data are space-separated, with the width of
each column set to the maximum width of each item of data. In a detailed view, each item of data is
an individual row, and if you display headers, the data is separated from the header by a space. The
-delim parameter overrides this behavior. Valid input for the -delim parameter is a 1-byte character.
Enter -delim : on the command line; the colon character (:) separates all items of data in a concise
view (for example, the spacing of columns does not occur). In a detailed view, the specified delimiter
separates the data from its header.

-drivecount 3 - 128
(Required) Specifies the number of the drives. The value must be a number from 3 - 128.

-driveclass drive_class_id
(Required) Specifies the drive class. The driveclass_id value must be a number.

-level raidl | raid5 | raidé6 | raidlo
(Required) Specifies one of the following RAID levels for the array that is being created. The values
are:

o raidl

e raid5

* raid6

e raid10
-stripewidth 2 - 16

(Required) Indicates the width of a single unit of redundancy within a distributed set of drives. The
value must be:

* RAID-1: 2 - 16

* RAID-5:3-16

* RAID-6: 5 - 16

* RAID-10: 2, 4, 6, 8, 10, 12, 14, 16 (You cannot use RAID-10 with distributed arrays.)
-rebuildareas I | 2 | 3 | 4

(Optional) Specifies the number of rebuild areas in the array. This value must be 1 - 4 (inclusive) for
RAID-5 and RAID-6 arrays.
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Note: This parameter is only applicable for distributed arrays.

-strip 128 | 256
(Optional) Specifies sets the strip size in KiB for the array that is being configured. The values are 128

or 256.

mdiskgrp_id | mdiskgrp_name
(Required) Indicates the MDisk array ID or name.

Description
This command displays the size of a potential array for a specified drive count, class, and RAID level.

You can use this command to define potential sizes for nondistributed and distributed arrays.
(Distributed array descriptions are triggered by using -rebuildareas.) This command assists with the
configuration options that are provided during array creation, and estimates the array capacity if it were
to be configured

able 19| provides the attribute values that can be displayed as output view data.

Table 19. Ispotentialarraysize output

Attribute Possible Values
capacity Indicates the expected usable capacity for virtualization
for the array or arrays.

An invocation example that uses a small drive count for a distributed array
Ispotentialarraysize -driveclass 4 -drivecount 40 -Tevel raid5 -stripewidth 6 -rebuildareas 2 mdiskgrpl

The detailed resulting output:
capacity
115.2T8B

An invocation example that uses a different class and fewer rebuild areas
Ispotentialarraysize -driveclass 4 -drivecount 100 -level raid5 -stripewidth 8 -strip 128 -rebuildareas 1 mdiskgrpl

The detailed resulting output:
capacity
172.47B

An invocation example that uses the same class and no rebuild areas
Ispotentialarraysize -driveclass 4 -drivecount 100 -Tevel raid5 -stripewidth 8 -strip 128 1

The detailed resulting output:

capacity
184.3TB

mkarray

Use the mkarray command to create an MDisk array and add it to a storage pool. This command applies
to nondistributed arrays. (Use the mkdistributedarray command to create distributed arrays).

Syntax

»>—mkarray— -drive —drive_id _list
I— -strip —[128:'J l— -sparegoal —0-(MAX_DRIVES-1)J

256
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» >
»

I— name new_name_ar —l I— -S it i i | I— - t jJ
- - g Towwri epriori ty latency encryp yes
— — J _|:

redundancy no

v
A

diskgrp_id _|
diskgrp_name

Parameters

-level
(Required) Sets the RAID level for the array MDisk being created.
The following requirements apply for RAID levels:
* RAID-0: Stripes data across all members, provides no redundancy.
* RAID-1: Mirrored pair of drives, allows reading from either drive. Can tolerate either drive failing.

* RAID-5: These arrays stripe data over the member drives with one parity strip on every stripe and
can tolerate no more than one member drive failure.

* RAID-6: These arrays stripe data over the member drives with two parity strips on every stripe
and can tolerate any two concurrent member drive failures.

* RAID-10: These arrays are in a set of up to eight mirrored pairs with the data striped across
mirrors. They can tolerate the failure of one drive in each mirror and they allow reading from both
drives in a mirror. (You cannot use RAID-10 with distributed arrays).

Restriction: RAID-5 and RAID-6 are for enclosure-based systems only.

-drive drive id list
(Optional) Identifies the drive or drives to use as members of the RAID array.
For RAID-1 and RAID-10 arrays, drives are specified as a sequence of mirrored drive pairs. For
example, if an array is created with -drive a:b:c:d, drive b contains the mirror copy of drive a4, and
drive d contains the mirror copy of drive c. (You cannot use RAID-10 with distributed arrays).
This list shows how many member drives are allowed in each supported RAID type:
* RAID-0: Allows one-member to eight-member drives.

Note: Internal drives must be in the same node.
* RAID-1: Allows two-member drives.
* RAID-5, which is for enclosure-based systems only: Allows three-member to 16-member drives.
* RAID-6, which is for enclosure-based systems only: Allows five-member to 16-member drives.
* RAID-10: Allows drives with:

— Two members

— Four members

— Six members

— Eight members

— Ten members

— Twelve members

— Fourteen members

— Sixteen members

Each pair of drives must contain a drive from a node in the I/O group and a drive from the other
node. (You cannot use RAID-10 with distributed arrays.)

-strip 128 | 256
(Optional) Sets strip size (in KB) for the array MDisk being created. The default is 256 KB.
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-sparegoal 0-(MAX DRIVES-1)
(Optional) Sets the number of spares that this array's members must be protected by. The default is 1
(except for RAID-0 arrays, which have a default of 0).

-name new_name_arg
(Optional) Specifies the name to which you want to apply the array MDisk.

-slowwritepriority latency | redundancy
(Optional) Controls array ability to complete write operations that take too long, even if it
temporarily compromises redundancy.

The value can be either Tatency or redundancy:
* latency implies that the feature is enabled for normal I/O operations
* redundancy implies that the feature is not enabled for normal 1/O operations

The default value is Tatency mode for existing arrays, unless the array is RAID-0 (in which case
redundancy mode is required).
Important: Do not change the mode of a RAID-0 array.

-encrypt yes | no
(Optional) Specifies the array to encrypt. The values are yes and no.

This parameter defaults to yes when Tsencryption has its status set to enabled and all nodes in the
I/0 group that the array is being defined on are encryption-capable.
Note: The value can be yes only if encryption is enabled on the array's I/O group.

mdiskgrp_id | mdiskgrp_name
(Required) Identifies the storage pool (by name or ID) to which you want to add the created array
MDisk.

Description

This command creates an array MDisk RAID array and adds it to a storage pool. Although the array tier
is automatically determined, you can change it later using the chmdisk command.

An array MDisk being added to a storage pool that is used for active-active relationships must match
other MDisks in the storage pool.

Remember: This command cannot be used to add an array to a child pool.

If the raid_Tevel is RAID-1 or RAID-10, and the drive list contains drives that do not share a SAS port
connection chain, the array attempts to continue to maintain the location balance between the mirrored
pairs. (You cannot use RAID-10 with distributed arrays.) Configuration changes indicate that a member
drive might not be goal-balanced depending on its current chain. This is relative to both the drive that
created the array member goals and the current chain of the mirror partner.

If the MDisk group has an encryption key, the array must be encrypted.

An invocation example (to create arrays)
mkarray -level raid0 -drive 0:1:2:3 raidOgrp

The resulting output:
MDisk, id [0], successfully created
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An invocation example (to create fully redundant arrays)
mkarray -Tevel raidl -drive 4:5 -strip 128 mdiskgrp_4

The resulting output:
MDisk, id [1], successfully created

An invocation example for creating an unencrypted array on encrypted hardware

mkarray -level raidlO -drives 0:1:2:3:4:5 -encrypt no 0

The resulting output:
MDisk, id [1], successfully created

mkdistributedarray

Use the mkdistributedarray command to create a distributed array and add it to a storage pool. (Use the

mkarray command to create nondistributed arrays).

Syntax
»»— mkdistributedarray — -level —Eraz’d5 -driveclass —driveclass_id— >
raidé
»— -drivecount — 4 - 128— >
I— -stripewidth — 3—16—| I— -allowsuperior —|

»
>

\/

I— -rebuildareas 1 I— -rebuildareasgoal 0 I— -strip —[ 128 ]J
2 1 256
T 2
4 3
4

»
»

\/

l— -name — new_name_arg —| l— -encrypt —[ yes
no

v
A

\

|_ —[ mdiskgrp_id _|
-slowwritepriori ty—Elatency mdiskgrp_name
redundancy

Parameters

-level raid5 | raidé
(Required) Specifies the RAID level for the array that is being created. The values are:
s raid5
* raid6

-driveclass driveclass_id

(Required) Specifies the class that is being used to create the array. The driveclass_id must be a
numeric value (specified with the 1sdriveclass command).

-drivecount 4 - 128
(Required) Specifies the number of drives to use for the array. The minimum drive count for:
* RAID-5: 4
* RAID-6: 6
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-stripewidth 3-16
(Optional) Indicates the width of a single unit of redundancy within a distributed set of drives. The
value must be:

¢ RAID-5: 3 - 16

* RAID-6:5 - 16

The default width for RAID-6 is 12 and the default width for RAID-5 is 10. The width plus the
number of rebuild areas must be less than or equal to the drive count.

-allowsuperior
(Optional) Specifies that you can use drives that are not an exact match to the drive class used when
creating the array (such as drives that use different capacity or technology). The system attempts to
select the closest match to the class when satisfying the drive count. You can select higher capacity
members of the same technology type before you select higher technology members.

Note: For a drive A to be considered superior to drive B, these situations must be true:
1. Drives A and B are use=candidate
2. Drives A and B are in the same I/O group.

3. Drive A's speed (RPM) is equal to or greater than drive B's. Solid-state drives (SSDs) are higher
speed than all hard disk drives (HDDs).

4. Drive A's capacity is equal to or greater than drive B's.
5. Drive A has a block size that is smaller than or equal to drive B.
-rebuildareas I | 2 | 3 | 4

(Optional) Specifies the reserved capacity that is distributed across all drives available to an array.
This capacity restores data after a drive failure. The values are:

.1
e 2
3
. 4
The value is 1 - 4 (inclusive) for RAID-5 and RAID-6 arrays.

The default number of rebuild areas increases as the drive count increases.

Note: The number of rebuild areas plus the stripe width must be less than or equal to the total drive
count.

-rebuildareasgoal 0 | I | 2 | 3 | 4
(Optional) Specifies the number of rebuild areas that the array can target to keep available. If the
number available in the array falls below this number, a system alert is raised.

Note: The goal value should not exceed the number of rebuild areas that are specified for the array.
The values are:

c 0
.1
.2
<3
.4
-strip 128 | 256

(Optional) Specifies the strip size in KiB for the array that is being configured. The values are 128 or
256.

Note: This command fails if 128 is specified and the size of the candidate drives is greater than 4 TB.
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-name new_name_arg
(Optional) Specifies the name of the array.

-encrypt yes | no
(Optional) Specifies the array to encrypt. The values are yes and no. This parameter defaults to yes
when 1sencryption has its status set to enabled and all nodes in the I/O group that the array is
being defined on are encryption-capable.

Note: The value can be yes only if encryption is enabled on the array's I/O group.
If you specify -encrypt yes when the I/O group does not support encryption, the command fails.

-slowwritepriority latency | redundancy
(Optional) Controls array ability to complete write operations that take too long, even if it
temporarily compromises redundancy.
The value can be either Tatency or redundancy:
* latency implies that the feature is enabled for normal I/O operations
* redundancy implies that the feature is not enabled for normal I/O operations

The default value is Tatency mode for existing arrays).

Important: An array can cause member drives to become unsynchronized (to preserve response time)
if the value is Tatency. If the value is redundancy, the array cannot cause member drives to become
unsynchronized (to preserve time) and I/O performance is impacted.

mdiskgrp_id | mdiskgrp_name
(Required) Indicates the MDisk array ID or name.
Description

This command creates distributed arrays.

Remember: You cannot create an unencrypted array to add to an encrypted storage pool.
Each distributed array occupies 16 slots, which start at an MDisk ID that is divisible by 16. See the
1smdisk command for more information.

An invocation example to create an array that uses 40 drives of class 3 with 3
rebuild areas

mkdistributedarray -level raidé -driveclass 3 -drivecount 40 -stripewidth 10 -rebuildareas 3 mdiskgrp5

The detailed resulting output:
MDisk, id [16], sucessfully created

An invocation example to create an array with a drive class
mkdistributedarray -Tevel raid5 -driveclass 0 -drivecount 56 -stripewidth 8 -allowsuperior mdiskgrp2

The detailed resulting output:
MDisk, id [32], sucessfully created

An invocation example to create an array with maximum rebuild areas that logs an
error on using the second rebuild area

mkdistributedarray -level raid5 -driveclass 5 -drivecount 60 -rebuildareas 4 -rebuildareasgoal 3 mdiskgrp2

The detailed resulting output:
MDisk, id [16], sucessfully created
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An invocation example to create an array that might affect I/O performance

mkdistributedarray -driveclass 10 -slowwritepriority redundancy 0

The detailed resulting output:
MDisk, id [32], sucessfully created

An invocation example to make an encrypted distributed array that uses 40 drives
of class 3 with three rebuild areas

mkdistributedarray -level raidé -driveclass 3 -drivecount 40 -stripewidth 10 -rebuildareas 3 -encrypt yes mdiskgrp5

The detailed resulting output:
MDisk, id [16], sucessfully created

recoverarray

Use the recoverarray command to recover a specific corrupt array in a dead domain scenario.

Syntax

»—r‘ecover‘ar‘ray—[gdzsk id >
disk name

Parameters

mdisk_id
(Optional) Identifies (by ID) the specific array to recover.

mdisk_name
(Optional) Identifies (by user-assigned name) the specific array to recover.

Description

This command recovers a specific corrupt array. An array has metadata representing ongoing or pending
platform writes, which are lost when the domain nodes are lost.

An invocation example

recoverarray mdisk_1

The resulting output:
There is no output if the command is successful.

recoverarraybycluster (Discontinued)

Attention: The recoverarraybycluster command has been discontinued. Use the recoverarraybysystem
command instead.

recoverarraybysystem

Use the recoverarraybysystem command to recover corrupt arrays in a dead domain scenario.

Syntax

v
A

»>—recoverarraybysystem

Chapter 4. Array commands 123



Parameters

None.

Description

Use the recoverarraybysystem command to recover corrupt arrays in a dead domain scenario.

An invocation example
recoverarraybysystem

The resulting output:

There is no output if the command is successful.

rmarray

Use the rmarray command to remove an array MDisk from the configuration.

Syntax

»>—rmarray— -mdisk —[zdisk_id_list mdiskgrp_id >
dz'sk_name_listJ |— -force J |—mdiskgr‘p_nameJ

Parameters

-mdisk mdisk_id_list | mdisk_name_list
(Required) Identifies the array MDisk or a colon-delimited list of MDisks to remove from the storage
pool.

-force
(Optional) Forces a remove when the MDisk has allocated extents by migrating the used extents to
free extents in the storage pool.

mdiskgrp_id | mdiskgrp_name
(Required) Identifies (by name or ID) the storage pool to remove the created array MDisk from.

Description

This command removes an array MDisk from the configuration. Each array is divided into candidate
drives.

Remember: This command cannot be used to remove an array MDisk from a child pool.

An invocation example
rmarray -mdisk 6 mdiskgrp_10

The resulting output:
No feedback
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Chapter 5. Audit log commands

Use the audit log commands to track command specifications and related data. An audit log keeps track

of action commands that are issued through a Secure Shell (SSH) session or through the management
GUL

The audit log entries provide the following information:

* Identity of the user who issued the action command

* The name of the actionable command

* The timestamp of when the actionable command was issued on the configuration node
* The parameters which were issued with the actionable command

The following commands are not documented in the audit log:
* dumpconfig

* cpdumps

¢ finderr

* dumperrlog

The following items are also not documented in the audit log:

* Commands that fail are not logged

* A result code of 0 (success) or 1 (success in progress) is not logged

* Result object ID of node type (for the addnode command) is not logged
* Views are not logged

catauditlog

Use the catauditlog command to display the in-memory contents of the audit log.

Syntax

»»— catauditlog >
I— -nohdr —| I— -delim — delimiter —|

A\
A

I— -first — number_of_entries_to_return —|

Parameters

-nohdr
(Optional) By default, headings are displayed for each column of data in a concise style view, and for
each item of data in a detailed style view. The -nohdr parameter suppresses the display of these
headings.

Note: If there is no data to be displayed, headings are not displayed.

-delim delimiter
(Optional) By default in a concise view, all columns of data are space-separated. The width of each
column is set to the maximum possible width of each item of data. In a detailed view, each item of
data has its own row, and if the headers are displayed, the data is separated from the header by a
space. The -delim parameter overrides this behavior. Valid input for the -delim parameter is a
one-byte character. If you enter -delim : on the command line, the colon character (:) separates all
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items of data in a concise view; for example, the spacing of columns does not occur. In a detailed
view, the data is separated from its header by the specified delimiter.

-first number_of entries_to_return
(Optional) Specifies the number of most recent entries to display.

Description
This command lists a specified number of the most recently audited commands.

Use this command to display the in-memory audit log. Use the dumpauditlog command to manually
dump the contents of the in-memory audit log to a file on the current configuration node and clear the
contents of the in-memory audit log

The in-memory portion of the audit log holds approximately 1 MB of audit information. Depending on
the command text size and the number of parameters, this equals 1 MB of records or approximately 6000
commands.

Once the in-memory audit log reaches maximum capacity, the log is written to a local file on the
configuration node in the /dumps/audit directory. The catauditlog command only displays the
in-memory part of the audit log; the on-disk part of the audit log is in readable text format and does not
require any special command to decode it.

The in-memory log entries are reset and cleared automatically, ready to accumulate new commands. The
on-disk portion of the audit log can then be analyzed at a later date.

The 1sdumps command with -prefix parameter (and the /dumps/audit file) can be used to list the files on
the disk.

As commands are executed, they are recorded in the in-memory audit log. When the in-memory audit
log becomes full, it is automatically dumped to an audit log file and the in-memory audit log is cleared.

An invocation example

This example lists the five most recent audit log entries.
catauditlog -delim : -first 5

The resulting output:
audit_seq_no timestamp cluster_user challenge source_panel target_panel ssh_ip_address result res_obj_id action_cmd

0 160313152255 superuser 7830619-2 7830619-2 0 0 satask restart
1 160313152303 superuser 01-2 01-1 9.174.187.11 0 0 satask chnodel
2 160313152312 superuser 01-1 01-2 9.174.187.11 0 0 satask chnodel
3 160313152314 superuser 01-1 01-1 9.174.187.11 0 0 satask chnodel
4 160313152316 superuser 9.174.187.11 0 0 svctask chencl
5 160313152349 superuser 9.174.187.11 0 0 svctask mkmdis
6 160313152352 superuser 9.174.187.11 0 0 svctask mkarra

dumpauditiog

Use the dumpauditlog command to reset or clear the contents of the in-memory audit log. The contents of
the audit log are sent to a file in the /dumps/audit directory on the current configuration node.

Syntax

Y
A

»»— dumpauditlog —

126  Spectrum Virtualize: RESTful API



Parameters
There are no parameters.
Description

This command dumps the contents of the audit log to a file on the current configuration node in a
clustered system (system). It also clears the contents of the audit log. This command is logged as the first
entry in the new audit log.

Use this command to manually dump the contents of the in-memory audit log to a file on the current
configuration node and clear the contents of the in-memory audit log. Use the catauditlog command to
display the in-memory audit log.

Audit log dumps are automatically maintained in the /dumps/audit directory. The local file system space
is used by audit log dumps and is limited to 200 MB on any node in the system. The space limit is
maintained automatically by deleting the minimum number of old audit log dump files so that the
/dumps/audit directory space is reduced below 200 MB. This deletion occurs once per day on every node
in the system. The oldest audit log dump files are considered to be the ones with the lowest audit log
sequence number. Also, audit log dump files with a system ID number that does not match the current
one are considered to be older than files that match the system ID, regardless of sequence number.

Other than by running dumps (or copying dump files among nodes), you cannot alter the contents of the
audit directory. Each dump file name is generated automatically in the following format:

auditlog_firstseq_lastseq_timestamp_clusterid

where

* firstseq is the audit log sequence number of the first entry in the log

* lastseq is the audit sequence number of the last entry in the log

* timestamp is the timestamp of the last entry in the audit log that is being dumped

* clusterid is the clustered system ID at the time that the dump was created

* challenge allows the sra_privileged user to determine who issued a particular command
* source_panel is the source panel ID in the audit log that is being dumped

* target_panel indicates the target panel ID in the audit log that is being dumped

The audit log dump files names cannot be changed.

The audit log entries in the dump files contain the same information as displayed by the catauditlog
command; however, the dumpauditlog command displays the information with one field per line. The
Isdumps command displays a list of the audit log dumps that are available on the nodes in the clustered
system.

A sample audit log entry:
Auditlog Entry 0

Sequence Num : 0

Timestamp : Sun Mar 13 15:22:55 2016
: Epoch + 1457882575

Cluster User : superuser

Challenge

SSH IP Address

Result Code : 0

Result Obj ID : 0

Action Cmd : satask restartservice -service tomcat

Source_Panel : 7830619-2

Target_Panel : 7830619-2
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An invocation example
dumpauditlog

The resulting output:
No feedback

Isauditlogdumps (Deprecated)

Attention: The 1sauditlogdumps command is deprecated. Use the 1sdumps command to display a list of
files in a particular dumps directory.
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Chapter 6. Backup and restore commands

Use the backup and restore commands to back up and restore configuration information about the

system.

svceonfig

Use the svcconfig command help option to obtain summary information about the syntax of the

svceconfig command and actions. You can enter this command any time after a clustered system (system)

is created.

Syntax

»»— svcconfig — — backup — — ii

-q L off
-quiet — -V —[ on ——I—

v
A

-q

»— svcconfig — — clear —
l—-aH—l i: I—-V—Eoan
-quiet — of f

»— svcconfig — — restore —
i: -f i: -q -prepare
-force — -quiet — i: -fmt
-fmtdisk —
-execute
-fmt
-fmtdisk

»—
off
s

»— svcconfig — — -ver ><
Parameters
backup
(Optional) Saves the current clustered system (system) configuration in the /tmp directory.
-quiet
(Optional) Suppresses standard output (STDOUT) messages from the console.
clear
(Optional) Erases the files in the /tmp directory.
-all

(Optional) Erases all configuration files.

-f | force
(Optional) Forces continued processing where possible.
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-q | quiet
(Optional) Suppresses console output (STDOUT).

restore
(Optional) Checks the current configuration against the backup configuration in the /tmp directory.

-prepare -fmt | fmtdisk
(Optional) Verifies the current configuration against the information in svc.config.backup.xml; then
prepares commands for processing in svc.config.restore.sh, and then produces a log of events in
svc.config.restore.prepare.

-execute
(Optional) Runs the command script svc.config.restore.sh, and produces a log of events in
svc.config.restore.execute.log

-fmt
(Optional) Specifies that the volume should be formatted before use. Includes the -fmtdisk option on
all mkvdisk commands to be issued. You cannot specify -fmt with -execute.

-fmtdisk
(Optional) Specifies that the volume should be formatted before use. You cannot specify -fmtdisk
with -execute.

-v on | off
Produces verbose output (on); the default is regular output (off).

-ver
(Required) Returns the version number for the svcconfig command.
Description

This command provides syntax help for svcconfig.

An invocation example

svcconfig -ver
svcconfig -?
svcconfig backup

backup

Use the backup command to back up the configuration. Enter this command any time after creating the
clustered system (system).

Syntax

»»— svcconfig — — backup — |_ ><
-quiet —|

off
s

Parameters

-quiet
(Optional) Suppresses standard output (STDOUT) messages from the console.

-v on | off
(Optional) Displays normal (off, the default state) or verbose (on) command messages.
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Description

The backup command extracts and stores configuration information from the system. The backup
command produces the svc.config.backup.xml, svc.config.backup.sh, and svc.config.backup.Tog files,
and saves them in the /tmp folder. The .xml file contains the extracted configuration information; the .sh
file contains a script of the commands used to determine the configuration information; and the .log file
contains details about command usage.

Note: If a previous svc.config.backup.xml file exists in the /tmp folder, it is archived as
svc.config.backup.bak; only one archive file is stored in the /tmp folder.

The underscore character (_) prefix is reserved for backup and restore command usage; do not use the
underscore character in any object names.

An invocation example
svcconfig backup

The resulting output:
No feedback

clear

Use the clear command to erase files in the /tmp directory that were previously produced by other
svceconfig commands. You can enter this command any time after a clustered system (system) has been
created.

Syntax

»»— svcconfig — — clear —
I——aH—l i:—q I——v—[oan
-quiet — of f

Parameters

-all
Erases all configuration files.

v
A

-q | quiet
(Optional) Suppresses console output (STDOUT).

-v on | off
(Optional) Produces verbose output (on); the default is regular output (off).

Description
This command erases configuration files on the current configured node.

You can use the clear command without the -all parameter to erase files of the form:

/tmp/svc.config*.sh
/tmp/svc.config*.log

You can use the clear command with the -all parameter to erase files of the form:

/tmp/svc.config*.sh

/tmp/svc.config*.log
/tmp/svc.configx.xml
/tmp/svc.config*.bak
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An invocation example

svcconfig clear -all

The resulting output:
No feedback

cron

Use the cron command to back up the configuration. Enter this command any time after creating the
clustered system (system).

Syntax

»— svcconfig — — cron — |_ _| >«
-quiet

of f
.,

Parameters

-q, -quiet
Suppresses standard output (STDOUT) messages from the console.

-v on, -v off
Displays normal (off, the default state) or verbose (on) command messages.

Description

This command generates configuration files and places them in the configuration files directory. The file
svc.config.cron.xml_(node) contains configuration detail. The file svc.config.cron.log_(node) contains
a log of events. The file svc.config.cron.sh_(node) contains a script of the commands used to determine
the configuration.

Any pre-existing file svc.config.cron.xml_(node) is archived as svc.config.cron.bak_(node). Only one
such archive is kept.

The configuration files directory is /dumps.

An invocation example

svcconfig cron
svcconfig cron -q
svcconfig cron -v on

recover

Use the recover command to recover the clustered system configuration in two phases, the preparation
phase and the execution phase. This is a component of T3 Recovery.

Syntax

»— svcconfig — — recover — >
i: -f |: -q |: -prepare :‘
-force — -quiet — -execute
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v
v
A

off

-V on
Parameters
-execute

(Optional) Runs the command script svc.config.recover.sh and produces a log of events in
svc.config.recover.execute.log

-f, -force
(Optional) Forces continued processing where possible.

-prepare
(Optional) Verifies the current configuration against the information in svc.config.backup.xml on the
configuration to be recovered. Prepares commands for processing in svc.config.recover.sh, and
produces a log of events in svc.config.recover.prepare.log.

-gq, -quiet
(Optional) Suppresses console output (STDOUT).

-v on, -v off
(Optional) Produces verbose output (on); the default is regular output (off).

Description

The recover command recovers the target system configuration from the svc.config.backup.xml file, and
associated .key files (if present) in the configuration files folder.

The recover operation is performed in two phases: prepare and execute. If neither the -prepare nor the
-execute option is specified, the command performs both phases in sequence, producing only a single
event log: svc.config.recover.log.

The configuration files directory is /tmp.

An invocation example

svcconfig recover -prepare
svcconfig recover -execute

restore

Use the restore command to restore the clustered system (system) to its previous configuration. This
command uses the configuration files in the /tmp folder .

Syntax
»— svcconfig — — restore — >
i: -f i: -q -prepare
-force — -quiet — i: -fmt
-fmtdisk —

-execute

-fmt

-fmtdisk
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\4
A

»—
off
-v on

Parameters

-f | force
(Optional) Forces continued processing where possible.

-q | quiet
(Optional) Suppresses console output (STDOUT).
-prepare -fmt | fmtdisk
(Optional) Verifies the current configuration against the information in svc.config.backup.xml,

prepares commands for processing in svc.config.restore.sh, and produces a log of events in
svc.config.restore.prepare.

-execute
(Optional) Runs the command script svc.config.restore.sh, and produces a log of events in
svc.config.restore.execute.log

-fmt
(Optional) Specifies that the volume must be formatted before use. Includes the -fmtdisk option on
all mkvdisk commands to be issued. You cannot specify -fmt with -execute.

-fmtdisk
(Optional) Specifies that the volume must be formatted before use. You cannot specify -fmtdisk with
-execute.

-v on | off
(Optional) Produces verbose output (on); the default is regular output (off).

Description
The restore command restores the target system configuration from the svc.config.backup.xml file in
the /tmp folder. If neither the -prepare nor the -execute option is specified, the command performs both

phases in sequence, producing only a single event log: svc.config.restore.log.

The restore operation is also known as a T4 (Tier 4) Recovery, and can only be used on a system having
just been started. The restore operation can not be used on a system having any nonautomatic objects
configured, such as storage pools or volumes.

The restore operation is performed in two phases: prepare and execute.

The command pauses for eight minutes if any nodes are added during this process, informing the user of
this at run-time.

An invocation example

svcconfig restore

The resulting output:
No feedback

An invocation example
svcconfig restore -prepare -fmt

The resulting output:
No feedback
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An invocation example
svcconfig restore -execute

The resulting output:
No feedback
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Chapter 7. Cloud commands

Use the cloud commands to create, change, or list details about cloud-related objects. Use the cloud
commands to create, change, or list details about system cloud and the SAN Volume Controller system.

cfgcloudcallhome

Use the cfgcloudcallhome command to configure email and metering features by using an Internet
Protocol (IP) quorum server as a Simple Mail Transfer Protocol (SMTP) server on a system. This
command is for IBM Spectrum Virtualize for Public Cloud only.

Syntax

»»— cfgcloudcalThome — — -username — — -key — — -ip — — -ibmcustomer — — -ibmcountry —— >«

Parameters

-username
(Required) Specifies the IBM Cloud™ application programming interface (API) user name.

-key
(Required) Specifies the IBM Cloud API key.

-i p
(Required) Specifies the IP address of the IP quorum server.

-ibmcustomer
(Required) Specifies the customer number that is assigned when a software license is automatically
added to the entitlement database. The value must be a 7 - 10-digit number.

-ibmcountry
(Required) Specifies the country ID used for entitlement and the call home system. The value is either
a 3-digit number or blank.

Description

This command configures email and billing features by using an Internet Protocol (IP) quorum server as
a Simple Mail Transfer Protocol (SMTP) server on a system.

An invocation example
# cfgcloudcallhome -username callhomel@de.ibm.com -key xxxxx -ip 192.168.0.1 -ibmcustomer 12345678 -ibmcountry 886

The following output is displayed:
None

cfgcloudstorage

Use the cfgcloudstorage command to configure IBM Cloud storage. This command is for IBM Spectrum
Virtualize for Public Cloud only.

Syntax
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v
A

»»— cfgcloudstorage — — -username — — -key — — -storage — — -srcportid

Parameters

-username
Specifies the IBM Cloud application programming interface (API) user name.

-key
Specifies the IBM Cloud API key.

-storage
Specifies the IBM Cloud storage name.

-srcportid
Specifies the node port ID.

Description
This command configures the IBM Cloud backend storage.

An invocation example

cfgcloudstorage

The following output is displayed:
No feedback

querycloudstoragecandidate

Use the querycloudstoragecandidate command to query the IBM Cloud storage candidate that is
mapped to the system. This command is for IBM Spectrum Virtualize for Public Cloud only.

Syntax

»»— querycloudstoragecandidate — |_ _| |_ <
-username -key —|

Parameters

-username
(Optional) IBM Cloud API user name.

-key
(Optional) IBM Spectrum Virtualize for Public Cloud API key.

Description
This command queries the IBM Cloud storage candidate that is mapped to the clustered system.

The [Table 20| table describes attribute values that can be displayed as output view data.

Table 20. querycloudstoragecandidate output

Attribute Description
storage Indicates the candidate storage name.
datacenter Indicates the data center to which the storage belongs.
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Table 20. querycloudstoragecandidate output (continued)

Attribute Description

storage_type Indicates either Endurance or Performance type. Storage type depends on the storage
type when purchased.

iops Indicates IOPS in total

capacity_gb Indicates the capacity of storage when purchased.

An invocation example for querycloudstoragecandidate
$ querycloudstoragecandidate -usr gingyuanhou -key XXXxx

The following output is displayed:

storage datacenter storage_type iops capacity_gb

IBMO1SEL571877-10 Ton02 ENDURANCE 4000 100

IBMO1SEL571877-11 Ton02 ENDURANCE 4000 100

IBMO1SEL571877-12 Ton02 PERFORMANCE 40000 40
chcloudaccountawss3

Use the chcloudaccountawss3 command to modify the cloud account (that uses Amazon S3 storage)
parameters or mode.

Syntax
»— chcloudaccountawss3 — |_ _| |_ _| >
-name — name -accesskeyid — aws_access_key_id
|— -secretaccesskey — aws_secret_access_key J |— -ignorefailures J
-mode —[ import J i: -certificate — path_to_certificate —
normal -nocertificate
-importsystem — import_system_id —
»— -refresh — |_ _| >
-upbandwidthmbits— upbandwidth_limit_in_mb
|—-downbandwid’chmbits— downbandwidth_limit_in_mb—| I—-r*esetusagehis’cory—|
LI: cloud_account_id jJ
cloud _account_name
Parameters
-name name
(Optional) Specifies the new or modified cloud account name. The value must be an alphanumeric
value.

-accesskeyid aws_access_key id
(Optional) Specifies the value for the public part of the Amazon Web Services (AWS) access key. Use
this access key to access cloud storage.

Chapter 7. Cloud commands 139



-secretaccesskey aws secret_access key
(Optional) Specifies the value for the private part of the Amazon Web Services (AWS) access key. This
access key is for the AWS user that the system uses to access cloud storage.

-ignorefailures
(Optional) Changes the access key whether the new access key works.

-mode import | normal
(Optional) Specifies the new or modified cloud account mode. The values are import or normal.

-importsystem import system id
(Optional) Specifies that the system's data be imported.

Note: You must specify -mode import first.

-certificate path_to_certificate
(Optional) Specifies the path for the SSL certificate to use when you authenticate to the new or
modified cloud account storage. The value must be an alphanumeric string of 1 - 255 characters (in
base64-encoded PEM format).

-nocertificate
(Optional) Specifies that the custom SSL certificate that was used to authenticate to the new or
modified cloud account storage is used to stop the system.

-refresh
(Optional) Specifies a refresh of the system import candidates. If the account is in import mode, this
parameter specifies a refresh of the data available for import.

-downbandwidthmbits downbandwidth_limit_in_mb
(Optional) Specifies the download bandwidth limit in megabits per second (Mbps). The value must
be a number 1 - 10240.

-upbandwidthmbits upbandwidth_limit_in_mb
(Optional) Specifies the upload bandwidth limit in megabits per second (Mbps). The value must be a
number 1 - 10240.

-resetusagehistory
(Optional) Resets the usage history (to 0). Storage consumption that reflects the space that is
consumed on the cloud account is cumulative, which means that it remains in the current day row
(the Oth row).

cloud_account_id | cloud _account_name
(Required) Specifies the cloud account ID or name to modify. The value for the ID must be a number
and the value for the name must be an alphanumeric string.

Description

This command modifies the parameters for the cloud account (created by using mk1cloudaccountawss3)
that uses Amazon S3 storage.

The -mode parameter, the -refresh parameter, and any of the user credentials parameters groups are
mutually exclusive.

This command fails and no changes are made if the supplied credentials do not provide authentication.
Credentials include:

* -accesskeyid
e -secretaccesskey
e -certificate or nocertificate
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For example, if the network is down then the system cannot confirm that a new secret access key is valid,
the command fails. Specify -ignorefailures to overwrite this feature. If you specify invalid credentials
but you do specify -ignorefailures, an online account becomes offline and an error is generated in the

error log that describes the authentication failure.

The secret access key is sensitive system information and is stored in encrypted form. It is not available
in the system dumps and in the audit log it is replaced with six hash ("#") symbols.

If you specify this command against an offline account and these new details enable the account to start
working (for example, you enter an expired password) the account becomes online.

You must change the mode if the account is not being used by any system volumes. A mode change

requires the account to be online and the system be able to communicate with the cloud server.

Note: You can have a maximum of:

* One cloud account per clustered system (system)
* 1024 volumes with cloud snapshots enabled

* 256 cloud snapshots per volume

* 512 volume groups

An invocation example
chcloudaccountawss3 -name myamazon cloudaccount0

The resulting output:
No feedback

An invocation example
chcloudaccountawss3 -mode import -importsystem 000002007D40A162 0

The resulting output:
No feedback

An invocation example

chcloudaccountawss3 -upbandwidthmbits 100 -downbandwidthmbits 100 cloudaccountO

The resulting output:
No feedback

chcloudaccountswift

Use the chcloudaccountswift command to modify the cloud account (that uses OpenStack Swift storage)

parameters or mode.

Syntax
»— chcloudaccountswift — B ] B >
-name — name -keystone —[
|—-endp01'nt — https_endpoint_URL —| |—-user*name — user_name —|
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»
»

|—-password — password —| -certificate — path_to_certificate — l—-ignorefaﬂures —|

-nocertificate

\/

»— |_ |_ _| —-refresh — ——»
-mode import -importsystem — import_system_id
normal
l——resetusagehistory—l |——downbandwidthmbi‘cs— downbandwidth_limit_in_mb—l

\ 4

Y
A

I——upbandwidthmbits— upbandwidth_limit_in_mb—| LI: cloud_account_id jJ

cloud account_name

Parameters

-name name
(Optional) Specifies the new or modified OpenStack name you must use to access cloud account
storage. The value must be an alphanumeric value.

-keystone yes | no
(Optional) Specifies that keystone authentication is used. The values are yes or no.

-endpoint https endpoint URL
(Optional) Specifies the URL (that the system uses to access object storage) to change for the cloud
account. If OpenStack Keystone authentication is used, the URL specified must be the URL for the
Keystone authentication. If Keystone authentication is not used, the URL specified must be the URL
for the Swift account. The value must be 8 - 128 characters and must be a valid URL address.

-username user_name
(Optional) Specifies the OpenStack user name that the system must use to access cloud account
storage.

-password password
(Optional) Specifies the password value to use to authenticate to cloud storage. For IBM Cloud
accounts, this password is the application programming interface (API) key. The value must be 1 - 64
alphanumeric characters and it must not begin or end with a space.

-certificate path_to_certificate
(Optional) Specifies the path for the SSL certificate to use when you authenticate to new or modified
cloud account storage. The value must be an alphanumeric string of 1 - 255 characters (in
base64-encoded PEM format).

-nocertificate
(Optional) Specifies that the custom SSL certificate that was used to authenticate to the new or
modified cloud account storage is used to stop the system.

-ignorefailures
(Optional) Specifies that the access key is changed whether or not the new access key works.

-mode import | normal
(Optional) Specifies the new or modified cloud account mode. The values are import or normal.

-importsystem import_system_id
(Optional) Specifies that the system's data be imported.

Note: You must specify -mode import first.
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-refresh
(Optional) Specifies a refresh of the system import candidates. If the account is in import mode, this
parameter specifies a refresh of the data available for import.

-downbandwidthmbits downbandwidth_limit_in_mb
(Optional) Specifies the download bandwidth limit in megabits per second (Mbps). The value must
be a number 1 - 10240.

-upbandwidthmbits upbandwidth_limit_in_mb
(Optional) Specifies the upload bandwidth limit in megabits per second (Mbps). The value must be a
number 1 - 10240.

-resetusagehistory
(Optional) Resets the usage history (to 0). Storage consumption that reflects the space that is
consumed on the cloud account is cumulative, which means that it remains in the current day row
(the 0th row).

cloud_account_id | cloud_account_name
(Required) Specifies the cloud account ID or name to modify. The value for the ID must be a number
and the value for the name must be an alphanumeric string.

Description

This command modifies the parameters for the cloud account (created by using mk1cloudaccountswift)
that uses OpenStack Swift storage.

At least one parameter must be set.

The -mode parameter, the -refresh parameter, and any of the user credentials parameters groups are
mutually exclusive. Credentials include:

* -keystone
* -endpoint
* -username
* -password
» -certificate or nocertificate

The command fails if the supplied authentication credentials are unsuccessful. For example, if the
network is down the system cannot confirm that the secretaccesskey is valid (and the command fails).
Specify -ignorefailures to override this feature. If you specify incorrect credentials and the
-ignorefailures parameter, an online account becomes offline and an error is generated in the log
describing the authentication failure.

The password is treated as sensitive system information. It is stored in an encrypted form and not
available in system dumps. In the audit log, it is replaced with six hash ("#") symbols.

If a certificate is supplied and the command succeeds, the certificate file is deleted from the local file
system.

If you specify this command against an offline account and these new details enable the account to start
working (for example, you enter a new password against an expired password) the account becomes

online.

You can change the mode if the account is not being used by any system volumes. A mode change
requires the account to be online and the system be able to communicate with the cloud server.

Note: You can have a maximum of:
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* One cloud account per clustered system (system)
* 1024 volumes with cloud snapshots enabled
* 256 cloud snapshots per volume

e 512 volume groups

An invocation example

chcloudaccountswift -certificate /tmp/new-cert.pem -ignorefailures myswift

The resulting output:
No feedback

An invocation example
chcloudaccountswift -mode import -importsystem 000002007D40A162 0

The resulting output:
No feedback

An invocation example

chcloudaccountawss3 -username newuser -password simpsons 0

The resulting output:
No feedback

An invocation example
chcloudaccountswift -upbandwidthmbits 100 -downbandwidthmbits 100 cloudaccount®

The resulting output:
No feedback

Iscloudaccount

Use the 1scloudaccount command to display information about the configured cloud accounts.

Syntax
»»— Tscloudaccount — >«
|— -nohdr J |— -delim — delimiter J | l
i: cloud_account_id ﬂ
cloud_account_name
Parameters
-nohdr

(Optional) By default, headings are displayed for each column of data in a concise style view, and for
each item of data in a detailed style view. The -nohdr parameter suppresses the display of these
headings.

Note: If there is no data to be displayed, headings are not displayed.

-delim delimiter
(Optional) By default in a concise view, all columns of data are space-separated. The width of each
column is set to the maximum width of each item of data. In a detailed view, each item of data has
its own row, and if the headers are displayed, the data is separated from the header by a space. The
-delim parameter overrides this behavior. Valid input for the -delim parameter is a 1-byte character.
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If you enter -delim :

on the command line, the colon character (:) separates all items of data in a

concise view; for example, the spacing of columns does not occur. In a detailed view, the data is
separated from its header by the specified delimiter.

cloud_account_id | cloud_account_name
(Optional) Specifies the name or ID for the detailed view of of the account.

Description

This command displays information about configured cloud accounts.

This table provides the attribute values that can be displayed as output view data.

Table 21. Iscloudaccount output

Attribute Description

id Indicates the cloud account ID. The value is a number.

name Indicates the cloud account name. The value is an alphanumeric string.
type Indicates the cloud account provider. The values are awss3 or swift.
status Indicates the cloud account status. The values are online or offline.
mode Indicates the cloud account mode. The values are normal or import.

active_volume_count

Indicates the number of volumes in the system that use the account. The value must be
a number.

backup_volume_count

Indicates the number of volumes that are backed up to the cloud account. The value
must be a number.

import_system_id

Indicates the system ID for the system from where the data is being imported. The
value must be a 16-character uppercase hexadecimal number (or blank).

import_system_name

Indicates the system name from where the data is being imported. The value must be
an alphanumeric string (or blank).

error_sequence_number

Indicates an error (for offline accounts). The value must be a number (or blank).

refreshing

Indicates whether the system is refreshing its cloud storage view (for import mode
accounts). The values are yes or no.

backup_timestamp

Indicates the timestamp for the most recent backup. The value must be in the format
YYMMDDHHMMSS (or blank).

certificate

Indicates whether SSL is configured for an account that uses certificates. The values are
yes or no.

certificate_expiry

Indicates the time and date that a certificate expires. The value must be blank or be in
this format: Dec 7 10:07:59 2015 GMT

endpoint

Indicates the endpoint URL for swift accounts. The value must be a valid URL (or
blank).

awss3_bucket_prefix

Indicates the bucket prefix that is being used for S3 accounts. The value must be a valid
bucket prefix (or blank).

awss3_access_key_id

Indicates the user access key ID for S3 accounts. The value must be a valid access key
ID (or blank).

awss3_region

Indicates the region that is chosen for cloud storage for S3 accounts. The value must be
for a valid AWS region (or blank).

swift_keystone

Indicates whether keystone authentication is in use. The value must be yes or no.

swift_container_prefix

Indicates the container prefix for Swift accounts. The value must be a valid container
prefix or blank.

swift_tenant_name

Indicates the tenant name that is used for authentication for swift accounts. The value
must be a valid tenant name (or blank).
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Table 21. Iscloudaccount output (continued)

Attribute Description

swift_user_name Indicates the user name that is used for authentication for swift accounts. The value
must be a valid user name (or blank).

encrypt Indicates the encryption status for the cloud account. The values are yes and no.

A concise invocation example

1scloudaccount

The resulting output:

id name type status mode active_volume_count backup_volume_count import_system id import_system name error_sequence
0 importer swift online import 2 123 000002007D40A162 clusterl

A detailed invocation example
Iscloudaccount 1

The resulting output:

id 0

name vardyja

type swift

status online

mode normal
active_volume_count 0
backup_volume count 1
import_system_id
import_system_name
error_sequence_number
refreshing no
backup_timestamp 151021114002
certificate yes
certificate_expiry Dec 7 10:07:59 2017 GMT
endpoint https://thesecurecloud.company.com:4000/auth/v3.0
awss3_bucket_prefix
awss3_access_key_id
awss3_region

swift_keystone yes
swift_container_prefix svc-1
swift_tenant_name mytenant
swift_user_name storeman

Iscloudaccountusage

Use the 1scloudaccountusage command to list usage information about configured cloud storage
accounts.

Syntax

»»— TIscloudaccountusage — >
I— -nohdr —| I— -delim — delimiter —|

». >«

i: cloud_account_id ﬂ
cloud_account_name
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Parameters

-nohdr

(Optional) By default, headings are displayed for each column of data in a concise style view, and for
each item of data in a detailed style view. The -nohdr parameter suppresses the display of these

headings.

Note: If there is no data to be displayed, headings are not displayed.

-delim delimiter

(Optional) By default in a concise view, all columns of data are space-separated. The width of each

column is set to the maximum width of each item of data. In a detailed view, each item of data has
its own row, and if the headers are displayed, the data is separated from the header by a space. The
-delim parameter overrides this behavior. Valid input for the -delim parameter is a 1-byte character.

If you enter -delim :

on the command line, the colon character (:) separates all items of data in a

concise view; for example, the spacing of columns does not occur. In a detailed view, the data is
separated from its header by the specified delimiter.

cloud_account_id | cloud_account_name
(Optional) Specifies the cloud account to list details for. The ID value must be a number and the
name value must be an alphanumeric string.

Description

This command displays usage information about configured cloud storage accounts. The information
involves chargeable resource usage.

This table provides the attribute values that can be displayed as output view data.

Table 22. Iscloudaccountusage output

Attribute Description

id Indicates the ID for the cloud account. The value must be a number 0 - 4294967295.
name Indicates the name for the cloud account. The value must be an alphanumeric string.
date Indicates the date for the system data that is displayed. Each row shows usage of one

day. The value must be in YYYYMMDD format. This value is computed relative to the
current configured system date. The date in the very first entry must equate to the
current date.

If you manually change the system date, the changes are not reflected in the output for
the date field until midnight (the time 00:00). If you change your system date got to
accommodate time zone changes, it is reflected in the output instantly. After midnight,
any subsequent entry is for the next 24-hour period.

upload_data_mb

Indicates the uploaded data for one day. The value must be a number O -
18446744073709551615.

download_data_mb

Indicates the downloaded data for one day. The value must be a number 0 -
18446744073709551615.

storage_consumed_gb

Indicates the volume of data that is stored in this cloud account. The value must be a
number 0 - 18446744073709551615.

Note: For a detailed view, there are 180 rows. Each row has information corresponding to one full day,
and every field reflects activity for that day except for the storage_consumed_gb, which is cumulative. The
most recent entry reflects the current day.
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An invocation example
1scloudaccountusage

The resulting output:

id name date upload_data_mb download_data_mb storage_consumed_gb
0 cloudaccount0 20151023 194560 900 6700
1 cloudaccountl 20151023 204800 1500 10700

An invocation example
Iscloudaccountusage 0

The resulting output:

id name date

0 cloudaccount® 20151023
0 cloudaccount0 20151022
0 cloudaccount® 20151021

upload_data_mb download_data_mb

194560 900
3584000 150
1024 17152

storage_consumed_gb
6687
6495
3010

Iscloudaccountimportcandidate

Use the 1scloudaccountimportcandidate command to list information about systems that have data that

is stored in the cloud accounts that are defined on this system.

Syntax

»»— Iscloudaccountimportcandidate — |_ J
-nohdr

Parameters

-nohdr

|— -delim — delimiter J

(Optional) By default, headings are displayed for each column of data in a concise style view, and for

each item of data in a detailed style view. The -nohdr parameter suppresses the display of these

headings.

Note: If there is no data to be displayed, headings are not displayed.

-delim delimiter

(Optional) By default in a concise view, all columns of data are space-separated. The width of each
column is set to the maximum width of each item of data. In a detailed view, each item of data has
its own row, and if the headers are displayed, the data is separated from the header by a space. The
-delim parameter overrides this behavior. Valid input for the -delim parameter is a 1-byte character.
If you enter -delim : on the command line, the colon character (:) separates all items of data in a

concise view; for example, the spacing of columns does not occur. In a detailed view, the data is

separated from its header by the specified delimiter.

Description

This command lists information about systems that have data that is stored in the cloud accounts that are

defined on this system.

This command provides information about the valid options for chcloudaccount -import. To refresh the
view by reloading what is on the cloud server, specify chcloudaccount -refresh.

This table provides the attribute values that can be displayed as output view data.

148  Spectrum Virtualize: RESTful API



Table 23. Iscloudaccountimportcandidate output

Attribute Description

cloud_account_id Indicates the ID for the cloud account that contains data from another system. The
value must be a numeric string.

cloud_account_name Indicates the name for the cloud account that contains data from another system. The
value must be an alphanumeric string.

import_system_id Indicates the system ID of the system that has data on the cloud account. The value
must be a 16-character string in hexadecimal uppercase.

import_system_name Indicates the system name of the system that has data on the cloud account. The value
must be an alphanumeric string.

backup_volume_count Indicates the number of volumes that are backed up by the imported system. The value
must be a numeric string.

backup_size Indicates the approximate amount of cloud storage that is in use by snapshots from the
imported system.

backup_timestamp Indicates the timestamp of the most recent volume backup (by the other system). The
value must be in the YYMMDDHHMMSS format or be blank. This value is displayed in UNIX
time.

An invocation example
1scloudaccountimportcandidate

The resulting output:
cloud_account_id cloud_account_name import_system_id import_system_name backup_volume_count backup_size backup_timestamp

0 my_amazon 00002007D40A162 clusterl 0 0.00GB
0 my_amazon 00002007F42E813 cluster2 44 15.25TB 151008084203
mkcloudaccountawss3

Use the mkcloudaccountawss3 command to configure a new cloud account that uses Amazon S3 object
storage.

Syntax
»— mkcloudaccountawss3 — |_ _| — -bucketprefix — bucket_prefix — >
-name — name
»— -accesskeyid — aws_access_key id — — -secretaccesskey — aws_secret_access_key — >
I— -certificate — path_to_certificate —| |——upbandwidthmbits— upbandwidth_limit‘_in_mb—|
l—-downbandwi dthmbits— downbandwidth_limi t_in_mb—| l—- region— aws_region—|

».
> <

l— encr
- ypt yes
Lo

Parameters

-name name
(Optional) Specifies the name for the cloud account. The value must be an alphanumeric string.
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-bucketprefix bucket prefix
(Required) Specifies the prefix for the S3 bucket names that the system uses. The value must be a
lower-case alphabetic string 3 - 58 characters long (with no dot or period at the end of the string, and
no dot or period next to another dot or period).

-accesskeyid aws_access_key id
(Required) Specifies the public part of the Amazon Web Services (AWS) access key credential of the
AWS user that the system use to access the cloud storage. The value must be a 20-character
alphanumeric string of uppercase letters and numbers.

-secretaccesskey aws secret_access _key
(Required) Specifies the non-public part of the AWS access key credential that the system use to
access the cloud storage. The value must be a 40-character alphanumeric string (That can contain
slashes, or "/").

-certificate path_to_certificate
(Optional) Specifies the path to an SSL certificate authority (CA) certificate for AWS S3. The value
must be an alphanumeric string of 1 - 255 characters (in base64-encoded PEM format).

-upbandwidthmbits upbandwidth limit _in mb
(Optional) Specifies the upload bandwidth limit in megabits per second (Mbps). The value must be a
number 1 - 10240.

-downbandwidthmbits downbandwidth limit _in_mb
(Optional) Specifies the download bandwidth limit in megabits per second (Mbps). The value must
be a number 1 - 10240.

-region aws_region
(Optional) Specifies the AWS region to use to access the cloud account and store data.

-encrypt yes | no
(Optional) Specifies whether to encrypt the data in the cloud account. By default, encryption is
enabled unless you specify -encrypt no.

Description
This command configures a new cloud account that uses Amazon S3 object storage.

An invocation example

mkcloudaccountawss3 -name myamazon
-bucketprefix svc_backups
-accesskeyid AKIAIOSFODNN7EXAMPLE
-secretaccesskey wJalrXUtnFEMI/K7MDENG/bPxRfiCYEXAMPLEKEY
-upbandwidthmbits 100
-downbandwidthmbits 100

The resulting output:
Cloud Account, id [0], successfully created

Note: If the system contains an encrypted cloud account that uses USB encryption, a USB flash drive
with the system master key must be present in the configuration node before the cloud account can move
to the online state. This requirement is necessary when the system is powered down, and then restarted.

mkcloudaccountswift

Use the mkcloudaccountswift command to configure a new cloud account that uses OpenStack Swift
object storage.
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Syntax

»»— mkcloudaccountswift — »>
I—-name— name —| |—-keystone—|

v

»—-containerprefix— container_prefix — —-endpoint—[ http_endpoint URL _|
https_endpoint_URL

»—-tentantname— tenant_name — —-username— user_name — —-password— password — >

» »
>

l——certiﬁcate— path_to_certificate —| I——upbandwidthmbits— upbandvn‘dth_limit_in_mb—|

»
>

v
A

|—-downbandw1‘dthmb1‘ts— downbandwidth_limit_in_mb—| I— -encrypt —[ yes
no

Parameters

-name name
(Optional) Specifies the account identifier. The value must be an alphanumeric string.

-keystone
(Optional) Specifies that the system authenticate with OpenStack Keystone. If you do not specify this
parameter, the system authenticates with OpenStack TempAuth.

-containerprefix container_prefix
(Required) Specifies the Swift container names the system uses or creates. The value must be 1 - 12
characters and contain no spaces or slashes.

-endpoint http endpoint URL | https_endpoint URL
(Required) Specifies the URL that the system uses to access object storage.

If Keystone authentication is used, it is the URL of the Keystone service, probably ending with v2.0.
Otherwise, it is the URL of the Swift service.

-tentantname tenant_name
(Required) Specifies the OpenStack tenant the system uses to access cloud storage. The value must be
a 1 - 64 alphanumeric characters that contain no spaces.

-username user_name
(Required) Specifies the OpenStack user name the system uses to access cloud storage. The value
must be 1 - 255 alphanumeric characters with no spaces.

-password password
(Required) Specifies the password that the system uses to access cloud storage. For IBM Cloud
accounts, this password is the application programming interface (API) key. The value must be 1 - 64
alphanumeric characters and it must not begin or end with a space.

-certificate path to certificate
(Optional) Specifies the file path for the object storage server SSL certificate. The value must be:
* 1 - 255 alphanumeric characters with no period or dot next to another period or dot, and no period
or dot at the start or end of the specified value
* In base64-encoded PEM format
-upbandwidthmbits upbandwidth_limit_in_mb
(Optional) Specifies the upload bandwidth limit in megabits per second (Mbps). The value must be a
number 1 - 10240.
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-downbandwidthmbits downbandwidth limit _in_mb
(Optional) Specifies the download bandwidth limit in megabits per second (Mbps). The value must
be a number 1 - 10240.

-encrypt yes | no
(Optional) Specifies whether to encrypt the data in the cloud account. By default, encryption is
enabled unless you specify -encrypt no.

Description
This command configures a new cloud account that uses OpenStack Swift object storage.

An invocation example

mkcloudaccountswift -containerprefix svc_backups
-endpoint https://Ton02.objectstorage.cloud.net/auth/v1.0
-tenantname mytenant
-username jamivard
-password WKF84FAQRKLOICDF53LANBWKF84FAQRKLOICDF53LANBEXAMPLEEXAMPLEEXAMPL
-upbandwidthmbits 100
-downbandwidthmbits 100

The resulting output:
Cloud Account, id [0], successfully created

Note: If the system contains an encrypted cloud account that uses USB encryption, a USB flash drive
with the system master key must be present in the configuration node before the cloud account can move
to the online state. This requirement is necessary when the system is powered down, and then restarted.

rmcloudaccount

Use the rmcToudaccount command to delete a cloud account from the system.

Syntax

»»— rmcloudaccount — —[ cloud account id >«
cloud_account_name J

Parameters

cloud_account_id | cloud_account_name
(Required) Specifies the cloud account to remove. The ID value must be a number and the name
value must be an alphanumeric string.

Description

This command deletes a cloud account from the system. If no systems have volume data that is stored in
the account, the containers are deleted from the cloud storage.

As long as there are no volumes on this system that are using the cloud account, the command deletes
the account. If there are no volumes that are left in the account, the system attempts to delete its
containers. If you cannot connect to the cloud server, the containers are not deleted. If the command
times out, the deletion proceeds asynchronously and the account object is removed.
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An invocation example
rmcloudaccount VardyAmazAcct

The resulting output:
No feedback

testcloudaccount

Use the testcloudaccount command to run diagnostics against the cloud account and report status on the
results.

Syntax

»»— testcloudaccount — cloud account_id »><
[ cloud account_name —|

Parameters

cloud_account_id | cloud account_name
(Required) Specifies the cloud account to test. The ID value must be a number and the name value
must be an alphanumeric string.

Description

This command runs diagnostics against the cloud account and reports status, which includes network
connectivity, authentication, and cloud storage usage.

This command can be run against an online or offline account.
* If the command is run successfully against an offline account, the account becomes online.
* If the command is run unsuccessfully against an online account, the account becomes offline.

An invocation example
testcloudaccount MyVardyAccount

The resulting output:
Cloud Account, id [0], successfully tested
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Chapter 8. Clustered system commands

Use the clustered system (system) commands to monitor and modify systems and their properties.

addnode (SAN Volume Controller only)

Use the addnode command to add a new (candidate) node to an existing clustered system (system). Enter
this command any time after a system is created. If you are adding a node to a system, make sure that
the model type of the new node is supported by the system code (code) version of the existing system. If
the model type is not supported by the code, upgrade the system to a code version that supports the
model type of the new node.

Syntax
»»— addnode — —[ -panelname — — panel_name :I— >
-wwnodename — — wwnn_name I— -name — — node_name —|
>—|: -spare — spare_name |_ »<
-iogrp — —[ iogr‘oup_namejJ -site — —[ site_namejJ
iogroup_id site_id
Parameters

-panelname panel_name
(Required if you do not specify the -wwnodename parameter) Specifies the node that you want to add
to a system by the name that is displayed in the management GUI, the service assistant, or displayed
by specifying 1snodecandidate. You cannot use this parameter with the -wwnodename parameter.

Note: If panel_name is not supplied, it applies to the node on which the command is running.

-wwnodename wwnn_name
(Required if you do not specify the -panelname parameter) Specifies the node that you want to add to
the system by the worldwide node name (WWNN). You cannot use this parameter with the
-panelname parameter.

-name node_name
(Optional) Specifies a name for the node that you want to add to the system. You can use this name
in subsequent commands to refer to the node, instead of using the node ID.

Note: Node names that are supplied with the -name parameter on the addnode and chnode commands
must not already be in use as node names or as node failover_names.

If you assign a name, this name is displayed as the node name from then on. If you do not assign a
name, a default name is used. The default name that is used depends on whether the node is
replacing one that was previously deleted. When a node is deleted, its name is retained in the I/O
group as the failover name of its partner node. If no nodes remain in an I/O group, no failover
names are retained. Only one failover name can be stored for each node. If you add a node into an
I/0O group that has a retained failover name and do not specify a node name, the retained failover
name is assigned to this node. If you do not specify a name and there is no retained failover name,
the name that is assigned has the format nodeX.

Important: The iSCSI Qualified Name (IQN) for each node is generated using the system and node
names. If you are using the iSCSI protocol and the target name for this node is already active on its
partner node, and iSCSI hosts are attached to it. Adding the node with a different name changes the
ION of this node in the system and might require reconfiguration of all iSCSI-attached hosts.
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-spare spare_name
(Optional) Specifies that the node that is being added is a spare node and not an I/O node group
member. You cannot specify this parameter with -iogrp.

-iogrp iogroup _name | iogroup_id
(Required) Specifies the I/O group to which you want to add this node. You cannot specify this
parameter with -spare.

-site site_name | site id
(Optional) Specifies the numeric site value or site name of the new node.
If the system topology is hyperswap and the I/O group has a configured node, this new node must be
located within the same site. If no configured nodes exist in the I/O group (but volumes are defined

in the I/0O group that are in active-active relationships) this new node must be located within the
same site as any node that was previously in that I/O group.

Remember:
* This parameter must be specified whether the system topology is set to stretched or hyperswap.

* If the system topology is stretched and the I/O group has a configured node, this new node must
be in another site location.

Description

Note: The addnode command is a SAN Volume Controller command. For Storwize V7000, use the
addcontrolenclosure command.

This command adds a node to the system. You can obtain a list of candidate nodes (nodes that are not
already assigned to a system) by typing 1snodecandidate. You cannot add a node with less memory than
any potential partner nodes that are in the I/O group.

Note: The 1snodecandidate command is a SAN Volume Controller command. For Storwize V7000, use
the 1scontrolenclosurecandidate command.

You can create thin-provisioned volumes in a data reduction storage pool on all node types. Compressed
volumes in a data reduction storage pool must be created in an I/O group with node types that support
compression. Nodes that support compression can be added to an I/O group that contains compressed
volumes.

You cannot use this command if the new node is:
* Not capable of encryption but the existing I/O group partner is capable of encryption.

* Not capable of encryption but storage pools exist with encryption keys that include MDisks that are
not self-encrypting.

* Capable of encryption but the node has no encryption license.
Note: This command is successful only if the node-enclosure system ID matches the system, or is blank.

When the first thin or compressed volume in a data reduction pool is created for an IO group, the IO
group sets CPU parameters based on the lowest number of CPU resources available based on the nodes
in the I/O group. A new node with less CPU resources cannot be added to the I/O group.

Before you add a node to the system, you must check to see if any of the following conditions are true. If
the following conditions exist, failure to follow the procedures that are documented here might result in
the corruption of all data that is managed by the system.

* Is the new node being used to replace a failed node in the system?

* Does the node being added to the system use physical node hardware that has been used as a node in
another system, and are both system recognized by the same hosts?
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If any of the previous conditions are true, you must take the following actions:

1. Add the node to the same I/O group that it was previously in. You can use the command-line
interface command 1snode or the management GUI to determine the WWNN of the system nodes.

2. Shut down all of the hosts that use the system before you add the node back into the system.

3. Add the node back to the system before the hosts are restarted. If the I/O group information is
unavailable or it is inconvenient to shut down and restart all of the hosts that use the system, you can
do the following:

a. On all of the hosts that are connected to the system, unconfigure the Fibre Channel adapter device
driver, the disk device driver, and the multipathing driver before you add the node to the system.

b. Add the node to the system, and then reconfigure the Fibre Channel adapter device driver, the
disk device driver, and multipathing driver.

If you are adding a node to a system, take the following actions:

1. Ensure that the model type of the new node is supported by the code level for the system. If the
model type is not supported by the system code, you must upgrade the system to a version of code
that supports the model type of the new node.

2. Record the node serial number, the WWNN, all WWPNSs, and the I/O group to which the node is
added. You might need to use this information later. Having it available can prevent possible data
corruption if the node must be removed from and re-added to the clustered system.

Note: Transparent cloud tiering can be enabled on a system if every node on the system supports it. If a
system supports transparent cloud tiering, you cannot add nodes that do not support it to the system.

Other considerations when you add a node to a system:

When you add a node to the system by using the addnode command or the system GUI, you must
confirm whether the node has previously been a member of the system. If it has, follow one of these two
procedures:

* Add the node to the same I/O group that it was previously in. You can determine the WWNN of the
nodes in the system by using the 1snode command.

* If you cannot determine the WWNN of the nodes in the cluster, call the support team to add the node
back into the system without corrupting the data.

When a node is added to a system, it displays a state of adding. It can take 30 minutes for the node to be
added to the system, particularly if the version of code that is associated with the node changed.

Attention: If the node remains in the adding state for more than 30 minutes, contact your support
representative to assist you in resolving this issue.

When a node is deleted, its name is retained in an I/O group as the failover name of its partner node. If
no nodes remain in an I/O group, no failover names are retained.

The addnode command fails if you specify a name that is either an existing node name or a retained
failover name, or if the system has a configuration that exceeds the limits for the node that is being
added. Specify a different name for the node that is being added.

Compressed or thin deduplicated volumes can be added only to systems in which all nodes support
deduplicated volumes. You can only add nodes that support deduplicated volumes to a system that
contains compressed or thin deduplicated volumes. Nodes can only be added to a system that contains
compressed or thin deduplicated volumes if that new node can support the amount of memory that is
allocated for data deduplication in the target I/O group.
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An invocation example
addnode -wwnodename 5005076801e08b -iogrp io_grp0

The resulting output:
Node, id [6], successfully added

An invocation example
addnode -panelname 123456 -iogrp 1 -site 2

The resulting output:
Node, id [6], successfully added

An invocation example
addnode -wwnodename 5005076801e08b -iogrp io_grp0 -site sitel

The resulting output:
Node, id [6], successfully added

An invocation example
addnode -panelname 123456 -spare

The resulting output:
Node, id [7], successfully added

cfgportip

Use the cfgportip command to assign an Internet Protocol (IP) address to each node Ethernet port for
Internet Small Computer System Interface (iSCSI) input/output (1/0).

Syntax

For Internet Protocol Version 4 (IPv4) and Internet Protocol Version 6 (IPv6):

»»— cfgportip — — -node —I: node_name —I: -ip — ipv4addr — -mask — subnet_mask — -gw — ipvdgw
node_id ——I_ -ip_6 — ipv6addr — prefix_6 — prefix — -gw_6 — ipvégw J I— -failover J

- -host —I: yes I: -remotecopy — remote_copy_port_group_id —_| I: -vlan— vlan_id_ip4:| I:-v1an_6— vlanid_ipG:I
no -remotecopy_6 — remote_copy_port_group_id -novlan -novlan_6

— -host_6 yes
l: no

—port_id-
l——force—l

——storage—l:,:es_—,—

0

—-storage_6—|:yes_—|—
no

For maximum transmission unit (MTU):

»»— cfgportip — mtu mtu —port_id
I—-defau]tmtuJ I— -1'ogrp—|: io_grp_ide

io_grp_name

v
A
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Parameters

-node node_name | node id
(Required) Specifies which node has the Ethernet port that the IP address is being assigned to.

Note: This parameter is required for setting a port IP address. It cannot be used with the -mtu
parameter.

-ip ipv4addr
(Required) Sets the Internet Protocol Version 4 (IPv4) address for the Ethernet port. You cannot use
this parameter with the ip_6 parameter.

-ip_6 ipvbaddr
(Required) Sets the Internet Protocol Version 6 (IPv6) address for the Ethernet port. You cannot use
this parameter with the ip parameter.

-gw ipv4addr
(Required) Sets the IPv4 gateway IP address. You cannot use this parameter with the gw_6 parameter.

-gw_6 ipvbgw
(Required) Sets the IPv6 default gateway address for the port. You cannot use this parameter with the
gw parameter.

-mask subnet _mask
(Required) Sets the IPv4 subnet mask. You cannot use this parameter with the prefix_6 parameter.

-prefix_6 prefix
(Required) Sets the IPv6 prefix. You cannot use this parameter with the mask parameter.

-failover
(Optional) Specifies that the IP address belongs to the partner node in the I/O group. If the partner
node is not configured or offline, the address is configured and presented by this node. When
another node comes online in the I/O group, the failover address is presented by that node.

If the partner node is online, do not use this option.

-mtu mtu | -defaultmtu
(Required) Specifies the maximum transmission unit (MTU). The default is 1500, with a maximum of
9000. An MTU of 9000 allows you to save CPU utilization for packets of 4 KB and over in size. The
increased MTU provides you with improved Internet Small Computer System Interface (iSCSI)
performance. Specify -defaultmtu to use the default value.

Notes: This parameter has the following restrictions:

¢ This parameter must be used when you are setting or changing the clustered system (system) MTU
value.

* This parameter cannot be used with the -node parameter.

-iogrp iogrp
(Optional) Specifies the I/O group that contains the nodes to modify.

-host yes | no
(Optional) Specifies the IPv4 address that is used for host attach (the existing system settings are
retained). Specifying;:
* yes reports the IPv4 address to hosts during target discovery (default)
* no turns off this report (IPv4 addresses are not reported during host discovery).
-remotecopy remote_copy port_group_id
(Optional) Specifies the IPv4 address that is used for the remote copy function. Remote copy includes

HyperSwap, Metro Mirror, and Global Mirror. It also specifies the ID for the associated port group.
These IDs are numerical values (0, 1, or 2) that specify that IP addresses on a system can be part of a
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partnership for a login. To form a login, IP addresses must be in the same port group. The default is
0, which indicates that the port is not available for partnerships.

Important: To add or delete ports to or from a replication group, make sure that the partnership that
uses that port group is in a stopped state.

-host_6 yes | no

(Optional) Specifies the IPv6 address that is used for host attach (the existing system settings are
retained). Specifying;:

* yes reports the IPv6 address to hosts during target discovery (default).

* no turns off this report (IPv6 addresses are not reported during host discovery).

Note: Turning off host attach settings for an IP address that is set to yes is disruptive because all host
iSCSI sessions to that IP address are logged out.

-remotecopy_6 remote_copy port_group_id

(Optional) Specifies the IPv6 address that is used for the remote copy function. Remote copy includes
HyperSwap, Metro Mirror, and Global Mirror. It also specifies the ID for the associated port group.
These IDs are numerical values (0, 1, or 2) that specify that IP addresses on a system can be part of a
partnership for a login. To form a login, IP addresses must be in the same port group. The default is
0, which indicates that the port is not available for partnerships.

Important: To add or delete ports to or from a replication group, make sure that the partnership that
uses that port group is in a stopped state.

-vlan vlanid_ip4

(Optional) Sets the virtual local area network (VLAN) ID for a IPv4 address that is configured for
iSCSI host attach or remote copy function. Remote copy includes HyperSwap, Metro Mirror, and
Global Mirror. The VLAN ID for an IPv4 type address can be specified only if the IP address for that
port is set. VLAN tagging is disabled for any IP address, so a VLAN ID must be specified by using
-vlan to turn on VLAN tagging.

Remember: Use -vlan with caution. You can:

* Reset VLAN settings, which can disrupt port communication (connection) with hosts or systems
(including resetting the VLAN ID for an active iSCSI or IP partnership)

* Reset a VLAN value for a port that does not have VLAN tagging or does not have a configured IP
address

The VLAN ID can be set for the failover port that uses the -failover attribute.

-novlan

(Optional) Disables VLAN tagging for an IPv4 address for an Ethernet port (which means no VLAN
tag is associated with that port).

-vlan_6 vlanid ip6

160

(Optional) Sets the virtual local area network (VLAN) ID for a IPv6 address that is configured for
iSCSI host attach or remote copy function. Remote copy includes HyperSwap, Metro Mirror, and
Global Mirror. The VLAN ID for an IPv6 type address can be specified only if the IP address for that
port is set. VLAN tagging is disabled for any IP address, so a VLAN ID must be specified by using
-vlan to turn on VLAN tagging.

Remember: Use -vlan_6 with caution:

* Resetting VLAN settings can disrupt port communication (connection) with hosts or systems,
including resetting the VLAN ID for an active iSCSI or IP partnership.

* You can reset a VLAN tag for a port that does not have VLAN tagging or does not have a
configured IP address.

The VLAN ID can be set for the failover port by using the -failover attribute.
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-novlan_6
(Optional) Disables Virtual local area network (VLAN) tagging for an IPv6 address for an Ethernet
port (which means no VLAN tag is associated with that port).

Remember: Use -novlan_6 with caution:

* Resetting VLAN settings can disrupt port communication (connection) with hosts or systems,
including resetting the VLAN ID for an active iSCSI or IP partnership.

* You can reset a VLAN tag for a port that does not have VLAN tagging or does not have a
configured IP address.

-storage yes | no
(Optional) Specifies whether an IPv4 address can be used for the backend storage attach function.
The value yes indicates that this IPv4 address can be used for iSCSI target discovery and backend
storage connectivity. You must specify no (default) if you are not using the storage attach IP address.
If the IPv4 address associated with a specific port (on a node) is changed, the existing storage
attachment settings are retained. The values are yes and no.

-storage_6 yes | no
(Optional) Specifies whether an IPv6 address can be used for the backend storage attach function.
The value yes (the default) indicates that this IPv6 address can be used for iSCSI target discovery and
backend storage connectivity. You must specify no if you are not using a storage attachment IP
address. If the IPv6 address associated with a specific port (on a node) is changed, the existing
storage attachment settings are retained. The values are yes and no.

-force
(Optional) Forces an IP address change for a node Ethernet port even if this causes iSCSI backend
controllers being removed or MDisks going into a degraded or offline state.

Important: Use the force attribute rarely to prevent a loss of access to a node or a MDisk.

Changing IP address attributes can cause MDisks to go into a degraded state for some time. If a
source IP address is in use for iSCSI backend controller connectivity, changing the IP address or the
subnet mask or the IP gateway removes existing sessions and establishes new sessions. During this
phase, the MDisks visible though the source port that is reconfigured go to degraded state for a short
while until new sessions are established.

You can use the -force flag to go ahead with the reconfiguration if you understand all of the risks
involved. If you are unsure of what might happen, use the force attribute only under the direction of
your support personnel.

If you are adding a new 1/O group in the system, you might see message CMMVC8915E. When you
configure iSCSI IP addresses on a new 1/0O group, make sure that you assign the IP address to an
unconfigured port and use the -force flag for IP assignment.

port_id
(Required) Specifies which port (1, 2, 3, or 4) to apply changes to.

Description

The cfgportip command either sets the IP address of an Ethernet port for iSCSI, or configures the MTU
of a group of ports. This command assigns either an IPv4 or IPv6 address to a specified Ethernet port of
a node. The IP address is used for iSCSI I/O. Use the chsystemip command to assign clustered system IP
addresses.

Remember: When IP addresses are configured with the same remote replication port group ID (for

redundancy) to each node of an I/O group, make sure that the same Ethernet port for both nodes is used
during configuration. MTU is set by using symmetric Ethernet ports from the same I/O group. To make
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sure alternative remote replication port groups work with the same MTU settings, symmetric Ethernet
ports must be configured for remote replication port groups.

For an IPv4 address, the ip, mask, and gw parameters are required. All of the IPv4 IP parameters must be
specified to assign an IPv4 address to an Ethernet port.

For an IPv6 address, the ip_6, prefix_6, and gw_6 parameters are required. All of the IPv6 IP parameters
must be specified to assign an IPv6 address to an Ethernet port.

If an IP address is specified for a host, the specified port can be discovered by hosts using the iSNS
server (or other discovery mechanisms such as SendTargets). These IP addresses are not reported to
partner systems in order to create TCP sessions that are used for remote copy. These ports also cannot be
used for login to and SendTargets based discovery of backend iSCSI Storage controllers.

IP addresses that are specified for remote copy cannot be discovered by hosts, which means they cannot
be used for host attachment. These ports are not reported to partner systems in order to create TCP
sessions for remote copy. These ports also cannot be used to log in to and for SendTargets when
considering discovery of backend iSCSI Storage controllers.

After IP configuration, host_port_group_id is automatically assigned to the iSCSI ports. Host port grouping
groups the ports that have the same speed and ensures that no more than four ports are discovered by a
host. Additional host_port_group_id criteria include:

* A host_port_group_idis an automatic grouping of ports that is designated by an integer. Host port group
IDs are unique across I/O groups.

* Each host port group ID contains a maximum of four ports.
* All ports within a host port group ID have identical speeds.

* Identical host port group IDs are assigned to the failover port. If a host_port_group_id is already
assigned to a failover port, the same host_port_group_id are assigned to a local port.

* Enabling -host flag to yes assigns the host_port_group_id. If on a port with host flag no , host flag is set
to yes , resulting in assignment of a host_port_group_id to a port.

* Disabling the flag to no removes the host port group id associated with a iSCSI port.

IP addresses that are specified for storage cannot be discovered by hosts, which means they cannot be
used for host attachment. These IP addresses are not reported to partner systems to create and set up
TCP sessions for remote copy.

To use the same IP address for both host I/O and backend storage attach functions (but not for remote
copy):

* The -host parameter must be set to yes.

* The -storage parameter must be set to yes.

* The -remotecopy parameter must be set to no.

In these instances, these IP addresses can be discovered by hosts. These IP addresses can also be used for
backend storage controller discovery and login for iSCSI based migration and virtualization.

To use the same IP address for both backend storage attach functions and remote copy functions (but not
for host I/O operations):

* The -storage parameter must be set to yes.
* The -remotecopy parameter must be specified with the required remote copy port group ID.
* The -host parameter must be set to no.

In such cases, these IP addresses can be used to discover and connect to backend iSCSI storage
controllers. These IP addresses can also be used for IP-based remote copy.
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To use the same IP address for both host I/O and remote copy functions (but not for backend storage
attach functions):

* The -host parameter must be set to yes.
* The -remotecopy parameter must be invoked with the required remote copy port group ID.
* The -storage parameter must be set to no.

In such cases, these IP addresses can be discovered by hosts as well as used for IP-based Remote Copy
but not for backend storage attach.

Use the 1sportip command with the optional ethernet_port_id parameter to list the port IP addresses
for the specified port.

Remember:

If cfgportip is used to modify the IP address that is associated with a specific Ethernet port without
specifying a new VLAN ID, the new (modified) IP address inherits the existing VLAN ID setting of the
earlier IP address (IPv4 or IPv6).

An invocation example for IPv4
cfgportip -node 1 -ip 9.8.7.1 -gw 9.0.0.1 -mask 255.255.255.0 1

The resulting output:
No feedback

An invocation example for IPv6
cfgportip -node 1 -ip_6 3:3:0:4::0 -gw 6 ffe8::0 -prefix_6 64 2

The resulting output:
No feedback

An invocation example to set an MTU of 1600 on port 1 in I/O group 0
cfgportip -mtu 1600 -iogrp 0 1

The resulting output:
No feedback

An invocation example to set the MTU to its default value
cfgportip -—defaultmtu -iogrp 0 1

The resulting output:
No feedback

An invocation example configuring a new IPv4 address for IP-based replication
cfgportip -node 1 -ip 9.8.7.1 -gw 9.0.0.1 -mask 255.255.255.0 —remotecopy 1 —host no -host_6 no 1

The resulting output:
No feedback

An invocation example configuring a new IPv4 address for host attach
cfgportip -node 1 -ip 9.8.7.1 -gw 9.0.0.1 -mask 255.255.255.0 —host yes 1

The resulting output:
No feedback
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An invocation example configuring replication for an existing IPv6 address
cfgportip -node 1 —remotecopy 6 2 1

The resulting output:
No feedback

An invocation example configuring host attach for a new IPv6 address
cfgportip -node 1 —ip_6 2001:db8::1:0:0:1 —host_6 yes 1

The resulting output:
No feedback

An invocation example configuring a new IPv4 address with the VLAN ID 165
cfgportip -node 1 -ip 9.8.7.1 -gw 9.0.0.1 -mask 255.255.255.0 —vlan 105 1

The resulting output:
No feedback

An invocation example for configuring a new IPv6 address with the VLAN ID 1063
cfgportip -node 1 -ip 6 2001:db8::1:0:0:101 -prefix 6 64 -gw 6 2001:db8::1:0:0:1 -vlan 6 1063 1

The resulting output:
No feedback

An invocation example for configuring a new IPv4 address for the backend
storage attach function using iSCSI

cfgportip -node 1 -ip 9.8.7.1 -gw 9.0.0.1 -mask 255.255.255.0 —storage yes -remotecopy 0 —host no 1
cfgportip -node 1 -ip 9.8.7.1 -gw 9.0.0.1 -mask 255.255.255.0 —storage yes —host no 1

The resulting output:
No feedback

An invocation example for configuring a new IPv4 address for host attach only

cfgportip -node 1 -ip 9.8.7.1 -gw 9.0.0.1 -mask 255.255.255.0 —host yes -storage no 1
cfgportip -node 1 -ip 9.8.7.1 -gw 9.0.0.1 -mask 255.255.255.0 —host yes -storage no -remotecopy 0 1
cfgportip -node 1 -ip 9.8.7.1 -gw 9.0.0.1 -mask 255.255.255.0 1

The resulting output:
No feedback

An invocation example for configuring a new IPv4 address for IP-based replication
cfgportip -node 1 -ip 9.8.7.1 -gw 9.0.0.1 -mask 255.255.255.0 -storage no —remotecopy 1 —host no 1

The resulting output:
No feedback

An invocation example for configuring the storage attach function for a new IPv6
address

cfgportip -node 1 —ip_6 2001:db8::1:0:0:
cfgportip -node 1 —ip_6 2001:db8::1:0:0:

1 —storage_6 yes 1
11

The resulting output:
No feedback
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An invocation example for changing the storage specification for an existing IPv6
address

cfgportip -node 1 —storage 6 no 1
cfgportip -node 1 —storage_6 yes 1

The resulting output:
No feedback

chbanner

Use the chbanner command to configure the login message that is displayed during CLI Secure Shell
(SSH) login.

Syntax

»»— chbanner —

—>«

I— -file —file_path—| I— -enable —| I— -disable —| I— -clear —|

Parameters

-file file_path
(Optional) Specifies the path to the file on the configuration node that contains the new login
message.

-enable
(Optional) Enables the login message.

-disable
(Optional) Disables the login message.

-clear
(Optional) Clears the login message.

Description

This command configures the login message that is displayed during CLI SSH login. Use this command
for warnings or disclaimers or anything else you need to display in your login screen before logging in.

The file that contains the login message must be copied to the configuration node before you specify
chbanner -file. If a configuration node failover occurs between copying the file that contains the login
message and running the command, the temporary file must be copied to the new configuration node.

To set a login message that uses a SAN administrator's workstation:

1. Use a suitable text editor to create the message and save the file with a recognizable name.

Use a secure copy client to copy the file to the configuration node of the system to be configured.
Specify the management IP address of the system that is to be configured.

Log into the system to be configured.

ok 0N

Use the chbanner command to set the login message.

An invocation example
chbanner -file /tmp/loginmessage

The detailed resulting output:
No feedback
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An invocation example
chbanner -enable

The detailed resulting output:
No feedback

An invocation example
chbanner -disable

The detailed resulting output:
No feedback

An invocation example
chbanner -clear

The detailed resulting output:
No feedback

chcluster (Discontinued)

Attention: The chcluster command has been discontinued. Use the chsystem command instead.

chiogrp

Use the chiogrp command to modify the name of an I/O group, or the amount of memory that is
available for RAID arrays, Copy Services, FlashCopy services, or volume mirroring operations.

Syntax
»»— chiogrp — >
|E -name — new_name
-feature flash — -size —— memory_size _L—_l_
remote -kb
mirror
raid
I— -maintenance I— -fctargetportmode isabled —| I— -force J
yes transitional—
no nabled
>—|: io_group_id _| >
io_group_name
Parameters

-name new_name
(Optional) Specifies the name to assign to the I/O group. The -name parameter cannot be specified
with the -feature, -size, or -kb parameters.

-feature flash | remote | mirror | raid
(Optional) Specifies the feature to modify the amount of memory for RAID arrays, Copy Services, or
volume mirroring. You must specify this parameter with the -size parameter. You cannot specify this
parameter with the -name parameter.

» flash specifies the amount of memory that is used for FlashCopy.
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* remote specifies the amount of memory that is used for remote copy processing. Remote copy
includes Metro Mirror, Global Mirror, and HyperSwap.

* mirror specifies the amount of memory that is used for volume mirroring operations.

* raid specifies the amount of memory that is used for RAID arrays.

Note: Specifying remote changes the amount of memory that is available for remote copy processing.
Any volume that is in a remote copy relationship uses memory in its I/O group, including master
and auxiliary volumes, and volumes that are in inter-system or intra-system relationships.

-size memory size
(Optional) Specifies the amount of memory that is available for the specified RAID arrays, Copy
Services, or volume mirroring function. Valid input is 0 or any integer. The default unit of
measurement for this parameter is megabytes (MB); you can use the kilobytes -kb parameter to
override the default. You must specify this parameter with the -feature parameter. You cannot
specify this parameter with the -name parameter.

-kb
(Optional) Changes the units for the -size parameter from megabytes (MB) to kilobytes (KB). If you
specify this parameter, the -size memory_size value must be any number divisible by 4. You must
specify this parameter with the -feature and -size parameters. You cannot specify this parameter
with the -name parameter.

-maintenance yes | no
(Optional) Specifies whether the I/O group must be in maintenance mode. The I/O group must be
placed in maintenance mode while performing service procedures on storage enclosures. After you
enter maintenance mode, it continues until either:
* It is explicitly cleared.

* Thirty minutes elapse.

Note: Changing the maintenance mode on any I/O group changes the maintenance mode on all I/O
groups.

-fctargetportmode disabled | transitional | enabled
(Optional) Specifies the Fibre Channel (FC) host port mode of the I/O group. The values are disabled,
transitional, or enabled. The transitional state is an intermittent state where both the virtual ports and
physical ports are enabled.

-force
(Optional) Specifies that an FC host port be disabled or enabled, even if disruption to host I/O might
occur as a result. You can only specify -force with -fctargetportmode.

Important: Specifying -force might result in a loss of access. Use it only under the direction of your
product support information.

io_group_id | io_group_name
(Required) Specifies the I/O group to modify. You can modify an I/O group by using the -name or
the -feature parameter.

Description

The chiogrp command modifies the name of an I/O group or the amount of memory that is available for
RAID arrays, Copy Services, or volume mirroring.

Use the -feature and -size parameters (together) to change the amount of memory available in the I/O
group to one of the following types:

* FlashCopy
* Volume mirroring
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* RAID
* Remote copy, including Metro Mirror, Global Mirror, and HyperSwap.

For example:
chiogrp -feature flash -size 40 0

You can assign a name to an I/O group or change the name of a specified I/O group. You can change the
amount of memory that is available for RAID arrays, Copy Services, or volume mirroring operations by
specifying the -feature flash | remote | mirror parameter - and a memory size. For volume mirroring
and Copy Services (Flash Copy®, Metro Mirror, Global Mirror, and HyperSwap), memory is traded
against memory that is available to the cache.

The amount of memory can be decreased or increased. Consider the following memory sizes when you
use this command:

* The default amount of memory for FlashCopy is 20 MB.

* The default amount of memory for remote copy (which includes Metro Mirror, Global Mirror, and
HyperSwap) is 20 MB.

* The default memory size for mirrored volumes is 20 MB.
* The default memory size for RAID arrays is 40 MB.

* The maximum amount of memory that can be specified for FlashCopy is 512 MB. For 64-bit systems,
the maximum is 2048 MB.

* The maximum amount of memory for remote copy (which includes Metro Mirror, Global Mirror, and
HyperSwap) is 512 MB.

* The maximum memory size that can be specified for mirrored volumes is 512 MB.

* The maximum memory size for RAID arrays is 512 MB.

The maximum combined amount of memory across all features is 552 MB.

Note: For 64-bit systems, the maximum is 2600 MB. Some systems that are running 64-bit mode might
have 2 GB of bitmap space to use for FlashCopy, which is enough for 4 PB of data space to be used per
I/0 group. For example, Metro Mirror, Global Mirror, Volume Mirroring, and RAID share 552 MB of
bitmap space, which is enough to use 1080 PB of data space per I/O group. Older systems, such as those
running 32-bit code, might be subject to a 740 MB limit.

demonstrates the amount of memory that is required for RAID arrays, Copy Services, and
volume mirroring. Each 1 MB of memory provides the following volume capacities and grain sizes:

Table 24. Memory required for RAID arrays, Copy Services, and volume mirroring

1 MB of memory provides the
following volume capacity for the

Feature Grain size specified I/O group

Metro Mirror and Global Mirror 256 KB 2 TB of total Metro Mirror and
Global Mirror volume capacity

HyperSwap 256 KB 2 TB of total HyperSwap volume
capacity

Note: For 2 TB of HyperSwap
volume capacity, 1 MB must be
assigned in each caching I/O group.

FlashCopy 256 KB 2 TB of total FlashCopy source
volume capacity
FlashCopy 64 KB 512 GB of total FlashCopy source

volume capacity
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Table 24. Memory required for RAID arrays, Copy Services, and volume mirroring (continued)

1 MB of memory provides the
following volume capacity for the

Feature Grain size specified I/O group

Incremental FlashCopy 256 KB 1 TB of total Incremental
FlashCopysource volume capacity

Incremental FlashCopy 64 KB 256 GB of total Incremental
FlashCopy source volume capacity

Volume mirroring 256 KB 2 TB of mirrored volumes

able 25| provides an example of RAID level comparisons with their bitmap memory cost, where MS is
the size of the member drives and MC is the number of member drives.

Table 25. RAID level comparisons

Level Member count | Approximate capacity |Redundancy Approximate bitmap memory
cost

RAID-0 1-8 MC * MS (1 MB per 2 TB of MS) * MC

RAID-1 2 MS (1 MB per 2 TB of MS) *
(MC/2)

RAID-5 3-16 (MC-1) * MS 1 MB per 2 TB of MS with a
strip size of 256 KB; double
with strip size of 128 KB.

RAID-6 5-16 less than (MC-2 * MS)

RAID-10 2-16 (evens) MC/2 * MS (1 MB per 2 TB of MS) *
MC/2)

Note: There is a margin of error on the approximate bitmap memory cost of approximately 15%. For example, the

cost for a 256 KB strip size for RAID-5 is ~1.15 MB for the first 2 TB of MS.

For multiple FlashCopy targets, you must consider the number of mappings. For example, for a mapping
with a 256 KB grain size, 8 KB of memory allows one mapping between a 16 GB source volume and a 16
GB target volume. Alternatively, for a mapping with a 256 KB grain size, 8 KB of memory allows two
mappings between one 8 GB source volume and two 8 GB target volumes.

After you create a FlashCopy mapping, if you specify an I/O group other than the I/O group of the
source volume, the memory accounting goes towards the specified I/O group, not towards the I/O group
of the source volume.

Scenario 1

If the I/O group contains:

* At least one 8 GB node.

* At least one thin-provisioned or compressed volume in a data reduction pool.

* And you try to set the FlashCopy bitmap size for that I/O group to at least 1.5 GB.

The command fails due to insufficient resources available.

An invocation example to create a new I/O group testiogrpone
chiogrp -name testiogrpone io_grp0

The resulting output:
No feedback
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An invocation example for changing the amount of Flash Copy® memory in
io_grp0 to 30 MB

chiogrp -feature flash -size 30 io_grp0

The resulting output:
No feedback

An invocation example for changing the amount of RAID memory in I/O group 0 to
512 MB

chiogrp -feature raid -size 512 0

The resulting output:
No feedback

chiscsiign (SAN Volume Controller only)

Use the chiscsiign command to change the Internet Small Computer Systems Interface (iSCSI) qualified
name (or IQN).

Syntax
»»— chiscsiign — —[ node_name >
i: -ign — iscsi_ign — node_id J
-noign
Parameters

-ign iscsi_ign
(Optional) Specifies the iSCSI IQN to change. The value must be an alphanumeric string with no
more than 79 characters.

-noiqn
(Optional) Specifies deletion of the iSCSI initiator name that is stored in the node.

node_name | node_id
(Required) Specifies the node name or ID to change. The node name is an alphanumeric string, and
the node ID is a number.

Description

This command changes the iSCSI IQN. You must synchronize the iSCSI IQN and the node vital product
data (VPD) (that is used as the iSCSI initiator name) to connect backend iSCSI storage. You can specify
either -ign or -noign, but you cannot specify both simultaneously.

An invocation example
svctask chiscsiign -ign ign.2009-05.ibmcloud.com:test.node3 3

The following output is displayed:
No feedback

An invocation example
svctask chiscsiign -noign 3

The following output is displayed:
No feedback
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chiscsistorageport

Use the chiscsistorageport command to change authentication parameters, such as setting
authentication credentials, removing authentication parameters, or updating credentials.

Syntax
»»— chiscsistorageport — >
I— -force —| I— -noauth —| l— -node —[ id
name
I— -username — target_user_name —| I— -chapsecret — target_chap —|
»— [siscsistorageport-rowid >«
Parameters
-force

(Optional - Spectrum Virtualize for Public Cloud only) When used, specify -force only with the
-noauth parameter to force the clearance of authentication credentials for all initiator nodes in a single
command.

-noauth
(Optional) Clears all authentication parameters for a session. For IBM Spectrum Virtualize for Public
Cloud only, specify -node with -noauth to clear the credentials per initiator node. If -node is not
specified, -noauth requires -force to clear the credentials for all initiator nodes.

Note: The -noauth parameter cannot be used with other parameters. IBM Spectrum Virtualize for
Public Cloud is an exception. You must specify -noauth with -force to clear authentication for all
initiator nodes, or with -node to clear authentication per initiator node, but not with other
parameters.

-node id | name
(Optional - Spectrum Virtualize for Public Cloud only) Specifies the ID or name of a node in the
system. The value must be an alphanumeric string.

-username target_user_name
(Optional) Specifies the target controller user name. The value must be an alphanumeric string up to
256 characters.For IBM Spectrum Virtualize for Public Cloud only, when -nede is specified, the value
of -username must be an alphanumeric string up to 32 characters. Otherwise, the value of -username
must be an alphanumeric string up to 256 characters.

If the target controller requires a target_user_name and target_chap for discovery, the user name for the
target controller must be specified.

Note: Changing the -username for a target controller can be a disruptive operation, so exercise
caution when you change the authentication details for the session. Be sure to make the controller
side authentication credentials changes before you change the authentication credentials for the
session.

Some controllers might require that you use the iSCSI qualified name (IQN) user name for discovery.
The IQN of each node is picked up automatically and used if required.

-chapsecret target chap
(Optional) Specifies the Challenge-Handshake Authentication Protocol (CHAP) secret target_chap
required for discovery of the target iSCSI controller. The value must be an alphanumeric string up to
80 characters. For IBM Spectrum Virtualize for Public Cloud only, when you specify -node, the value
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of -chapsecret must be an alphanumeric string up to 32 characters. Otherwise, the value of
-chapsecret must be an alphanumeric string up to 80 characters. This keyword is required when not
using the -noauth parameter.

Note: Changing the -chapsecret for a target controller can be a disruptive operation, so exercise
caution when you change the authentication details for the session. Be sure to make the controller
side authentication credentials changes before you change the authentication credentials for the
session.

Isiscsistorageport-rowid
(Required) Specifies the row ID of an existing 1siscsistorageport output row.

Description

The chiscsistorageport command operates on a row ID specified by the output of 1siscsistorageport
command. Because some storage controllers do not drop the existing active session after you change the
authentication credentials, this command forces the session to drop and reconnect to confirm that the
changed authentication credentials work.

Note: You cannot change the session mode between target-specific authentication and initiator
node-specific authentication by using this command.

An invocation example to clear authentication for an iSCSI session

This example shows how to clear the authentication details of a session. For example, first specify
Isiscsistorageport to list iSCSI port information:

Isiscsistorageport
id port_id target ipv4 target ipv6 target iscsiname controller_id controller name iogroup list status site_id site_name
5 2 10.10.10.1 IQN1 1 ctirl 1:1:1:1 full

The following example shows how to clear authentication where the target has a single user name or
CHAP secret. This example applies to all products except for the IBM Spectrum Virtualize for Public
Cloud product.

chiscsistorageport -noauth 5
The result is clearing the authentication of iSCSI sessions from all initiator nodes.

For IBM Spectrum Virtualize for Public Cloud only, the following example uses the -force parameter to
show how to clear authentication where the target has a user name or CHAP secret per initiator node.

chiscsistorageport -force -noauth 5
The result is clearing the authentication of iSCSI sessions from all initiator nodes.

For IBM Spectrum Virtualize for Public Cloud only, to clear credentials for a specific node, specify -node
with -noauth. To clear credentials for all nodes, specify -force instead of -nede with -noauth.

An invocation example to change an existing user name
The following example shows how to change an existing user name where the target has a single user

name or CHAP secret. The -username parameter requires the -chapsecret parameter. This example
applies to all products except for the IBM Spectrum Virtualize for Public Cloud product.

chiscsistorageport -username superman -chapsecret abcd 5

The result is changing the authentication of iSCSI sessions from all initiator nodes.
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For IBM Spectrum Virtualize for Public Cloud only, the following example shows how to change an
existing user name where the target has a user name or CHAP secret per initiator node (nodel in this
example).

chiscsistorageport -username superman -chapsecret batman -node nodel 5

The result is changing the authentication of iSCSI sessions from initiator node nodel.
An invocation example to change an existing CHAP secret

The following example shows how to change an existing -chapsecret where the target has a single user
name or CHAP secret. This example applies to all products except the IBM Spectrum Virtualize for Public
Cloud product.

chiscsistorageport -chapsecret batman 5
The result is changing the authentication of iSCSI sessions from all initiator nodes.

For IBM Spectrum Virtualize for Public Cloud only, specify the node name to change an existing
chapsecret where the target has a user name or CHAP secret per initiator node (nodel in this example).

chiscsistorageport -chapsecret batman -node nodel 5

The result is changing the authentication of iSCSI sessions from initiator node nodel.

An invocation example to change an existing user name and CHAP secret

This example shows how to change an existing -username and -chapsecret where the target has a single

user name or CHAP secret. This example applies to all products except the IBM Spectrum Virtualize for
Public Cloud product.

chiscsistorageport -username superman -chapsecret batman 5
The result is changing authentication of iSCSI sessions from all initiator nodes.

For IBM Spectrum Virtualize for Public Cloud only, specify the -node parameter to change an existing
-username and -chapsecret where the target has a user name or CHAP secret per initiator node.

chiscsistorageport -username superman -chapsecret batman -node nodel 5

The result is changing the authentication of iSCSI sessions from initiator node nodel.

chnode

Use the chnode / chnodecanister command to change the name that is assigned to a node or node
canister as well as other options. You can then use the new name when running subsequent commands.
All parameters that are associated with this command are optional. However, you must specify one or
more parameters.

Syntax
»— chnode — | chnodecanister — B 7 >
i: -iscsialias — alias — -failover
-noiscsialias
I— -name — new_node_or_nodecanister_name —| I— -identify —[ yes

no

Chapter 8. Clustered system commands 173



»
»

v
A

—[ object_id _|
-site —[ site_id __l_ object_name
|: site_name

-nosite

Parameters

-iscsialias alias
(Optional) Specifies the iSCSI name of the node or node canister. The maximum length is 79
characters. Do not use spaces for the iSCSI alias name.

Important: You can specify this parameter for online spares nodes.

-noiscsialias
(Optional) Clears any previously set iSCSI name for this node or node canister. This parameter cannot
be specified with the iscsialias parameter.

Important: You can specify this parameter for online spares nodes.

-failover
(Optional) Specifies that the name or iSCSI alias being set is the name or alias of the partner node or
node canister in the I/O group. When there is no partner node or node canister, the values set are
applied to the partner node or node canister when it is added to the clustered system (system). If this
parameter is used when there is a partner node or node canister, the name or alias of that node or
node canister changes.

Important: You can specify this parameter for online spares nodes.

-name new_node_or_nodecanister_name
(Optional) Specifies the name to assign to the node or node canister.

Note: Node or node canister names supplied with -name on chnode / chnodecanister commands
must not be in use already as node or node canister names or as node or node canister failover
names.

Important: The iSCSI Qualified Name (IQN) for each node or node canister is generated using the
clustered system and node or node canister names. If you are using the iSCSI protocol, changing
either name also changes the IQN of all of the nodes or node canisters in the clustered system and
might require reconfiguration of all iSCSI-attached hosts.

-identify yes | no
(Optional) Allows you to control the light-emitting diode (LED) used on the node. The values are yes
or no.

Important: You can specify this parameter for online spares nodes.

-site site_id | site_name
(Optional) Specifies the numeric site value or site name for the existing node. The value is 1 or 2.
Note: The site assigned to the node cannot be changed if the system topology is HyperSwap or
stretched.

-nosite
(Optional) Resets the site value.

object_id | object name
(Required) Specifies the object name or ID that you want to modify. The variable that follows the
parameter is either:

* The object name that you assigned when you added the node to the clustered system
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* The object ID that is assigned to the node (not the worldwide node name)
Description

If the failover parameter is not specified, this command changes the name or iSCSI alias of the node or
node canister. The name can then be used to identify the node or node canister in subsequent commands.

The failover parameter is used to specify values that are normally applied to the partner node or node
canister in the I/O group. When the partner node or node canister is offline, the iSCSI alias and IQN are
assigned to the remaining node or node canister in the I/O Group. The iSCSI host data access is then
preserved. If the partner node or node canister is offline when these parameters are set, the node or node
canister they are set on handles iSCSI I/O requests to the iSCSI alias specified, or the IQN that is created
using the node or node canister name. If the partner node or node canister in the I/O group is online
when these parameters are set, the partner node or node canister handles iSCSI requests to the iSCSI alias
specified, and its node or node canister name and IQN change.

To change the name of the node (with I/O running) :

1. Make sure the host system has active sessions with both node canisters in the I/O group (hosting the
volume on which the I/O occurs).

2. Change name of one node canister using chnede command.
3. From the host system, log out of the node canister whose name changes.

4. Rediscover the target iSCSI qualified name (IQN) from the host using the host operating system's
discovery mechanism.

5. Login with the new target IQN discovered on the host system, and make sure the login succeeds.

6. Repeat steps 2-5 with the other node canister.

Note: When using VMware ESX, delete the static paths (in the iSCSI initiator properties) that contain the
old target IQN.

This ensures that the node canister name change does not impact iSCSI I/O during events such as a

target failover.

An invocation example
chnode -name newname -identify yes node8

The resulting output:
No feedback

An invocation example
chnode -name testnodeone nodeone

The resulting output:
No feedback

An invocation example
chnodecanister -name testnodeone nodeone

The resulting output:
No feedback

An invocation example
chnode -site 1 node2

The resulting output:
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No feedback

An invocation example
chnodecanister -site 1 node2

The resulting output:
No feedback

chnodebattery

Use the chnodebattery command to set or clear the light-emitting diode (LED) on a hot-swappable
battery (in a node). This command applies to SAN Volume Controller 2145-DHS8 systems.

Syntax
»»—chnodebattery— >
l—-identify yest |—-remove—| l—-battery—battery_id—l
no
|—node—|
Parameters
-identify

(Optional) Allows you to control the light-emitting diode (LED).

-battery battery id
(Optional) Specifies the battery that is in the node.

-remove
(Optional) Specifies battery removal and terminates any calibration that runs on another battery.

node
(Optional) Specifies the node that the battery is in.

Description
This command notifies the battery back-up (BBU) driver that a user wants to remove a battery.

An invocation example to make the fault LED flash on battery 1 in node 3
chnodebattery -identify yes -battery 1 3

The resulting output:
No feedback

An invocation example to remove battery 1 in node 3
chnodebattery -remove -battery 1 3

The resulting output:
No feedback
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chnodebootdrive

Use the chnodebootdrive command to change a drive or synchronize the drives on a system if a drive or
field-replaceable unit (FRU) replacement drive breaks. This command applies to SAN Volume Controller
2145-DHS8 systems.

Syntax
»»—chnodebootdrive |_ node_id _| >
-sync—-force node_name
-identify yes -slot— slot_id—
-resetleds
Parameters
-sync
(Optional) Specifies synchronization of drives marked can_sync.
-force
(Optional) Forces synchronization (though taking the node offline might cause a volume to go
offline).

Important: Using the force parameter might result in a loss of access. Use it only under the direction
of your product support information.

-identify yes | no
(Optional) Controls the operation of the light-emitting diode (LED) of the drive in the specified slot.

-slot slot_id
(Optional) Specifies the boot drive slot. It must be used with the -identify parameter.

resetleds
(Optional) Clears the identify LEDs of all drives in the specified node and indicates -identify no is
specified.

node_id | node_name
(Optional) Specifies the ID or name of the node.

Description
The command identifies and synchronizes drive information for system drives.

Specifying -sync causes a node restart on the specified node. This restart is not successful if any volume
depends on that node.

Important: If -force is also specified, the system does not check for dependent volumes.

An invocation example
chnodebootdrive

The following output is displayed:
No feedback

An invocation example
chnodebootdrive -identify yes -slot 1 1

The following output is displayed:
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No feedback

chnodehw (SVC) / chnodecanisterhw (Storwize family products)

Use the chnodehw / chnodecanisterhw command to update the hardware configuration for a node or node
canister.

Syntax
»— chnodehw — | chnodecanisterhw >
I— -legacy — version —| I— -force —| i: object_id ﬂ
object_name
>— ><
Parameters

-legacy version
(Optional) Sets the hardware configuration to make it compatible with the 6.3.0.0 code level. The
format is four decimal numbers that are separated by periods, and there can be up to 16 characters.

-force
(Optional) Allow the node to restart and change its hardware configuration even if it causes volumes
to go offline.

Important: Using the force parameter might result in a loss of access. Use it only under the direction
of your product support information.

object_id | object_name
(Optional) Specifies the object name or ID.

Description

This command automatically reboots the node or node canister if the node or node canister hardware is
different than its configured hardware. After rebooting, the node or node canister uses its hardware, and
does not use the previous configuration.

Attention: When you run the chnodehw command to change the configured hardware for a node:
* Small Computer System Interface-3 (SCSI-3) reservations (through that node) are removed.
* Small Computer System Interface-3 (SCSI-3) registrations (through that node) are removed.

Note: This command fails if you remove the last compression card of a node and try to commit that
change while compressed volumes still exist in that I/O group.

Use the -legacy parameter if you want to establish a partnership with another clustered system that is
running an earlier level of code than the local system. The value that is supplied for the -1egacy
parameter must be the code level of the other clustered system.

An invocation example of how to update the node hardware configuration of node
ID 7

chnodehw 7

The resulting output:
No feedback
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An invocation example of how to update the node hardware configuration for the
node named node? (including if the node reboot causes an I/O outage)

chnodehw -force node7

The resulting output:
No feedback

An invocation example of how to update the node hardware configuration for
compatibility with code level 6.3.0.0

chnodehw -legacy 6.3.0.0 node2

The resulting output:
No feedback

An invocation example of how to update the node canister hardware configuration
of canister ID 7

chnodecanisterhw 7

The resulting output:
No feedback

An invocation example of how to update the node canister hardware configuration
for canister? (including if the canister reboot causes an I/O outage)

chnodecanisterhw -force canister?7

The resulting output:
No feedback

chquorum
Use the chquorum command to change the quorum association.
Syntax
»— chquorum — >
I— -active —| -mdisk mdisk_id _| I— -override —yesIno—|
disk_name
-drive — drive_id

»— quorum_id <

Parameters

-active
(Optional) Makes the specified quorum ID the active one. The active parameter must be used if
neither the mdisk nor the drive parameters are specified.

-mdisk mdisk_id | mdisk _name | -drive drive id
(Optional) Specifies the MDisk or drive to be this quorum ID.

Note: SAN Volume Controller systems use MDisks only.
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-override yes|no
Enables the automatic quorum selection to be overridden. In this state, the quorum disk is only
moved if the resources are offline. Do not use this parameter unless a specific quorum disk is
required for the configuration.

quorum_id
(Required) Specifies which quorum ID to change. Permitted values are values are 0, 1, and 2.

Description

Use the chquorum command to change the quorum association. To identify the drive or MDisk that is the
current active quorum disk, use the 1squorum command.

Remember: You cannot use this command to change the active quorum device when you use an IP
quorum application. To change the active IP quorum application, the quorum application must be
restarted. The quorum application that connects first is chosen and is active (if valid).

The chquorum command is not synchronous, but usually takes only a few seconds to complete. In some
situations it can take several minutes.

The clustered system (system) uses the quorum disk or drive as a tie breaker when exactly half of the
nodes that were previously a member of the system are present.

Attention: Only assign quorum disks to drives in the control enclosure or to external MDisks. Some
maintenance procedures require that quorum is moved temporarily to expansion enclosures. Once that
procedure is complete, return the quorum drives to the control enclosure.

The use of a quorum disk or drive allows the system to manage a SAN fault that splits the system
exactly in half. One half of the system continues to operate and the other half stops until SAN
connectivity is restored.

There is only one quorum disk or drive; however, the system uses three as quorum candidates. The
system selects the actual quorum disk or drive from the pool of quorum candidates. The quorum
candidates also hold a copy of important system metadata. Just over 256 MB is reserved for this purpose
on each quorum candidate disk. When using an MDisk as quorum disk, this space is allocated from the
storage pool.

The number of extents required depends on the extent size for the storage pool containing the MDisk.
provides the number of extents reserved for quorum use by extent size.

Table 26. Number of extents reserved by extent size

Extent size (MB) Number of extents reserved for quorum use

16 17

32

64

128

256

512

1024

2048

4096

R R,lR,r]~,|N]|W|u]|w

8192
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When you issue this command, the MDisk or drive that currently is assigned the quorum index number
is set to a nonquorum disk. The system automatically assigns quorum indexes.

You can set the active quorum disk or drive with the -active parameter. This can be useful in a system
configuration to ensure that the most highly-available quorum disk or drive is used.

Note: Quorum disks must be allocated one per site when the system topology is stretched or hyperswap.

An invocation example
chquorum -mdisk 45 2

The resulting output:
No feedback

chsecurity

Use the chsecurity command to change the Secure Sockets Layer (SSL), Secure Shell (SSH), or Transport
Layer Security (TLS) security settings for a system.

Syntax

»»—chsecurity— —[-ssl protocol—security_level >
-sshprotocol—securi ty_level—l

Parameters

Remember: These parameters are mutually exclusive. You must specify -ss1protocol or -sshprotocol,
not both.

-sslprotocol security level
(Required) Specifies the numeric value for the SSL security level setting, which can take any value
from 1 to 4. A setting of 3 is the default value.
A security level setting of:
* 1 disallows SSL 3.0.
* 2 allows TLS 1.2 only.
* 3 additionally disallows TLS 1.2 cipher suites that are not exclusive to 1.2.
* 4 additionally disallows RSA key exchange ciphers.
-sshprotocol security level
(Required) Specifies the numeric value for the SSH security level setting, which can take a value of 1
or 2. A setting of 1 is the default value.
A security level setting of:
* 1 allows the following key exchange methods:
— curve25519-sha256
- curve25519-sha256@libssh.org
- ecdh-sha2-nistp256
- ecdh-sha2-nistp384
— ecdh-sha2-nistp521
— diffie-hellman-group-exchange-sha256
— diffie-hellman-group16-sha512
- diffie-hellman-group18-sha512
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— diffie-hellman-group14-sha256
diffie-hellman-group14-shal

diffie-hellman-group1-shal

diffie-hellman-group-exchange-shal
* 2 allows the following key exchange methods:
— curve25519-sha256
- curve25519-sha256@libssh.org
- ecdh-sha2-nistp256
- ecdh-sha2-nistp384
— ecdh-sha2-nistp521
— diffie-hellman-group-exchange-sha256
- diffie-hellman-group16-sha512
- diffie-hellman-group18-sha512
— diffie-hellman-group14-sha256
- diffie-hellman-group14-shal

Description
This command changes the SSL, SSH, or TLS security settings on a system.
Important: If you use SSL or TLS, changing the security could disrupt these services.

If this occurs:

1. Wait 5 minutes and try again. (Wait for any services to restart.)

2. Confirm that the SSL or TLS implementation is up-to-date and supports the specified level of security.
3. If necessary, revert to an earlier version of SSL or TLS security.

An invocation example
chsecurity -sslprotocol 4

The resulting output:

Changing the SSL security level could disable the GUI connection on old web browsers,
and changing the SSH security level may logout existing SSH sessions. Are you sure you want to continue? (y/yes to confirm)

An invocation example
chsecurity -sshprotocol 2

The resulting output:

Changing the SSL security level could disable the GUI connection on old web browsers,
and changing the SSH security level may logout existing SSH sessions. Are you sure you want to continue? (y/yes to confirm)

chsite

Use the chsite command to change the site name.

Syntax

Y
A

»>—chsite— —-name—new_ site_name— —[site_id _|
existing site name
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Parameters

-name new_site_name
(Required) Specifies the new name for the site.
site_id | existing site_name
(Required) Specifies the existing site ID or site name that is being changed.

Description
This command changes the site name.

Remember: This command is only applicable when a system is configured as a stretched system or a
HyperSwap system (by using the chsystem -topology command).

In a stretched configuration these applications are spread across two or more geographic locations or
sites:

* Nodes

* Storage

* Host servers
* Infrastructure

An invocation example
chsite -name Quorum 3

The resulting output:
No feedback

chsra

Use the chsra command to configure support assistance.

Syntax

»»— chsra — >
-enable |— -remotesupport enable —J
-disable E disable —
-updatetoken — test

»
>

A\
A

I— -idletimeout — timeout_in_minutes —|

Parameters

-enable
(Optional) Creates remote access accounts and enables local support assistance.

-disable
(Optional) Deletes all remote access accounts and disables local and remote support assistance.

-updatetoken
(Optional) Updates the shared security token that is used for support assistance.

-remotesupport enable | disable | test
(Optional) Configures remote support assistance directly over the internet or by a configured proxy
server. The values are:

* enable
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e disable
¢ test

No default value exists.

-idletimout timeout in minutes
(Optional) Enables remote support for a limited amount of time (specified in minutes). The value
must be a positive number (integer) denoting how many minutes remote support assistance is idle
(and timed out). This parameter does not time out when a support session is in progress on any of
your system nodes. It is renewed as many times as needed and only times out after all active sessions
are terminated.

Remember: If the idle timeout expires on all participating nodes in a system, remote system support
is disabled. If remote system support is disabled, remote system support is not automatically started
on events that include:

* When new nodes join the system.
* T3 recovery procedures.
* Node warm or cold starts.

If you specify -idletimout, you must also specify -remotesupport.
Description
This command configures local or remote support assistance.

Note: Turn on both local and remote support assistance to more efficiently resolve any problems that are
encountered.

Remote support assistance is available either directly over the internet or by using a proxy server. Remote
system support is routed by using the proxy server if any proxy servers are configured. You must do the
following to turn on remote support assistance:

1. Configure service IP on all system nodes.
2. Configure call home and heartbeat functions on the system.

3. Configure local support assistance on your system, which creates support and sets up authentication.
For storage systems that have direct access to the internet, the firewall must allow inbound and
outbound connections to Internet Protocol (IP) addresses 129.33.206.139 and 204.146.30.139 on port
22. If you must use a proxy server, configure it by using the mksystemsupportcenter command.

An invocation example for creating support assistance accounts and enabling
local support assistance

chsra -enable

The detailed resulting output:
No feedback

An invocation example for deleting support user accounts and disabling local
support assistance

chsra -disable

The detailed resulting output:
No feedback
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An invocation example for updating the shared token that is used for challenge
response authentication

chsra -updatetoken

The detailed resulting output:
No feedback

An invocation example for enabling remote support assistance

chsra -remotesupport enable

The detailed resulting output:
No feedback

An invocation example for enabling remote support assistance for 30 minutes

chsra -remotesupport enable -idletimeout 30

The detailed resulting output:
No feedback

An invocation example to test remote support assistance (which is not enabled
after test completion)

chsra -remotesupport test

The detailed resulting output:
No feedback

chsystem

Use the chsystem command to modify the attributes of an existing clustered system (system). Enter this
command any time after a system is created. All the parameters that are associated with this command
are optional. However, you must specify one or more parameters with this command.

Syntax

P cheysten — I— -name — system_name —| I— -rcbuffersize — new_size_in_MB —| B "
" l— -alias — id_alias —| l— -icatip — icat_console_ip_address —| "
g I— -invemailinterval — interval —| I— -gmlinktolerance — link_tolerance —| "
" I— -gmmaxhostdelay — max_host_delay —| I— -icatip — ipv4_icat_ip_address —| "
" I— -icatip_6 — ipv6_icat_ip_address —| I— -ntpip — ipv4_ntp_ip_address —| "
" I— -ntpip_6 — ipv6_ntp_ip_address —| I— -isnsip — sns_server_address —| "

| 2

l— -isnsip_6 — ipv6_sns_server_address —|
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\/

I— -relationshipbandwidthlimit — bandwidth_in_mBps —| I— -infocenterurl — url —|

|—-1'scs1’authmethod |_nonc _| |
chap—-chapsecret— chap_secret
l— -rcauthmethod |_none _| | i:-chapsecret— chap_secret —
chap—-chapsecret— chap_secret -nochapsecret——
|—-1'scs1’username iscsi username for two way authenticationJ l—-]ayer—Ereplication
storage
»— —_ >
l— -cacheprefetch —[ on l— -localfcportmask —pori,‘_mask—|
off
I— -partnerfcportmask —por‘t‘_mask—| I— -hightempmode —Ezan
f.
I— -topology standard I— -vdiskprotectiontime — value_in_minutes —|
Estretched
hyperswap
I— -vdiskprotectionenabled —[ yes I— -odx on
no off
l— -easytieracceleration —E on l— -maxreplicationdelay — value_in_seconds —|
off
|— -partnershipexclusionthreshold — value_in_seconds J |— -ibmcustomer — customer_id J

I— -ibmcomponent — component_id —| I— -ibmcountry — country_id —|

v
v

I— -enhancedcalThome on I— -censorcal Thome on

off off

Parameters

-name system_name
(Optional) Specifies a new name for the system.

Important: The Internet Small Computer System Interface (iSCSI) Qualified Name (IQN) for each
node is generated by using the system and node names. If you are using the iSCSI protocol, changing
either name also changes the IQN of all of the nodes in the system and might require reconfiguration
of all iSCSI-attached hosts.
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-rcbuffersize new size in MB
(Optional) Specifies the amount of memory, in megabytes (MB), to use on each node for Metro Mirror
and Global Mirror communications, from 48 to 512 MB. The default is 48 MB.

Important: Adjust this setting only when directed by your support team.

All nodes in the system must be online and have a minimum of 8 gigabytes (GB) - or 8192 megabytes
(MB) - of memory to change this setting.

Remember:
* Before changing this setting you must stop all partnerships with this system.

* This parameter operates on the local system only and changing it is disruptive to mirroring
operations.

-alias id_alias
(Optional) Specifies an alternative name that does not change the basic ID for the system, but does
influence the VDisk_UID of every vdiskhostmap, both existing and new. These objects are created for a
system whose ID matches the alias. Therefore, changing the system alias causes loss of host system
access until each host scans for volumes that are presented by the system.

-invemailinterval interval
(Optional) Specifies the interval at which inventory emails are sent to the designated email recipients.
The interval range is 0 to 15. The interval is measured in days. Setting the value to 0 turns off the
inventory email notification function.

-gmlinktolerance link_tolerance
(Optional) Specifies the length of time, in seconds, for which an inadequate intersystem link is
tolerated for a Global Mirror operation. The parameter accepts values from 20 to 86400 seconds in
steps of 10 seconds. The default is 300 seconds. You can disable the link tolerance by entering a value
of 0 for this parameter.

-gmmaxhostdelay max_host delay
(Optional) Specifies the maximum time delay, in milliseconds, at which the Global Mirror link
tolerance timer starts counting down. This threshold value determines the additional impact that
Global Mirror operations can add to the response times of the Global Mirror source volumes. You can
use this parameter to increase the threshold from the default value of 5 milliseconds.

-icatip icat_console_ip_address
(Optional) Specifies the system's new IPv4 address that is used by the system. The format of this IP
address must be a dotted decimal notation with the port; for example, 255.255.255.255:8080. If you
specify this parameter, it overwrites any existing -icatip_6 address.

-icatip_6 icat _console ipv6_address
(Optional) Specifies the system's new IPv6 address. If you specify this parameter, it overwrites any
existing -icatip address. The format of the IPv6 address must be:

* Eight colon-separated groups of four hexadecimal digits; for example:
[1234:1234:abcd:0123:0000:0000:7689:6576] :23

* Eight colon-separated groups of hexadecimal digits with leading zeros omitted; for example:
[1234:1234:abcd:123:0:0:7689:6576] :23

* Suppression of one or more consecutive all 0 groups; for example:
[1234:1234:abcd:123::7689:6576] :23

-ntpip ipv4_ntp ip address
(Optional) Specifies the IPv4 address for the Network Time Protocol (NTP) server. Configuring an

NTP server address causes the system to use that NTP server as its time source. Specify the -ntpip
parameter with a zero address to use another time source:

chsystem -ntpip 0.0.0.0
-ntpip_6 ipv6 ntp_ip address
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Note: Before you specify -ntpip_6, an IPv6 prefix and gateway must be set for the system.
(Optional) Specifies the IPv6 address for the NTP server. Configuring an NTP server address causes
the system to immediately start using that NTP server as its time source. To choose another time
source, specify the -ntpip_6 parameter with a zero address, as follows:

chsystem -ntpip_6 0::0

-isnsip sns_server_address

(Optional) Specifies the IPv4 address for the iSCSI storage name service (SNS). Specify the -isnsip
parameter with a zero address to select another IPv4 iSCSI SNS server:

chsystem -isnsip 0.0.0.0

-isnsip_6 ipv6_sns_server_address

(Optional) Specifies the IPv6 address for the iSCSI SNS. Specify the -isnsip_6 parameter with a zero
address to select another configured IPv6 iSCSI SNS server:

chsystem -isnsip_6 0::0

-relationshipbandwidthlimit bandwidth_in_mBps

(Optional) Specifies the new background copy bandwidth in megabytes per second (MBps), from 1 to
1000. The default is 25 MBps.

Important: For partnerships over IP links with compression, this parameter specifies the aggregate
bandwidth after compression was applied to the data. Do not set this parameter higher than the
physical link bandwidth multiplied by the (carefully rounded down) compression factor.

This parameter operates system-wide and defines the maximum background copy bandwidth that
any relationship can adopt. The existing background copy bandwidth settings that are defined on a
partnership continue to operate, with the lower of the partnership and volume rates attempted.

Note: Do not set this value higher than the default without establishing that the higher bandwidth
can be sustained.

-infocenterurl url

Specifies the preferred online documentation URL to override the one used by the GUI Because this
information is interpreted by the Internet browser, the specified information might contain a
hostname or an IP address.

Remember: View the currently configured URL in the GUI preferences window. This window can
also help reset this value to the default setting.

-iscsiauthmethod none | chap -chapsecret chap secret

(Optional) Sets the authentication method for the iSCSI communications of the system:
* chap indicates Internet Small Computer System Interface (iSCSI) authentication is turned on.

Remember: This turns on iSCSI partnership authentication when a Challenge Handshake
Authentication Protocol (CHAP) secret key is set for the system.

* none indicates that iSCSI partnership authentication is turned off.

-rcauthmethod none | chap -chapsecret chap secret

(Optional) Turns authentication on or off for remote copy partnership requests that are native IP
partnerships. Remote copy includes Metro Mirror, Global Mirror, and HyperSwap. Additionally:

* chap indicates that remote copy authentication is turned on.

Remember: This action turns on authentication of remote copy partnership requests when a
Challenge Handshake Authentication Protocol (CHAP) secret key is set for the system.

* none indicates that remote copy partnership authentication is turned off.
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-chapsecretchap secret
(Optional) Sets the CHAP secret to be used to authenticate the system that uses iSCSI. This parameter
is required if the iscsiauthmethod chap parameter is specified. The specified CHAP secret cannot
begin or end with a space.

-nochapsecret
(Optional) Clears any previously set CHAP secret for iSCSI authentication. The nochapsecret
parameter cannot be specified when chapsecret is specified.

-iscsiusername
(Optional) Specifies the user name for the entire SVC system that is used for two-way authentication
for iSCSI host attach login. If this parameter is specified, this value is taken as "username" for
two-way authentication in iSCSI host attach login. If user name is not specified, user name for
two-way chap authentication is NULL.

-layer replication | storage
(Optional) Specifies which layer a system is in. The system can create partnerships with systems in
the same layer.

Note: If you specify -layer you must specify either replication or storage. This option can be used if
no other systems are visible on the fabric, and no system partnerships are defined.

-cacheprefetch on | off
(Optional) Indicates whether cache prefetching is enabled or disabled across the system. Adjust this
only when following direction from your product support information.

-localfcportmask port_mask
(Optional) Indicates the Fibre Channel (FC) input/output (I/O) port mask for local system
node-to-node communications only. Fibre Channel port mask does not affect host or storage system
traffic. The port mask is 64 binary bits and is made up of a combination of 0's and 1's, where 0
indicates that the corresponding FC I/O port cannot be used and 1 indicates that it can be used. The
mask is applied to all nodes in the local system. At least two ports must be selected for local system
node-to-node communications. The mask must result in at least 2 FC connections between each node
in the local system, using only the selected ports and FC zones visible to those ports. Valid mask
values might range from 0011 (only ports 1 and 2 enabled) to
1111111111111111111111111111111111111111111111111111111111111111 (all ports enabled). For
example, a mask of 111111101101 enables ports 1, 3, 4, 6, 7, 8, 9, 10, 11, and 12.

Remember: A partial mask (fewer than 64 characters) is zero-extended, meaning that any ports that
are not specified are not enabled.
Specify the 1sportfc command to display FC I/O port IDs.

-partnerfcportmask port mask
(Optional) Indicates the FC I/O port mask for partnered system-to-system communications only.
Fibre Channel port mask does not affect host or storage system traffic. The port mask is 64 binary bits
and is made up of a combination of 0's and 1's, where 0 indicates that the corresponding FC I/O port
cannot be used and 1 indicates that it can be used. The mask is applied to all nodes in the local
system. Valid mask values might range from 0000 (no ports enabled) to
1111111111111111111111111111111111111111111111111111111111111111 (all ports enabled). For
example, a mask of 111111101101 enables ports 1, 3, 4, 6, 7, 8, 9, 10, 11, and 12.

Remember: A partial mask (fewer than 64 characters) is zero-extended, meaning that any ports not
specified are not enabled.
Specify the 1sportfc command to display FC I/O port IDs.

-hightempmode on | off
(Optional) Sets (or removes) High Temperature Mode (HTM). The values are on and off.

-topology standard | stretched | hyperswap
(Optional) Indicates the intended system topology, which is either standard, stretched, or hyperswap.
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-vdiskprotectiontime value in minutes
(Optional) Sets volume protection time (in minutes).

-vdiskprotectionenabled yes | no
(Optional) Enables or disables volume protection. The values are yes and no.

-odx on | off
(Optional) Enables or disables offloaded data transfers (ODX). The values are on and off.

-easytieracceleration on | off
(Optional) Enables Easy Tier and pool balancing acceleration. The values are on and off.

-maxreplicationdelay value in _seconds
(Optional) Sets a maximum replication delay in seconds. The value must be a number from 0 to 360.

-partnershipexclusionthreshold value in _seconds
(Optional) Sets the timeout for an I/O operation (in seconds) for remote systems. The value must be
a number from 30 to 315 (default).

-ibmcustomer customer_id
(Optional) Specifies the customer number assigned when a software license that is automatically
added to the entitlement database. The value must be a number that contains 7 - 10 digits (or blank).

-ibmcomponent component _id
(Optional) Specifies the component ID used for entitlement and call home system. The value is blank
or SANVCNSWI.

-ibmcountry country id
(Optional) Specifies the country ID used for entitlement and call home system. The value is blank or
a 3-digit number.

-enhancedcallhome on | off
(Optional) Specifies that the call home function is to send enhanced reports to the support center.
Valid values are yes or no.

The enhanced reports include operational and event-related data and specific configuration
information that is included in the inventory report. This function alerts the support center about
hardware failures and potentially serious configuration or environmental issues. The support center
can use the configuration information to automatically generate best practices or recommendations
that are based on your actual configuration.

-censorcallhome on | off
(Optional) Specifies that sensitive data is deleted from the enhanced call home data. The values are
yes or no.

-unmap on | off
(Optional) Specifies whether the system administrator enables the Small Computer System Interface
(SCSI) unmap feature. The values are on (default) or off.

Description

This command modifies specific features of a system. Multiple features can be changed by issuing a
single command.

Using the -ntpip or -ntpip_6 parameter allows the system to use an NTP server as an outside time
source. The system adjusts the system clock of the configuration node according to time values from the
NTP server. The clocks of the other nodes are updated from the configuration node clock. In the NTP
mode, the setsystemtime command is disabled.

All command parameters are optional, but you must specify at least one parameter.

Use the chsystemip command to modify the system IP address and service IP address.
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Remember: Setting a CHAP secret key for the system does not turn on authentication for iSCSI hosts or
remote copy partnerships. Remote copy includes Metro Mirror, Global Mirror, and HyperSwap. Turn off
authentication by issuing -iscsiauthmethod or -rciauthmethod.

The topology can be set to HyperSwap only if node sites have been configured. All nodes must have a
site defined. If both nodes are defined in an I/O group they must be assigned to the same site (either 1
or 2; 3 cannot be used for nodes). You must have at least one I/O group with both nodes in site 1 and at
least one I/O group with both nodes in site 2.

Note: If there are any active relationships defined, the system topology must be HyperSwap.

An invocation example
chsystem -ntpip 9.20.165.16

The resulting output:
No feedback

An invocation example to set up an external NTP server
chsystem -ntpip 123.234.123.234

The resulting output:
No feedback

An invocation example to change the preferred infocenterurl value
chsystem -infocenterurl http://miscserver.company.com/ibm/infocenter

The resulting output:
No feedback

An invocation example to change the local port mask value

To set the local mask to sixty-two 0's and two 1's, indicating FC I/O ports with IDs 1 and 2 are capable of
local node communication:

chsystem -localfcportmask 11

The resulting output:
No feedback

An invocation example to change the partner port mask value

To set the partner mask to sixty-three 0's and one 1, indicating that FC I/O port with ID 2 is capable of
remote node communication:

svctask chsystem -partnerfcportmask 0010

The resulting output:
No feedback

An invocation example to change the HTM
chsystem -hightempmode on

The resulting output:
No feedback
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An invocation example to set the system topology
chsystem -topology standard

The resulting output:
No feedback

An invocation example to set authentication for remote copy

chsystem -chapsecret ABCB1234 -iscsiauthmethod none -rcauthmethod chap

The resulting output:
No feedback

An invocation example to turn off volume protection

chsystem -vdiskprotectionenabled no

The resulting output:
No feedback

An invocation example to turn on volume protection and set the protection time to
60 minutes

chsystem -vdiskprotectionenabled yes -vdiskprotectiontime 60

The resulting output:
No feedback

An invocation example to turn on Easy Tier acceleration

chsystem -easytieracceleration on

The resulting output:
No feedback

An invocation example to turn on ODX
chsystem -odx on

The resulting output:
No feedback

An invocation example to set the maximum replication delay
chsystem -maxreplicationdelay 100

The resulting output:
No feedback

An invocation example to set the partnership exclusion threshold
chsystem -partnershipexclusionthreshold 120

The resulting output:
No feedback
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An invocation example to specify an IBM customer ID, component ID, and country
ID

chsystem -ibmcustomer 1928374 -ibmcomponent SANVCNSW1 -ibmcountry 001

The resulting output:
No feedback

An invocation example to turn off enhanced call home

chsystem -enhancedcallhome off

The resulting output:
No feedback

An invocation example to turn on censor call home

chsystem -censorcallhome on

The resulting output:
No feedback

chsystemcert

Use the chsystemcert command to manage the Secure Sockets Layer (SSL) certificate that is installed on a
clustered system (system).

Syntax

> cheystemcert — |— -mkselfsigned J |— -country —(:oumtryJ |— -state —stateJ "
i I— -Tocality —Zocality—l I— -org —organization—l l— -orgunit —organizationunit—l i
i I— -email —email—| I— -commonname —commonname—I I— -keytype —keytype—| "

\

A\
A

I— -validity —days—|

»»— chsystemcert — |_ _| — -country —country— — -state —state— >
-mkrequest
»— -locality —locality— — -org —organization— — -orgunit —organizationunit— >
»— -email —email— — -commonname —commonname— — >«
l— -keytype —keytype—| l— -force —|
»»— chsystemcert — >
l— -install —| I— -file —inputjile_pathname—l

»»— chsystemcert — >«
l— -export —|
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Parameters

-mkselfsigned
(Optional) Generates a self-signed SSL certificate. If you do not specify -mkselfsigned, you must
specify -mkrequest, -export, or -install.

-mkrequest
(Optional) Generates a certificate request. If you do not specify -mkrequest, you must specify
-mkselfsigned, -export, or -install.

-country country
(Optional for -mkselfsigned and required for -mkrequest) Specifies the 2-digit country code for the
self-signed certificate or certificate request.

-state state
(Optional for -mkselfsigned and required for -mkrequest) Specifies the state information for the
self-signed certificate or certificate request. The value can be an ASCII string from 0 - 128 characters.

-locality locality
(Optional for -mkselfsigned and required for -mkrequest) Specifies the locality information for the
self-signed certificate or certificate request. The value can be an ASCII string in the range 0 - 128
characters.

-org organization
(Optional for -mkselfsigned and required for -mkrequest) Specifies the organization information for
the SSL certificate. The value can be an ASCII string in the range 0 - 64 characters.

-orgunit organizationunit
(Optional for -mkselfsigned and required for -mkrequest) Specifies the organization unit information
for the SSL certificate. The value can be an ASCII string in the range 0 - 64 characters.

-email email
(Optional for -mkselfsigned and required for -mkrequest) Specifies the email address that is used in
the SSL certificate. The value can be an ASCII string in the range 0 - 64 characters.

-commonname commonname
(Optional for -mkselfsigned and required for -mkrequest) Specifies the common name for the SSL
certificate. The value can be an ASCII string of 0 - 64 characters.

-validity days
(Optional) Specifies the number of days (1-9000) that the self-signed certificate is valid.
-keytype keytpye
(Optional) Specifies the SSL certificate key type. The supported key types are:
* rs5a2048
* ecdsa384
* ecdsa521
-install
(Optional) Installs a certificate. If you do not specify -install, you must specify -mkselfsigned,
-mkrequest, or -export.
-file
(Optional) Specifies the absolute path name of the certificate to install.
-export
(Optional) Exports the current SSL certificate. The certificate is exported to the /dumps/

certificate.pem directory on the configuration node. If you do not specify -export, you must specify
-mkselfsigned, -mkrequest, or -install.

-force
(Optional) Specifies that the certificate request can be deleted.
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Description

Use this command to manage the SSL certificate that is installed on a system. You can also do the
following items.

* Generate a new self-signed SSL certificate.
* Create a certificate request to be copied from the system and signed by a certificate authority (CA).

Note: The signed certificate that is returned by the CA can be installed.
* Export the current SSL certificate (for example to allow the certificate to be imported into a key server).

Important: You must specify one of the following parameters:
* -mkselfsigned

* -mkrequest

¢ -install

* -export

An invocation example to create a self-signed certificate
chsystemcert -mkselfsigned

The detailed resulting output:
No feedback

An invocation example to create a self-signed certificate with a common name
chsystemcert -mkselfsigned -commonname weiland.snpp.com

The detailed resulting output:
No feedback

An invocation example to create a self-signed certificate with a key type and a
1-year validity period
chsystemcert -mkselfsigned -keytype ecdsa521 -validity 365

The detailed resulting output:
No feedback

chsystemip

Use the chsystemip command to modify the Internet Protocol (IP) configuration parameters for the
clustered system (system).

Syntax
»»— chsystemip — >
I— -clusterip — ipv4addr —| l— -gw — ipv4addr —|
I— -mask — subnet_mask —| I— -clusterip_6 — ipvéaddr —| I— -gw_6 — ipvéaddr —|
> — -port — system _port — ><

I— -prefix_6 — prefix —|
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»»— chsystemip —
I— -noip —| I— -noip_6 —| I— -port — system_port —|

Parameters

-clusterip ipv4addr
(Optional) Changes the IPv4 system IP address. When you specify a new IP address for a system, the
existing communication with the system is broken.

Important: The -clusterip parameter cannot be used if there are any active IPv4 partnerships with
the system.

-gw ipv4addr
(Optional) Changes the IPv4 default gateway IP address of the system.

-mask subnet_mask
(Optional) Changes the IPv4 subnet mask of the system.

-noip
(Optional) Unconfigures the IPv4 stack on the specified port, or both ports if none is specified.
Note: This parameter does not affect node service address configurations.
-clusterip_6 ipvé6addr
(Optional) Sets the IPv6 system address for the port.
Important: The -clusterip_6 parameter cannot be used if there are any active IPv6 partnerships with
the system.

-gw_6 ipvbaddr
(Optional) Sets the IPv6 default gateway address for the port.

-prefix_6 prefix
(Optional) Sets the IPv6 prefix.

-noip_6
(Optional) Unconfigures the IPv6 stack on the specified port, or both ports if none is specified.
Note: This parameter does not affect node service address configurations.

-port system port
(Required) Specifies which port (1 or 2) to apply changes to. This parameter is required unless the
noip or noip_6 parameter is used.

Description

This command modifies IP configuration parameters for the system. The first time you configure a
second port, all IP information is required. Port 1 on the system must always have one stack fully
configured.

There are two active system ports on the configuration node. There are also two active service ports on
any node in which you are performing a service action.

If the system IP address is changed, the open command-line shell closes during the processing of the
command. You must reconnect to the new IP address if connected through that port.

If there is no port 2 available on any of the system nodes, the chsystemip command fails.

The noip and noip_6 parameters can be specified together only if the port is also specified. The noip and
noip_6 parameters cannot be specified with any parameters other than port.
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Note: The noip and noip_6 parameters do not affect node service address configurations.
Port 1 must have an IPv4 or IPv6 system address. The configuration of port 2 is optional.

Service IP addresses for all ports and stacks are initialized to Dynamic Host Configuration Protocol
(DHCP). A service IP address is always configured.

Note: If the console_ip is the same as IP address system port 1, Internet Protocol Version 4 (IPv4)
followed by IPv6, change the console_ip when the system IP is changed. If the console_ip differs from
the system port 1 IP address, do not change the console_ip when the system IP is changed.

To modify an IP address, list the IP address of the system by issuing the 1ssystem command. Modify the
IP address by issuing the chsystemip command. You can either specify a static IP address or have the
system assign a dynamic IP address.

provides IP address formats that are supported.
Table 27. IP address list formats

IP type IP address list format
IPv4 1.2.3.4
Full IPv6 1234:1234:abcd:0123:0000:0000:7689:6576
Full IPv6, leading zeros suppressed 1234:1234:abcd:123:0:0:7689:6576
IPv6 with zero compression 1234:1234:abcd:123::7689:6576

An invocation example
chsystemip -clusterip 9.20.136.5 -gw 9.20.136.1 -mask 255.255.255.0 -port 1

The resulting output:
No feedback

An invocation example
chsystemip -clusterip_6 2001:0db8:85a3:0000:0000:8a2e:0370:7334 -gw_6 2001:0db8:85a3:0000:0000:8a2e:0370:7334 -prefix_6 64 -port 2

The resulting output:
No feedback

chthrottle

Use the chthrottle command to change attributes associated with a specified throttle object.

Syntax

»»— chthrottle >
I— -bandwidth — bandwidth_limit_in_mb —| I— -iops — iops_limit —|

»
| 2

v
A

—[ throttle_id
I— -name — throttle_name —| throttle_name —|

Parameters

-bandwidth bandwidth _limit _in_mb
(Optional) Specifies the bandwidth in MBps. This must be a numeric value 0 - 268435456.

Note: No bandwidth limit is set unless you specify this keyword.
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-iops iops_limit
(Optional) Specifies the I/O operations limit. This must be a numeric value 0 - 33554432.

Note: No I/0O operations limit is set unless you specify this keyword.

-name throttle_name
(Optional) Specifies the throttling object's name. This value must be an alphanumeric string up to 63
characters long.

throttle id | throttle_name
(Required) Specifies the volume ID or name of the volume to throttle. The value must be a numeric
or alphanumeric string up to 15 characters long.

Description
This command changes attributes associated with a specified throttle object.

An invocation example for changing the bandwidth limit to 100 for an offloaded
throttle

chthrottle -bandwidth 100 offloadThrottle

The detailed resulting output:
No feedback

An invocation example with no throttling bandwidth limit specified for ID 0
chthrottle -bandwidth 100 0

The detailed resulting output:
No feedback

cleardumps
Use the cleardumps command to clear (or delete) the various dump directories on a specified node.
Syntax
»>—cleardumps— — -prefix — directory_or_file_filter — ><
i: node_id ﬂ
node_name
Parameters

-prefix directory or file filter
(Required) Specifies the directory, files, or both to be cleared. If a directory is specified, with no file
filter, all relevant dump or log files in that directory are cleared. You can use the following directory
arguments (filters):

* /dumps (clears all files in all subdirectories)
* /dumps/cimom

* /dumps/cloud

» /dumps/configs

* /dumps/easytier

» /dumps/elogs

» /dumps/feature

» /dumps/iostats
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» /dumps/iotrace
* /dumps/mdisk
* /home/admin/update

In addition to the directory, you can specify a filter file. For example, if you specify
/dumps/elogs/+*.txt, all files in the /dumps/elogs directory that end in .txt are cleared.

Note: The following rules apply to the use of wildcards when using the CLI:
* The wildcard character is an asterisk (¥).
* The command can contain a maximum of one wildcard.

"non

* With a wildcard, you must use double quotation marks (
following entry:

) around the filter entry, such as in the

>cleardumps -prefix "/dumps/elogs/*.txt"

node_id | node_name
(Optional) Specifies the node to be cleared. The variable that follows the parameter is either:

* The node name, that is, the label that you assigned when you added the node to the clustered
system (system)
* The node ID that is assigned to the node (not the worldwide node name).

Description

This command deletes all the files that match the directory/file_filter argument on the specified node.
If no node is specified, the configuration node is cleared.

You can clear all the dumps directories by specifying /dumps as the directory variable.
You can clear all the files in a single directory by specifying one of the directory variables.
You can list the contents of these directories on the given node by using the Tsxxxxdumps commands.

You can use this command to clear specific files in a given directory by specifying a directory or file
name. You can use the wildcard character as part of the file name.

Note: To preserve the configuration and trace files, any files that match the following wildcard patterns
are not cleared:

e *syvc.config*
e x.trc
* x,trc.old

An invocation example

cleardumps -prefix /dumps/configs

The resulting output:
No feedback

An invocation example
cleardumps -prefix /dumps/easytier node 2

The resulting output:
No feedback
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cpdumps

Use

the cpdumps command to copy dump files from a nonconfiguration node onto the configuration node.

Note: In the rare event that the /dumps directory on the configuration node is full, the copy action ends
when the directory is full and provides no indicator of a failure. Therefore, clear the /dumps directory
after migrating data from the configuration node.

Syntax

»»— cpdumps — — -prefix —[ directory —_|— —[ node_name <
file_filter node_id _

Parameters

-prefix directory | file filter

(Required) Specifies the directory, or files, or both to be retrieved. If a directory is specified with no
file filter, all relevant dump or log files in that directory are retrieved. You can use the following
directory arguments (filters):

* /dumps (retrieves all files in all subdirectories)
e /dumps/audit

 /dumps/cimom

* /dumps/cloud

* /dumps/configs

* /dumps/elogs

* /dumps/easytier

* (Storwize V7000)/dumps/enclosure
* /dumps/feature

» /dumps/iostats

» /dumps/iotrace

* /dumps/mdisk

* /home/admin/update

In addition to the directory, you can specify a file filter. For example, if you specified
/dumps/elogs/*.txt, all files in the /dumps/elogs directory that end in .txt are copied.

Note: The following rules apply to the use of wildcards with the CLIL
* The wildcard character is an asterisk (¥).
* The command can contain a maximum of one wildcard.

"

* When you use a wildcard, you must surround the filter entry with double quotation marks ("), as
follows:

>cleardumps -prefix "/dumps/elogs/*.txt"

node_id | node_name

200

(Required) Specifies the node from which to retrieve the dumps. The variable that follows the
parameter can be one of the following:

* The node name, or label that you assigned when you added the node to the clustered system
(system)
* The node ID that is assigned to the node (not the worldwide node name).

If the node specified is the current configuration node, no file is copied.
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Description

This command copies any dumps that match the directory or file criteria from the given node to the
current configuration node.

You can retrieve dumps that were saved to an old configuration node. During failover processing from
the old configuration node to another node, the dumps that were on the old configuration node are not
automatically copied. Because access from the CLI is only provided to the configuration node, system
files can only be copied from the configuration node. This command enables you to retrieve files and
place them on the configuration node so that you can then copy them.

You can view the contents of the directories by using the 1sdumps command. You can track the status of a
copy using the 1scopystatus command.

An invocation example
cpdumps -prefix /dumps/configs nodeone

The resulting output:
No feedback

An invocation example
cpdumps -prefix /dumps/easytier node_2

The resulting output:
No feedback

detectiscsistorageportcandidate

Use the detectiscsistorageportcandidate command to establish Internet Small Computer Systems
Interface (iSCSI) login sessions from any nodes in a specified I/O group to a discovered backend iSCSI
target controller.

Syntax

v

»»—detectiscsistorageportcandidate—-srcportid—source_port_id |_
—1'ogr‘p—[z'ogrp_id‘;'J

iogrp_name

-targetip—ipv4_addr >
-targeti p6—ipv6_addr—| l——user‘name—targe t'_user_name—| l——chapsecret—targe t_chap—|

»
>

A\
A

l—-sitc site_id site_name—l

Parameters

-srcportid source_port_id
(Required) Specifies the source Ethernet port ID (indicated in the 1sportip output) used to complete
target controller discovery. The value must be a number 1 - 8.

* If you also specify -iogrp, you trigger discovery through the Ethernet port by using the
source_port_id specified on all nodes in the I/O group.

* If you do not specify -iogrp, you trigger discovery through the Ethernet port by using the
source_port_id specified on all nodes in the clustered system (system).
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-iogrp iogrp_id | iogrp_name
(Optional) Specifies I/O group ID or name being detected. The iogrp_id value must be 0, 1, 2, or 3.
The iogrp_name value must be an alphanumeric string.

If you specify this parameter, you trigger discovery through the source_port_id of both nodes for the
specified I/O group. If no value is specified, discovery is triggered by using the source_port_id of all
nodes in the system.

-targetip ipv4_addr
(Required if you do not specify -targetip6) Specifies the target iSCSI controller IPv4 address being
detected that receives target discovery requests by using the source_port_id for all nodes in the
specified I/O group.

-targetipb ipv6 _addr
(Required if you do not specify -targetip) Specifies the target iSCSI controller IPv6 address being
detected that receives target discovery requests by using the source_port_id for all nodes in the
specified I/O group.

-username target_user_name
(Optional) Specifies the target controller user name being detected. The value must be an
alphanumeric string up to 256 characters.

If the target controller requires a target_user_name and target_chap for discovery, use the target user
name and Challenge-Handshake Authentication Protocol (CHAP) secret to discover the iSCSI target
controller.

Some controllers might require that you use the iSCSI qualified name (IQN) user name for discovery.
Each nodes IQN is picked up automatically and used if required.

-chapsecret target_chap
(Optional) Specifies the target_chap required for discovery of the target iSCSI controller that is being
detected. The value must be an alphanumeric string (case-sensitive) up to 79 characters.

-site site_id | site_name
(Optional) Specifies the site ID or site name of the target iSCSI controller that is being detected or
discovered. If no I/O group is specified, discovery is done from all nodes present in the specified site
and if an I/O group is specified discovery is done only from a node that is part of the specified site
and I/0O group. The site ID must be 1 (the default) or 2. The site name must be an alphanumeric
value.

Important: This parameter must be specified for a HyperSwap or stretched system.

The stretched system topology distributes the I/O group information into each site. Each node in the
I/0 group is associated with a different site. The back end storage controller of one site is visible
only to nodes within that same site. As a result, you attempt storage controller discovery only from
nodes that are in the same site.

Description

This command detects iSCSI backend storage controllers for migration and virtualization. This command
helps with target iSCSI controller discovery. Use the 1siscsistorageportcandidate command to list
information about the discovered candidate iSCSI target controller(s).

The target data is available until either another discovery is completed or the system undergoes a
recovery procedure, which clears the previous discovery data. The command completes when either
discovery from all source nodes completes or the command fails.

Use the addiscsistorageport command to establish sessions from any nodes in a specified I/O group to

a discovered backend iSCSI controller. Use the 1siscsistorageportcandidate command to list
information about the candidate iSCSI target controller.
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A target discovery invocation example with IP address

This example shows target discovery using an IPv4 IP address with a target ISCSI controller and source
port ID 1.

detectiscsistorageportcandidate -srcportid 1 -targetip IP1

The detailed resulting output:
No feedback

A target discovery invocation example with source port ID and I/0 group

This example shows target discovery from I/O group 3 using an IPv4 address with a target iSCSI
controller and source port ID 3.

detectiscsistorageportcandidate -srcportid 3 -targetip IP3 -iogrp 3 -username delluser -chapsecret passwordl

The detailed resulting output:
No feedback

dumpconfig (Discontinued)

Attention: The dumpconfig command is discontinued.

help

Use the help (or man) command to display help information for system commands.

Syntax

»—[ help <
man J I— command_name —|

Parameters

command_name
(Optional) Indicates the command name.

Description

Use this command to display help information for system commands. If you specify a command name
using command_name, the complete help file text for the command is displayed. If you do not specify a
command name, a comprehensive list of all commands is displayed (with one brief descriptive line). This
list includes these commands:

* satask

* sainfo

* svcconfig

* svc_snap

* svc_livedump

Remember: The help command alias is man.
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An invocation example
help

The resulting output:

addhostiogrp - Maps I/0 groups to a host object.

addhostport - Adds worldwide port names (WWPNs) or iSCSI names to a host object.
addmdisk - Adds managed disks to a storage pool.

addnode - Adds a new (candidate) node canister to an existing system.

Isclustercandidate (Discontinued)

Attention: The 1sclustercandidate command has been discontinued. Use the 1spartnershipcandidate
command instead.

Iscluster (Discontinued)

Attention: The 1scluster command is discontinued. Use a combination of the 1spartnership,
1spartnershipcandidate, and 1ssystem commands instead.

Isclusterip (Discontinued)

Attention: The 1sclusterip command has been discontinued. Use the 1ssystemip command instead.

Isclusterstats (Discontinued)

Attention: The 1sclusterstats command is discontinued. Use the 1ssystemstats command instead.

Isdiscoverystatus

Use the 1sdiscoverystatus command to determine whether a discovery operation is in progress.

Syntax

»»— |sdiscoverystatus — >
I— -filtervalue — attribute _value —| I— -filtervalue? —|

Y
A

I— -nohdr —| l— -delim — delimiter —|

Parameters

-filtervalue attribute=value
(Optional) Specifies a list of one or more filters. Only objects with a value that matches the filter
attribute value are displayed.

Note: Some filters allow the use of a wildcard when you enter the command. The following rules
apply to the use of wildcards:

* The wildcard character is the asterisk (*).

* The command can contain a maximum of one wildcard.

* When you use a wildcard, enclose the filter entry within double quotation marks ("):
Isdiscoverystatus -filtervalue "I0_group_name=iox"

-filtervalue?
(Optional) Displays the valid filter attributes for the -filtervalue parameter:
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* 10_group_id

* IO_group_name
* scope

e status

-nohdr
(Optional) By default, headings are displayed for each column of data in a concise style view, and for
each item of data in a detailed style view. The -nohdr parameter suppresses the display of these
headings.

Note: If there is no data to be displayed, headings are not displayed.

-delim delimiter
(Optional) By default in a concise view, all columns of data are space-separated. The width of each
column is set to the maximum width of each item of data. In a detailed view, each item of data has
its own row, and if the headers are displayed, the data is separated from the header by a space. The
-delim parameter overrides this behavior. Valid input for the -delim parameter is a 1-byte character.
If you enter -delim : on the command line, the colon character (:) separates all items of data in a
concise view; for example, the spacing of columns does not occur. In a detailed view, the data is
separated from its header by the specified delimiter.

Description

This command displays the state of all discoveries in the cluster. During discovery, the system updates
the drive and MDisk records. You must wait until the discovery finishes and is inactive before you
attempt to use the system.This command displays one of the following results:

active There is a discovery operation in progress at the time that the command is issued.

inactive
There are no discovery operations in progress at the time that the command is issued.

If the Fibre Channel functions are used only to enable the nodes to cluster, then the Fibre Channel line
are not displayed in the 1sdiscoverystatus command. The fc_fabric line appears if there is at least one
Fibre Channel controller.

An invocation example
Isdiscoverystatus -delim :

The resulting output:
id:scope:I10_group_id:I0_group_name:status
0:fc_fabric:::active
l:sas_iogrp:0:io_grpO:inactive
3:sas_iogrp:2:io_grp2:active

6:iscsi:::inactive

Isfabric

Use the 1sfabric command to generate a report that displays the Fibre Channel (FC) connectivity
between nodes, controllers, and hosts.

Syntax

»»— Isfabric
I— -delim — delimiter —| I— -nohdr —|
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v
v
A

: L _I

-node node_id -bytes
_[ node_name —| I— -port — port_id —|

-wwpn — wwpn

-host — host_id _or_name

-controller — controller_id_or_name

-cluster — cluster_id_or_name

Parameters

-nohdr
(Optional) By default, headings are displayed for each column of data in a concise style view, and for
each item of data in a detailed style view. The -nohdr parameter suppresses the display of these
headings.

Note: If there is no data to be displayed, headings are not displayed.

-delim delimiter
(Optional) By default in a concise view, all columns of data are space-separated. The width of each
column is set to the maximum width of each item of data. In a detailed view, each item of data has
its own row, and if the headers are displayed, the data is separated from the header by a space. The
-delim parameter overrides this behavior. Valid input for the -delim parameter is a 1-byte character.
If you enter -delim : on the command line, the colon character (:) separates all items of data in a
concise view; for example, the spacing of columns does not occur. In a detailed view, the data is
separated from its header by the specified delimiter.

-node node_name | node_id
(Optional) Displays the output for all ports for the specified node. The only parameter that you can
specify with the -node parameter is the -port parameter.

-port port_id
(Optional) Displays a concise view of all worldwide port names (WWPNs5s) that are logged into the
specified port ID and node. The -port parameter must be specified with only the -node parameter. A
valid port_id value is from a minimum of one through a maximum equal to the number of node Fibre
Channel (FC) I/0O ports. It specifies the port number in the vital product data (VPD) or the
hexadecimal WWPN of the local port.

-wwpn wwpn
(Optional) Displays a list of all ports that have a login to the specified WWPN. You cannot use the
-wwpn parameter with any other parameter.

-host host_id or_name
(Optional) Specifies a host name or ID. Issuing the 1sfabric command with the -host parameter is
equivalent to issuing the 1sfabric wwpn wwpn command for every configured WWPN of the specified
host. For example, a host with two ports that are zoned to one port of every node in an eight-node
clustered system (system) produces 16 lines of output. You cannot use the -host parameter with any
other parameter.

-controller controller _id or name
(Optional) Specifies a controller ID or name. You cannot use the -controller parameter with any
other parameter in this command. Issuing the 1sfabric command with the -controller parameter is
equivalent to issuing the 1sfabric wwpn wwpn command for every configured WWPN of the specified
controller. For example, a controller with four ports that are connected to an eight node system with
two counterpart SANs produces 64 lines of output.

-cluster cluster_id or_name
(Optional) Specifies a system ID or name. You cannot use the -cluster parameter with any other
parameter. Issuing the 1sfabric command with the -cluster parameter is equivalent to issuing the
1sfabric wwpn wwpn command for every known WWPN in the specified system. Output is sorted by
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remote WWPNs and then system WWPNSs. This parameter can be used to check the state of
connections within the local system or between the local and remote system. When the local system
ID or name is specified, each node-to-node connection is listed twice: once from each end. For
example, an eight-node system with two counterpart SANs produces eight nodes, which are
multiplied by seven other nodes, which are multiplied by two SANs, multiplied by four
point-to-point logins, equals 448 lines of output.

Note: The system must be configured in a remote copy partnership with the local system. Remote
copy includes Metro Mirror, Global Mirror, and HyperSwap. It must appear in the 1ssystem view.

-bytes
(Optional) Displays all capacities as bytes.

Description

The 1sfabric command can be issued with any of the parameters to display a limited subset of
information. If the command is issued without any parameters, it provides output for every node.

Remember: The value of the Tocal_port field is the number of the node's Fibre Channel (FC) port.

Values for the Type and State columns are:

state active
The meaning of this value depends on the object that it applies to, as follows:

host or controller
Small Computer System Interface (SCSI) commands were issued within the last 5
minutes.

node Node ports can see other ports.

state inactive
No transactions completed within the last 5 minutes.

Note: It can take up to 10 seconds after a command for a controller port to change from inactive
to active. It can take up to 5 minutes after a command for a host port to change from inactive to
active.

state blocked

This value shows connections that are blocked due to the system's port mask settings.
type  One of the following values is displayed:

* host

* node

e controller

* unknown

* nas

You can issue this command to view all the information about the connections that are available to your
system.

Remember: The 1sfabric command is limited to displaying 16,384 entries. If you have a large system

configuration that exceeds these limits you must filter the output (for example, by node or node port) to
view all fabric login records.

Chapter 8. Clustered system commands 207



An invocation example by using a delimiter
1sfabric -delim :

The resulting output, in which each row of output contains the following colon-separated columns:

remote_wwpn:remote_nportid:id:node_name:local_wwpn:
local_port:local_nportid:state:name:cluster_name:type

An invocation example that shows unused (because the system's mask settings
are blocked) node logins

1sfabric -delim :

The resulting output:

remote_wwpn:remote_nportid:id:node_name:local_wwpn:local_port:local_nportid:state:name:cluster_name:type
500507680304D190:021700:5:nodeA:500507680304A100:1:020300:active:noded:Cluster_9.115.2:node
500507680304D190:021700:2:n0deB:500507680308A101:2:021800:active:node4:Cluster_9.115.2:node
500507680304D190:021700:3:nodeC:500507680308190D:2:020A00:active:node4:Cluster_9.115.2:node
500507680308D190:011700:5:nodeA:500507680308A100:2:011000:bTocked:node4:Cluster_9.115.2:node
500507680308D190:011700:2:nodeB:500507680304A101:1:010D00:bTocked:node4:Cluster_9.115.2:node
500507680308D190:011700:3:nodeC:500507680304190D:1:011200:bTocked:node4:Cluster_9.115.2:node

An invocation example that shows internal connectivity for node 1
1sfabric -internal -delim : -node 1

The resulting output:

remote_wwpn:remote nportid:id:node name:local_wwpn:local_port:local_nportid:state:name:cluster_name:type
500507680C520034:010E00:1:nodel:500507680C210033:5:010200:active:node2:Cluster_9.19.88:node
500507680C520034:010E00:1:nodel:500507680C220033:6:010F00:active:node2:Cluster_9.19.88:node
500507680C520034:010E00:1:n0del:500507680C510033:9:010A00:active:node2:Cluster_9.19.88:node
500507680C520034:010E00:1:nodel:500507680C520033:10:010B00:active:node2:Cluster_9.19.88:node
500507605EBFEA91:010900:1:n0del:500507680C210033:5:010200:active:::expansion
500507605EBFEA91:010900:1:n0del:500507680C220033:6:010F00:active:::expansion
500507605EBFEA91:010900:1:n0del:500507680C510033:9:010A00:active:: :expansion
500507605EBFEA91:010900:1:n0del:500507680C520033:10:010B00:active:::expansion
500507605E828601:010100:1:n0odel:500507680C210033:5:010200:active:::expansion
500507605E828601:010100:1:n0odel:500507680C220033:6:010F00:active:::expansion
500507605E828601:010100:1:nodel:500507680C510033:9:010A00:active:::expansion
500507605E828601:010100:1:nodel:500507680C520033:10:010B00:active:::expansion
500507605E828611:010700:1:n0del:500507680C210033:5:010200:active:::expansion
500507605E828611:010700:1:n0del:500507680C220033:6:010F00:active:::expansion
500507605E828611:010700:1:n0del:500507680C510033:9:010A00:active:::expansion
500507605E828611:010700:1:nodel:500507680C520033:10:010B00:active:::expansion
500507680C210034:010000:1:n0del:500507680C210033:5:010200:active:node2:Cluster_9.19.88:node
500507680C210034:010000:1:n0del:500507680C220033:6:010F00:active:node2:Cluster_9.19.88:node
500507680C210034:010000:1:n0del:500507680C510033:9:010A00:active:node2:Cluster_9.19.88:node
500507680C210034:010000:1:nodel:500507680C520033:10:010B00:active:node2:Cluster_9.19.88:node
500507605EBFEAB1:010400:1:n0del:500507680C210033:5:010200:active:::expansion
500507605EBFEAB1:010400:1:n0del:500507680C220033:6:010F00:active:::expansion
500507605EBFEAB1:010400:1:n0del:500507680C510033:9:010A00:active:::expansion
500507605EBFEAB1:010400:1:n0odel:500507680C520033:10:010B00:active:::expansion
500507680C510034:010D00:1:nodel:500507680C210033:5:010200:active:node2:Cluster_9.19.88:node
500507680C510034:010D00:1:nodel:500507680C220033:6:010F00:active:node2:Cluster_9.19.88:node
500507680C510034:010D00:1:nodel:500507680C510033:9:010A00:active:node2:Cluster_9.19.88:node
500507680C510034:010D00:1:nodel:500507680C520033:10:010B00:active:node2:Cluster_9.19.88:node
500507605EBFEA82:010500:1:n0odel:500507680C210033:5:010200:active:::expansion
500507605EBFEA82:010500:1:nodel:500507680C220033:6:010F00:active:::expansion
500507605EBFEA82:010500:1:n0odel:500507680C510033:9:010A00:active:::expansion
500507605EBFEA82:010500:1:n0odel:500507680C520033:10:010B00:active:::expansion
500507605EBFEAA2:010600:1:n0del:500507680C210033:5:010200:active:::expansion
500507605EBFEAA2:010600:1:n0del:500507680C220033:6:010F00:active:::expansion
500507605EBFEAA2:010600:1:n0del:500507680C510033:9:010A00:active:::expansion
500507605EBFEAA2:010600:1:nodel:500507680C520033:10:010B00:active:::expansion
500507680C220034:010C00:1:nodel:500507680C210033:5:010200:active:node2:Cluster_9.19.88:node
500507680C220034:010C00:1:nodel:500507680C220033:6:010F00:active:node2:Cluster_9.19.88:node
500507680C220034:010C00:1:nodel:500507680C510033:9:010A00:active:node2:Cluster_9.19.88:node
500507680C220034:010C00:1:nodel:500507680C520033:10:010B00:active:node2:Cluster_9.19.88:node
500507605E828631:010800:1:n0del:500507680C210033:5:010200:active:: :expansion
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500507605E828631:010800:
500507605E828631:010800:
500507605E828631:010800:
500507605E828621:010300:
500507605E828621:010300:
500507605E828621:010300:
500507605E828621:010300:

:nodel:500507680C220033:6:010F00:active:::expansion
:nodel:500507680C510033:9:010A00:active::::expansion
:nodel:500507680C520033:10:010B00:active:: :expansion
:nodel:500507680C210033:5:010200:active:::expansion
:nodel:500507680C220033:6:010F00:active:::expansion
:nodel:500507680C510033:9:010A00:active:::expansion
:nodel:500507680C520033:10:010BO0:active:::expansion

N N

Isfcportcandidate

Use the 1sfcportcandidate command to list the Fibre Channel (FC) ports. This information is used to
find open FC ports.

Syntax

v
A

»»— JIsfcportcandidate —
I— -nohdr —| I— -delim — delimiter —|

Parameters

-nohdr
(Optional) By default, headings are displayed for each column of data in a concise style view, and for
each item of data in a detailed style view. The -nohdr parameter suppresses the display of these
headings.

Note: If there is no data to be displayed, headings are not displayed.

-delim delimiter
(Optional) By default in a concise view, all columns of data are space-separated. The width of each
column is set to the maximum width of each item of data. In a detailed view, each item of data has
its own row, and if the headers are displayed the data is separated from the header by a space. The
-delim parameter overrides this behavior. Valid input for the -delim parameter is a 1-byte character.
If you enter -delim : on the command line, the colon character (:) separates all items of data in a
concise view; for example, the spacing of columns does not occur. In a detailed view, the data is
separated from its header by the specified delimiter.

Description
This command returns a list of unconfigured, logged in FC ports.

Note: The 1sfcportcandidate command presents a list of host FC ports that are logged in to nodes.
However, there are situations when the information that is presented might include host FC ports that are
no longer logged in or even part of the SAN fabric. For example, if a host FC port is unplugged from a
switch but 1sfcportcandidate shows the worldwide port name (WWPN) that is logged in to all nodes,
the incorrect entry is removed when another device is plugged in to the same switch port that previously
contained the removed host FC port.

able 28| shows the possible output:

Table 28. Isfcportcandidate output

Attribute Description

fc WWPN Indicates that the FC WWPN is logged in but unconfigured (not assigned to a host).
This value must be 16 hexadecimal characters.
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An invocation example
1sfcportcandidate

The resulting output:

fc_WWPN
200600A0B813B7AC
200600A0B813B7AD

Isiscsistorageport

Use the 1siscsistorageport command to display the details of the iSCSI login sessionsthat are
established from the Initiator's Internet Small Computer Systems Interface (iSCSI) source ports to iSCSI
backend target controller ports.

Syntax

»»— Jsiscsistorageport — >
I— -nohdr —| I— -filtervalue — attribute value —|

Y
A

I— -filtervalue? —| I— -delim — delimiter —| I— row_id —|

Parameters

-nohdr
(Optional) By default, headings are displayed for each column of data in a concise style view, and for
each item of data in a detailed style view. The -nohdr parameter suppresses the display of these
headings.

Note: If there is no data to be displayed, headings are not displayed.

-filtervalue attribute=value
(Optional) Specifies a list of one or more filters. Only objects with a value that matches the filter
attribute value are displayed.

Note: Some filters allow the use of a wildcard when you enter the command. The following rules
apply to the use of wildcards:

* The wildcard character is the asterisk (*).
¢ The command can contain a maximum of one wildcard.

* When you use a wildcard, enclose the filter entry within double quotation marks ("):
Isiscsistorageport -filtervalue id="1x"

-filtervalue?
(Optional) Displays the valid filter attributes for the -filtervalue parameter:
 id
* status

-delim delimiter
(Optional) By default in a concise view, all columns of data are space-separated. The width of each
column is set to the maximum width of each item of data. In a detailed view, each item of data has
its own row, and if the headers are displayed, the data is separated from the header by a space. The
-delim parameter overrides this behavior. Valid input for the -delim parameter is a 1-byte character.
If you enter -delim : on the command line, the colon character (:) separates all items of data in a
concise view; for example, the spacing of columns does not occur. In a detailed view, the data is
separated from its header by the specified delimiter.
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row_id

(Optional) Specifies the row ID view and denotes the sessions that are established from the specified
initiator node ports to a backend controller target iSCSI qualified name (IQN) through a target
Internet Protocol (IP) address. The value must be a number 0 - 1024.

Description

This command displays the details of sessions that are established from the Initiator's iSCSI source ports
to iSCSI backend target controller ports.

This table provides the attribute values that can be displayed as output view data.

Table 29. Isiscsistorageport output

Attribute Description

id Indicates the object identifier for any sessions from any clustered system (system) nodes
to the iSCSI backend controller iSCSI qualified name (IQN) through an iSCSI backend
controller target IP. The value must be a number 0 - 1023.

src_port_id Indicates the source port identifier for the node Ethernet port number that is displayed

in the 1sportip output. The value is a number 0 - 7.

target_ipv4

Indicates the IPv4 address of the iSCSI backend controller target port that establishes a
session from the initiator source port that is identified by the source port ID. The
default value is blank.

target_ipv6

Indicates the IPv6 address of the iSCSI backend controller target port that establishes a
session from the initiator source port that is identified by the source port ID. The
default value is blank.

target_iscsiname

Indicates the IQN of the iSCSI backend controller target that establishes a session. The
value must be an alphanumeric string of no more than 256 characters. The default value
is blank.

controller_id

Indicates the controller ID that is displayed in the 1scontroller output. The value must
be a number 0 - 1023. The default value is 1024.

iogroup_list

Indicates a colon-separated list of discovery result codes: The value must be an

alphanumeric string of up to 32 characters. This field cannot be blank. The values are 0

and 1:

* 0 indicates that the I/O group is available in the system, but discovery is either not
triggered through the I/O group or discovery through the I/O group fails.

* 1 indicates that the I/O group is present and discovery is successful through the I/O
group.

Note: The value - (dash) indicates that the I/O group is not valid or is not present in

the system.

status

Indicates the connectivity status from all nodes in the system to the target port. The
values are:

e full

If you specify a single I/O group by using the addiscsistorageport command and
you establish the session from all nodes in the specified I/O group, the status is full.
* partial
If you specify a single I/O group by using the addiscsistorageport command and
you establish the session from a single node in the specified I/O group, the status is
partial.
* none
If you specify a single I/O group by using the addiscsistorageport command and

you do not establish the session from any node in the specified I/O group, the status
is none.

There is no default value. This field cannot be blank.
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Table 29. Isiscsistorageport output (continued)

Attribute Description

connected Indicates whether the established connection is from a specified Ethernet port of a target
ION and IP address. The values are yes and no.

site_id Indicates the site ID (if the nodes that are being discovered belong to a site). This
applies to stretched and HyperSwap systems.

site_name Indicates the site name (if the nodes that are being discovered belong to a site). This
applies to stretched and HyperSwap systems.

node_id Indicates the node ID of the initiator node that establishes the session. The value must

be a numeric value.

node_name

Indicates the node name of the initiator node that establishes the session. The value

must be an alphanumeric string of no more than 16 characters (the default value is
blank).

src_ipv4 Indicates the IPv4 IP address of the source port ID on a specified node. The default
value is blank.
src_ipv6 Indicates the IPv6 IP address of the source port ID on a specified node. The default

value is blank.

src_iscsiname

Indicates the IQN of the source node for which connectivity is being displayed for the
target port. The value must be an alphanumeric string of no more than 256 characters
(the default value is blank).

Before you specify 1siscsistorageport such as in the examples below, you must:

1. Complete target discovery by using an IPv4 IP address of a target ISCSI controller through source

port ID 0:

detectiscsistorageportcandidate -targetip IP1 —srcportid 2

2. You would then specify session establishment by using addiscsistorageport for discovery output row
0 through I/0 group 1:

addiscsistorageport -iogrp 1 0

3. Specify 1siscsistorageport to view the output (no fgt_user_name or target_chap is required for
discovery or session establishment).

Specify rmiscsistorageport to remove a session.

A concise invocation example

Isiscsistorageport

The resulting output:
id src_port_id target_ipv4

0 4

target_ipv6  target_iscsiname controller_id controller_name
192.168.82.90 ign.1986-03.com.ibm:2145.temp.nodel 3 controller3

A detailed invocation example

Isiscsistorageport 0

The resulting output:

id 0

src_port_id 4
target ipv4 192.168.82.90

target_ipv6

target_iscsiname iqn.1986-03.com.ibm:2145.temp.nodel

controller_id 0
iogroup_list 1:1:-:-

status full
site_id
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site_name

node_id 17

node_name nodel

src_ipv4 192.168.82.80

src_ipvb

src_iscsiname iqn.1986-03.com.ibm:2145.iscsicluster.nodel
connected yes

node_id 20

node_name node2

src_ipv4 192.168.82.81

src_ipvb

src_iscsiname iqn.1986-03.com.ibm:2145.iscsicluster.node2
connected yes

node_id 16

node_name node3

src_ipv4 192.168.82.82

src_ipvb

src_iscsiname iqn.1986-03.com.ibm:2145.iscsicluster.node3
connected yes

node_id 18

node_name node4

src_ipv4 192.168.82.83

src_ipvb

src_iscsiname iqgn.1986-03.com.ibm:2145.iscsicluster.node4
connected yes

Isiscsistorageportcandidate

Use the 1siscsistorageportcandidate command to display a concise or detailed list of information about
the candidate Internet Small Computer Systems Interface (iSCSI) target controller iSCSI Qualified Name
(IQN) that is specified with the target IP from the specified initiator source ports.

Syntax

v

»»— Isiscsistorageportcandidate — |_
-nohdr —| I— -delim — delimiter —|

[
>

A\
A

I— -node node_id —| I— Isiscsistorageportcandidate-rowid —|
L e

node_name

Parameters

-nohdr
(Optional) By default, headings are displayed for each column of data in a concise style view, and for
each item of data in a detailed style view. The -nohdr parameter suppresses the display of these
headings.

Note: If no data is available to be displayed, headings are not displayed.

-node node_name | node_id
(Optional)

Specifies the ID or name of a node in the system. The value must be an alphanumeric string.

-delim delimiter
(Optional) By default in a concise view, all columns of data are space-separated. The width of each
column is set to the maximum width of each item of data. In a detailed view, each item of data has
its own row, and if the headers are displayed, the data is separated from the header by a space. The
-delim parameter overrides this behavior. Valid input for the -delim parameter is a 1-byte character.
If you enter -delim : on the command line, the colon character (:) separates all items of data in a
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concise view; for example, the spacing of columns does not occur. In a detailed view, the data is
separated from its header by the specified delimiter.

1siscsistorageportcandidate-rowid
(Optional) Specifies a row ID shown in the concise view to provide a detailed view of information
about discovered portal IPs.

Description

This command lists information about the last invocation of the detectiscsistorageportcandidate
command. This command can also display two types of lists:

* A concise list of information about the candidate iSCSI target controller IQNs that are visible at the
specified target IP from the specified initiator ports along with indication of which initiator ports can
see each discovered iSCSI target IQN.

* The detailed information about all the Target Controller Portal IPs discovered during the last
invocation of the detectiscsistorageportcandidate command.

This table provides the attribute values that can be displayed as output view data.

Table 30. Isiscsistorageportcandidate output

Attribute

Description

id

Indicates the row ID for the discovery output. Enter the
detectiscsistorageportcandidate command before you use the
Isiscsistorageportcandidate command. Display the concise view first to show one
row per IQN. Use a row ID from the concise view to specify the detailed view of the
1siscsistorageportcandidate Isiscsistorageportcandidate-rowid command. The detailed
view displays the list of discovered target IP addresses for the IQN.

src_port_id

Indicates the source port ID. The value is a number 1 - 8.

target_ipv4

Indicates the target IPv4 address.

target_ipv6

Indicates the target IPv6 address.

target_iscsiname

Indicates the (discovered) IQN that uses the target controller. The value is an
alphanumeric string that is 256 characters long.

iogroup_list

Indicates a colon-separated list of discovery result codes: The value must be an

alphanumeric string of up to 32 characters. This field cannot be blank. The values are 0

and I:

* 0 indicates that the I/O group is available in the system, but discovery is either not
triggered through the I/O group or discovery through the I/O group fails.

* 1 indicates that the I/O group is present and discovery is successful through the I/O
group.

Note: The value - (dash) indicates that the I/O group is not valid or is not present in

the system.

status

Indicates whether discovery was successful. The status is one of the following values:
e full
* partial

® none

configured

Indicates whether the discovered target IQN has any established sessions with source
ports or target ports. The values are yes and no (default).

site_id

Indicates the site ID (if the nodes that are being discovered belong to a site). This
attribute applies to stretched and HyperSwap systems.

site_name

Indicates the site name (if the nodes that are being discovered belong to a site). This
attribute applies to stretched and HyperSwap systems.
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A concise invocation example

First, you must specify target discovery by using an IPv4 IP address for a target ISCSI controller through
the source port ID 1. No tgt_user_name or target_chap value is required.

detectiscsistorageportcandidate —srcportid 1 -targetip 10.10.10.1

To view the output, specify the following command:
Isiscsistorageportcandidate

The following concise resulting output is displayed:

id src_port_id target_ipv4 target_ipv6 target_iscsiname iogroup_list configured status site_id site_name
0 1 10.10.10.1 IQN1 1:1:1:1 no Full

A concise invocation example

This example shows target discovery by using an IPv4 IP address for a target ISCSI controller through
I/0 group 0 and source port ID 0:

detectiscsistorageportcandidate -iogrp O —srcportid 1 -targetip IP2 -username superuser —chapsecret password?2
A tgt_user_name and target_chap value are used. This system has only two 1/O groups, 0 and 3.

To view the output, specify the following command:
Isiscsistorageportcandidate

The following concise resulting output is displayed:
id src_port_id target_ipv4 target_ipv6 target_iscsiname iogroup_list configured status site_id site_name

0 1 1P2 IQN1 1:-:-:0 no Full
1 1 1P2 IQN2 1:-:-:0 no Full
2 1 1P2 IQN3 1:-:-:0 no Full

A detailed invocation example

First, you must specify target discovery by using an IPv4 IP address for a target ISCSI controller through
the source port ID 1 and a target IP address.

detectiscsistorageportcandidate —srcportid 1 -targetip 10.10.10.1

The concise view has one row per IQN as shown in the first concise view example. Each row ID from the
concise view identifies an iSCSI qualified name (IQN). To view detailed information for the IQN, specify
the row 1D (id):

1siscsistorageportcandidate 0

The resulting output lists details of the discovered portal IP addresses for the IQN:

SendTargets Portal IPs
10.10.10.1

10.10.10.2
fe:65::00:01
fe:65::00:02

1siogrp

Use the 1siogrp command to display a concise list or a detailed view of input/output (I/O) groups
visible to the system.

The list report style can be used to obtain the following two styles of report:
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A list that contains concise information about all the I/O groups that are visible to the system. Each
entry in the list corresponds to a single I/O group.

* The detailed information about a single I/O group.

Syntax

»»— Isiogrp — —

I— -filtervalue — attribute=value —| I— -nohdr —|

\/

I— -delim — delimiter —| I— -filtervalue? —| I— -bytes —| i: object_id i‘

object_name

Parameters

-filtervalue attribute=value
(Optional) Specifies a list of one or more filters. Only objects with a value that matches the filter
attribute value are returned. If a capacity is specified, the units must also be included.

Note: Some filters allow the use of a wildcard when you enter the command. The following rules
apply to the use of wildcard characters when you use the CLI:

The wildcard character is an asterisk (*), which must be the first or last character in the string.

The command can contain a maximum of one wildcard.

"

When you use a wildcard, enclose the filter entry within double quotation marks ("), as follows:

— Tsiogrp -filtervalue "name=md=*"

-nohdr
(Optional) By default, headings are displayed for each column of data in a concise style view, and for
each item of data in a detailed style view. The -nohdr parameter suppresses the display of these
headings.

-delim delimiter
(Optional) By default in a concise view, all columns of data are space-separated. The width of each
column is set to the maximum width of each item of data. In a detailed view, each item of data has
its own row, and if the headers are displayed the data is separated from the header by a space. The

-delim parameter overrides this behavior. Valid input for the -delim parameter is a 1-byte character.

If you enter -delim : on the command line, the colon character (:) separates all items of data in a
concise view; for example, the spacing of columns does not occur. In a detailed view, the data is
separated from its header by the specified delimiter.

-filtervalue?
(Optional) Displays the valid filter attributes for the 1siogrp command:

HWS_name

HWS unique_id
node_count
name

id

host_count

-bytes
(Optional) Displays all capacities as bytes.

object_id | object_name
(Optional) Specifies the name or ID of an object. When you use this parameter, the detailed view of
the specific object is returned and any value that is specified by the -filtervalue parameter is
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ignored. If you do not specify the object_id | object_name parameter, the concise view of all objects
that match the filtering requirements that are specified by the -filtervalue parameter are displayed.

Description
This command returns a concise list or a detailed view of I/O groups visible to the system.

You can display the following information for this command:
id Indicates the ID of the I/O group.
name Indicates the name of the I/O group.

node_count
Indicates the number of nodes in the I/O group.

vdisk_count
Indicates the number of volumes in the I/O group.

host_count
Indicates the number of hosts in the I/O group.

flash_copy_total_memory
Indicates the total amount of memory that is allocated to FlashCopy.

flash_copy_free_memory
Indicates the total amount of memory that is allocated to FlashCopy, but unused.

remote_copy_total_memory
Indicates the total amount of memory that is allocated to Remote Copy, but unused. Remote copy
includes Metro Mirror, Global Mirror, and HyperSwap.

remote_copy_free_memory
Indicates the total amount of memory that is allocated to Remote Copy, but unused. Remote copy
includes Metro Mirror, Global Mirror, and HyperSwap.

mirroring_total_memory
Indicates the total amount of memory that is allocated to mirroring.

raid_total_memory
Indicates the total amount of memory that is allocated to RAID.

raid_free_memory
Indicates the total amount of memory that is allocated to RAID, but is unused.

maintenance
Indicates whether the I/O group is in maintenance mode. The values are:
¢ yes
* no

compression_active
Indicates whether Real-time compression is used in the selected I/O group.

accessible_vdisk_count
The number of accessible volumes in this I/O group.

compression_supported
Indicates whether the I/O group supports Real-time compression or data reduction compression.

max_enclosures
Indicates the maximum number of enclosures that are supported by this I/O group.

encryption_supported
Indicates whether the I/O group supports encryption for attached drives. The possible values are:
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> yes
* no
flash_copy_maximum_memory
Identifies the maximum memory that can be set for the specified I/O group. The value must be a
numeric string in the range 552 MB - 2048 MB.
site_id
Identifies the site ID for the I/O group. The possible values are:
e 1
. 2
site_name
Identifies the site name for the I/O group. The value must be an alphanumeric string or blank.

compression_total_memory
Indicates the total amount of memory that is allocated for Real-time compression per node in the
specified I/O group.

fctargetportmode
Indicates the current N_Port ID Virtualization (NPIV) status in the specified I/O group. The
values are:

* disabled

* transitional

* enabled

* changing disabled to transitional
* changing_transitional_to_disabled
* changing_enabled_to_transitional
* changing transitional to enabled

deduplication_supported

Indicates whether this I/O group supports data deduplication. The value that is displayed is
either yes or no.

Note: An I/O group indicates that data deduplication is supported if the nodes in the I/O group
have 32 GB of memory (or greater) installed. The existence of Real-time compression volumes in
the I/O group does not influence whether data deduplication is shown as supported.

deduplication_active
Indicates whether data deduplication is in use in the I/O group. The value that is displayed is
either yes or no.

A concise invocation example
1siogrp -delim :

The resulting output:

id:name:node_count:vdisk_count:host_count:site_id:site_name
:i0_grp0:1:0:0:1:chelseal

:i0_grpl:0:0:0:2:chelsea2

:i0_grp2:0:0:0:3:chelseal

:i0_grp3:0:0:0:4:chelseal
:recovery_io_grp:0:0:0:5:chelseal

PN O

A detailed invocation example
Isiogrp -delim : O

The detailed output:
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id:0

name:io_grp0

node_count:1

vdisk_count:51

host_count:0
flash_copy_total_memory:3.0MB
flash_copy_free_memory:1.0MB
remote_copy total_memory:6.5MB
remote_copy_free_memory:2.8MB
mirroring_total _memory:1.0MB
mirroring_free_memory:0.3MB
raid_total_memory:2MB
raid_free_memory:25.0MB
maintenance: no
compression_active:yes
accessible_vdisk_count:10
compression_supported:yes
max_enclosures:21
encryption_supported:yes
flash_copy_maximum_memory:2048.0MB
site_id:2

site_name:chelsea2
compression_total_memory:35128.0MB
fctargetportnode:disabled
dedupTication_supported: yes
deduplication_active: no

Ishbaportcandidate (Deprecated)

The T1shbaportcandidate command is deprecated. Use either the 1sfcportcandidate or
1ssasportcandidate command instead.

Isiogrphost
Use the 1siogrphost command to display a list of the hosts mapped to a specified 1/O group.

Syntax

»»— Isiogrphost — iogrp_id <
I— -nohdr —| I— -delim — delimiter —| I— iogrp_name —|

Parameters

-nohdr
(Optional) By default, headings are displayed for each column of data in a concise style view, and for
each item of data in a detailed style view. The -nohdr parameter suppresses the display of these
headings.

Note: If there is no data to be displayed, headings are not displayed.

-delim delimiter
(Optional) By default in a concise view, all columns of data are space-separated. The width of each
column is set to the maximum width of each item of data. In a detailed view, each item of data has
its own row, and if the headers are displayed, the data is separated from the header by a space. The
-delim parameter overrides this behavior. Valid input for the -delim parameter is a 1-byte character.
If you enter -delim : on the command line, the colon character (:) separates all items of data in a
concise view; for example, the spacing of columns does not occur. In a detailed view, the data is
separated from its header by the specified delimiter.

iogrp_id | iogrp_name
(Required) The ID or name of the I/O group for which a list of all mapped hosts is required.
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Description
The Tsiogrphost command displays a list of hosts that are mapped to a specified 1/O group.

An invocation example
1siogrphost -delim : 0

The resulting output:

id:name
0:hostzero
1:hostone

Isiogrpcandidate

Use the 1siogrpcandidate command to list the I/O groups that can have nodes added to them.

Syntax

»»— JIsiogrpcandidate — ><
|— -nohdr J |— -deTlim — delimiter J

Parameters

-nohdr
(Optional) By default, headings are displayed for each column of data in a concise style view, and for
each item of data in a detailed style view. The -nohdr parameter suppresses the display of these
headings.

Note: If there is no data to be displayed, headings are not displayed.

-delim delimiter
(Optional) By default in a concise view, all columns of data are space-separated. The width of each
column is set to the maximum width of each item of data. In a detailed view, each item of data has
its own row, and if the headers are displayed, the data is separated from the header by a space. The
-delim parameter overrides this behavior. Valid input for the -delim parameter is a 1-byte character.
If you enter -delim : on the command line, the colon character (:) separates all items of data in a
concise view; for example, the spacing of columns does not occur. In a detailed view, the data is
separated from its header by the specified delimiter.

Description

The Tsiogroupcandidate command displays a list of I/O groups to which nodes can be added. Only the
I/0 group IDs are displayed.

An invocation example
Isiogrpcandidate

The resulting output:
id

WO
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Isiostatsdumps (Deprecated)

Attention: The 1siostatsdumps command is deprecated. Use the 1sdumps command to display a list of
files in a particular dumps directory.

Isiotracedumps (Deprecated)

Attention: The 1siotracedumps command is deprecated. Use the 1sdumps command to display a list of
files in a particular dumps directory.

Isnode (SVC) / Isnodecanister (Storwize family products)

Use the 1snode/ 1snodecanister command to return a concise list or a detailed view of nodes or node
canisters that are part of the clustered system (system).

The list report style can be used to obtain two styles of report:

* A list containing concise information about all the nodes or node canister on a system. Each entry in
the list corresponds to a single node or node canister.

* The detailed information about a single node or node canister.
Syntax

»— Tsnode — | Tsnodecanister — >
I— -filtervalue — attribute=value —| I— -nohdr —|

|— -filtervalue? J i: object_id ﬂ
object_name

|— -delim — delimiter J

Parameters

-filtervalue attribute=value
(Optional) Specifies a list of one or more filters. Only objects with a value that matches the filter
attribute value are returned. If a capacity is specified, the units must also be included.

Note: Some filters allow the use of a wildcard when you enter the command. The following rules
apply to the use of wildcards with the Command-Line Interface (CLI):

* The wildcard character is an asterisk (¥).
* The command can contain a maximum of one wildcard.
* When you use a wildcard, you must enclose the filter entry within double quotation marks (""):
Tsnode -filtervalue "name=md="
-filtervalue?

Displays a list of valid filter attributes for the -filtervalueattribute=value parameter. The valid filters
for the 1snode command are:

e canister_id

* config_node/config_nodecanister
* enclosure_id

¢ enclosure_serial number

* hardware

e id

* iscsi_alias

¢ IO_group_name
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* 10_group_id
* name

* panel_name
e status

* site_id

-nohdr
(Optional) By default, headings are displayed for each column of data in a concise style view, and for
each item of data in a detailed style view. The -nohdr parameter suppresses the display of these
headings.

Note: If there is no data to be displayed, headings are not displayed.

-delim delimiter
(Optional) By default in a concise view, all columns of data are space-separated. The width of each
column is set to the maximum width of each item of data. In a detailed view, each item of data has
its own row, and if the headers are displayed the data is separated from the header by a space. The
-delim parameter overrides this behavior. Valid input for the -delim parameter is a 1-byte character.
If you enter -delim : on the command line, the colon character (:) separates all items of data in a
concise view; for example, the spacing of columns does not occur. In a detailed view, the data is
separated from its header by the specified delimiter.

object_id | object name
(Optional) Specifies the object ID or name. When you use this parameter, the detailed view of the
specific object is returned and any value that is specified by the -filtervalue parameter is ignored. If
you do not specify the object_id | object_name parameter, the concise view of all objects that match the
filtering requirements that are specified by the -filtervalue parameter are displayed.

Description

This command returns a concise list or a detailed view of nodes or node canisters that are part of the
system. [Table 31| provides the possible values that are applicable to the attributes that are displayed as
data in the output views.

Table 31. Isnode or Isnodecanister attribute values

Attribute Value

status Indicates the status. The values are:
* offline

* service

* flushing

* pending

* online

* adding

* deleting

* spare

* online_spare

config_node Indicates if the node is a configuration node. The values are:
* yes
* no

I0_group_id Indicates the I/O group of the node.

Note: A node that is considered a spare node does not use an I/O group ID for a
node (spare or offline) that has been replaced by an online spare node.
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Table 31. Isnode or Isnodecanister attribute values (continued)

Attribute

Value

I0_group_name

Indicates the name of the I/O group in the node.
Note: A node that is considered a spare node does not use an I/O group name for a
node (spare or offline) that has been replaced by an online spare node.

port_status

Indicates whether the node is a configuration node. The values are:
* active

e inactive

* not_installed

hardware

Indicates the hardware type (for example, DH8).

UPS_serial_number

Indicates the serial number of the UPS.

UPS_unique_id

Indicates the unique ID of the UPS.

panel_name

Indicates the unique identifier for the node.

enclosure_id

Blank. This field is blank for a node-based system.

canister_id

Blank. This field is blank for a node-based system.

enclosure_serial_number

Blank. This field is blank for a node-based system.

service_IP_mode

Indicates the current mode of the service IPv4
* Empty if IPv4 is not active
* The values are:
— static (if the service IP is set by the user)
— dhcp (if the service IP is set successfully by using DHCP server)

— dhcpfallback (if the service IP is set to a default value after a DHCP server
request failed)

service_IP_mode_6

Indicates the current mode of the service IPv6
* Empty if IPv6 is not active

* Either static (if the service IP is set by the user) or dhcp (if the service IP set
successfully by using DHCP server).

site_id

Indicates the site node value.

site_name

Indicates the site name.

identify_LED

Indicates the node or node canister state - on, off, or blank.

product_mtm

Indicates the product machine type.

code_level

Indicates the current level of machine code that is running on the node. on, off, or
blank.

serial_number

Indicates the current serial number for the node.

machine_signature

Indicates the current machine signature for the node.

update_complete

Indicates whether the node completes its update. The value is yes or no.

spare

Indicates whether the node is a spare. The value is yes or no.

failover_source

Indicates the node ID for a node that fails over to a specified node. This value is
always blank if the node status is not onTine_spare.

protected_nodes

Indicates the nodes that might fail over to a specified node. The value is blank unless
the node status is spare.
Remember: This value does not indicate whether there is source node redundancy.
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The first four Fibre Channel (FC) input/output (I/O) ports display the worldwide port name (WWPN),
state, and speed. If there are less than four FC I/O ports, the fields display with a WWPN of
0000000000000000, port_status of inactive, and port_speed of N/A. To examine the FC ports, use the
1sportfc command.

A node in the spare state displays a blank value for:
* 10_group_id

* IO_group_name

* partner_node_id

* partner_node_name.

A node with an online_spare state has a valid 10_group_id and I0_group_name, and might also have a
valid partner_node_id and partner_node_name. The I0_group_id and I0_group_name values are blank
when the node is in spare state.

Remember: Nodes that are in spare state or onTine_spare state must have a valid and unique node ID.

A concise invocation example for SAN Volume Controller
1snode

The concise resulting output:

id name UPS_serial_number WWNN status I0_group_id IO _group_name config_node UPS_unique_id hardware
1 nodel 500507680C000128 online 0 io_grp0 yes Sv1
2 node2 500507680C000130 online 0 io_grp0 no SVl
3 node3 500507680C000138 online 1 io_grpl no Sv1
4 node4d 500507680C000140 online 1 io_grpl no SVl
5 nodeb 500507680C000148 online 2 io_grp2 no Sv1
6 nodeb 500507680C000180 online 2 io_grp2 no Sv1
7 node7 500507680100A283 online 3 io_grp3 no Svl
8 node8 500507680100A284 online 3 io_grp3 no Sv1

A concise invocation example for SAN Volume Controller
1snode -delim ,

The concise resulting output:

iscsi_name

ign.
ign.
ign.
ign.
ign.
ign.
ign.
ign.

1986-03
1986-03
1986-03
1986-03
1986-03
1986-03
1986-03
1986-03

id,name,UPS_serial_number,WWNN,status,I0_group_id,I0_group_name,config_node,UPS_unique_id,hardware,iscsi_name,iscsi_alias,p
1,n0del14120,UPS_Fake_SN,5005076801005D00,0n1ine,0,i0_grp0,yes,1000000000005D00,DH8,iqn.1986-03.com.ibm:2145.mycluster.node

A concise invocation example for Storwize Family products
1snodecanister -delim ,

The concise resulting output:

id,name,UPS_serial_number,WWNN,status,I0_group_id,I0_group_name,config_node,UPS_unique_id,hardware,iscsi_name,iscsi_alias,p
1,n0del14120,UPS_Fake_ SN,5005076801005D00,0n1ine,0,i0_grp0,yes,1000000000005D00,DH8,ign.1986-03.com.ibm:2145.mycTuster.node

A detailed invocation examplefor SAN Volume Controller
Isnode -delim , 1

The resulting output:

id,1

name,hlcn114289
UPS_serial_number,10004BC018
WWNN, 5005076801002978
status,online

10_group_id,0
I0_group_name,io_grp0
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partner_node_id,?2
partner_node_name,h1cn114253
config_node,no
UPS_unique_id,20400001124C0048
port_id,5005076801402978
port_status,active
port_speed, 4Gb
port_id,5005076801302978
port_status,active
port_speed,4Gb
port_id,5005076801102978
port_status,active
port_speed, 4Gb
port_id,5005076801202978
port_status,active
port_speed, 4Gb

hardware,DH8
iscsi_name,ign.1986-03.com.ibm:2145.1dcTuster-19.h1cn114289
iscsi_alias,

failover_active,no
failover_name,hlcnl14253
failover_iscsi_name,iqn.1986-03.com.ibm:2145.1dcTuster-19.h1cn114253
failover_iscsi_alias,

panel_name, 114289

enclosure_id,

canister_id,
enclosure_serial_number,
service_IP_address,9.180.29.52
service gateway,9.180.28.1
service_subnet_mask,255.255.254.0
service_IP_address_6,
service_gateway 6,
service_prefix_6,

service_IP mode,dhcp
service_IP_mode_6

site_id,1

site_name,DataCenterA

identify_LED,on

product_mtm,2145-DH8

code_level,7.4.0.0 (build 99.1.1406102000)
serial_number,78G0123
machine_signature,0123-4567-89AB-CDEF
spare,yes

failover_source

protected nodes 1,2

A detailed invocation example for Storwize Family products
Isnodecanister -delim , 1

The resulting output:

id,1

name,hlcn114289
UPS_serial_number,10004BC018
WWNN,5005076801002978
status,online

I0_group_id,0
I0_group_name,io_grp0
partner_nodecanister_id,2
partner_nodecanister_name,h1cnl114253
config_nodecanister,no
UPS_unique_id,20400001124C0048
port_id,5005076801402978
port_status,active
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port_speed,4Gb
port_id,5005076801302978
port_status,active

port_speed,4Gb
port_id,5005076801102978
port_status,active

port_speed, 4Gb
port_id,5005076801202978
port_status,active

port_speed,4Gb

hardware,DH8
iscsi_name,iqn.1986-03.com.ibm:2145.Tdcluster-19.h1cn114289
iscsi_alias,

failover_active,no
failover_name,hlcnl14253
failover_iscsi_name,iqn.1986-03.com.ibm:2145.T1dcluster-19.h1cn114253
failover_ iscsi_alias,

panel_name, 114289

enclosure_id,

canister_id,

enclosure_serial_number,
service_IP_address,9.180.29.52
service_gateway,9.180.28.1
service_subnet mask,255.255.254.0
service_IP_address_6,
service_gateway 6,

service_prefix_6,
service_IP_mode,dhcp

service_IP_mode,

identify_LED,on

site_id,l1

site_name,DataCenterA

identify_LED

product_mtm 2145-DH8
code_level,7.4.0.0 (build 99.1.1406102000)
serial_number 78G0123
machine_signature 0123-4567-89AB-CDEF
spare,yes

failover_source

protected_nodes 1,2

Isnodebattery

Use the 1snodebattery command to display information about the batteries in a node. This command
applies to SAN Volume Controller 2145-DHS8 systems.

Syntax

»»>—1snodebattery— >
L— -delim — delimiter —J L— -nohdr —J |-——ba’c‘ce\r‘y——batzter‘y_id—-|

| 2

Y
A

I—node—|

Parameters

-nohdr
(Optional) By default, headings are displayed for each column of data in a concise style view, and for
each item of data in a detailed style view. The -nohdr parameter suppresses the display of these
headings.

Note: If there is no data to be displayed, headings are not displayed.
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-delim delimiter

(Optional) By default in a concise view, all columns of data are space-separated. The width of each

column is set to the maximum width of each item of data. In a detailed view, each item of data has
its own row, and if the headers are displayed, the data is separated from the header by a space. The
-delim parameter overrides this behavior. Valid input for the -delim parameter is a 1-byte character.

If you enter -delim :

on the command line, the colon character (:) separates all items of data in a

concise view; for example, the spacing of columns does not occur. In a detailed view, the data is
separated from its header by the specified delimiter.

-battery battery id

(Optional) Specifies the battery ID. If you specify this parameter, you must also specify node.

node

(Optional) Specifies the node ID or name.

Description

The command displays information about the batteries in a node. The concise view displays a line for

each battery slot in all nodes.

able 32| provides the possible values that are applicable to the attributes that are displayed as data in the

output views.

Table 32. Isnodebattery attribute values

Attribute

Value

node_id

Identifies the node that contains the battery.

node_name

Identifies the node that contains the battery.

battery_id

Identifies the battery in the node.

status

Identifies the status of the battery:

* online if the battery is present and working as usual (which includes a battery
calibration).

* degraded indicates that the battery is present but not working as usual (it has
an error logged against it).

* offline indicates that the battery cannot be detected or is failed (a node error
indicating it is missing or failed is logged against the battery).
Remember: If the status is off1ine, all other fields display the most recent
battery data. If no data was shown, all fields remain blank.

charging_status

Identifies the charging state of the battery:

* charged indicates that the battery is fully charged.

* charging indicates that the battery is charging.

 discharging indicates that the battery is losing voltage (life) and it is
recalibrating the gas gauge after the battery recharges.

* idle indicates that the battery is not charging and it is not discharging, but it is
not fully charged.

* reconditioning indicates that the battery is reconditioning itself by discharging
and after recharging.

Important: Reconditioning occurs approximately every three months (on
redundant systems) and can take from 12 - 48 hours.

recondition_needed

Identifies that the battery needs to be reconditioned or it must start
reconditioning soon. A recalibration is required because the reported values from
the gas gauge are not trusted. The values are yes and no.

node_percentage_charge

Identifies the battery's percentage charged to determine if it can support the
node.
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Table 32. Isnodebattery attribute values (continued)

Attribute Value
end_of_life_warning Identifies the battery's end of life (with a warning noise). The values are yes and
no.

Important: Replace the battery.

present Identifies a battery is present. The values are yes and no.

redundant Identifies if it is safe to remove the battery. The values are yes and no.

remaining_charge_capacity_mAh | Identifies the remaining capacity of the battery (when the battery recharges) in
milliamps hours (mAh).

full_charge_capacity_mAh Identifies the fully charged capacity of the battery in mAh.

FRU_part_number Identifies the FRU part number of the battery. The value contains seven
alphanumeric characters.

FRU_identity Identifies the 11S number (combining the manufacturing part number and the
serial number). The value contains 22 alphanumeric characters.

compatibility_level Identifies the battery driver software must support the current software level to
operate with this battery (this comes from the battery vital product data or VPD).

last_recondition_timestamp Indicates a system timestamp for the last successful recalibration of the gas
gauge. The format is YYMMDDHHMMSS, where:

* YY indicates year.

* The first MM indicates month.

* DD indicates day.

* HH indicates hour.

* The second MM indicates minute.
* SS indicates second.

powered_on_hours Indicates the number of hours the battery is in a powered node.

cycle_count Identifies the number of charge or discharge cycles the battery performs.

error_sequence_number Identifies the error log number of the highest priority error. This field is generally
blank, but if the status is degraded or offline an error sequence number is
displayed.

A concise invocation example

If battery 2 in node 1 is not installed:
1snodebattery

The resulting output:

node_id node_name battery id status charging_status recondition_needed node_percentage charge end_of_life_warning

1 nodel 1 online charged no 50 no
1 nodel 2 offline

2 node2 1 online charged no 50 no
2 node2 2 online reconditioning yes 50

A concise invocation example

If battery 2 in node 1 is failing to charge:
1snodebattery

The resulting output:
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node_id node_name battery_id status charging_status recondition_needed node_percentage charge end_of_life_warning

1 nodel 1 online charged no 50 no
1 nodel 2 offline idle no 50 no
2 node2 1 online charged no 100 no
2 node2 2 online charged no 100

A concise invocation example

If battery 2 in node 1 is removed (last known status is presented):
Isnodebattery

The resulting output:

node_id node_name battery_id status charging_status recondition_needed node_percentage_charge end_of_life_warning

1 nodel 1 online charged no 50 no
1 nodel 2 offline charged no 50 no
2 node2 1 online charged no 50 no
2 node2 2 online reconditioning yes 50

A detailed invocation example
1snodebattery -battery 2 2

The resulting output:

node_id 2

node_name node2

battery id 2

status online

charging_status reconditioning
present yes

redundant yes

recondition_needed yes
remaining_charge_capacity_mAh 1600
full_charge_capacity_mAh 1950
end_of_life_warning no
FRU_part_number FRU0001
FRU_identity 11SYM30BG123456MANOOO1
compatability Tlevel 5
last_recondition_timestamp 0
powered_on_hours 12345

cycle count 2
node_percentage_charge 50
error_sequence_number

Isnodecandidate (SAN Volume Controller)

Use the 1snodecandidate command to list all of the nodes that are available to add to the clustered
system.

Syntax

»»— Tsnodecandidate — »<
I— -nohdr —| I— -delim — delimiter —| I— -svceconfig —|

Parameters

-nohdr
(Optional) By default, headings are displayed for each column of data in a concise style view, and for
each item of data in a detailed style view. The -nohdr parameter suppresses the display of these
headings.

Note: If there is no data to be displayed, headings are not displayed.
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-delim delimiter
(Optional) By default in a concise view, all columns of data are space-separated. The width of each
column is set to the maximum width of each item of data. In a detailed view, each item of data has
its own row, and if the headers are displayed, the data is separated from the header by a space. The
-delim parameter overrides this behavior. Valid input for the -delim parameter is a 1-byte character.
If you enter -delim : on the command line, the colon character (:) separates all items of data in a
concise view; for example, the spacing of columns does not occur. In a detailed view, the data is
separated from its header by the specified delimiter.

-svcconfig
(Optional) Lists all nodes in the enclosure that are in a candidate state.

Description

Note: The 1snodecandidate command is a SAN Volume Controller command. For Storwize V7000, use
the 1scontrolenclosurecandidate command.

This command displays a list of nodes that are available to add to the clustered system. This list includes
nodes that are not already part of a clustered system, but are compatible with the clustered system code
level. Nodes with hardware types that are incompatible with the installed code are not listed.

The following table describes the possible outputs:

Table 33. Isnodecandidate outputs

Attribute Description

panel_name Unique identifier for the node.

UPS_serial_number The serial number of the UPS.

UPS_unique_id The unique ID of UPS.

hardware Describes the type of nodes.

serial_number Indicates the current serial number for the node (7 characters).

product_mtm Indicates the current product machine type for the node (8 characters with the
hyphen).

machine_signature Indicates the current machine signature for the node (16-character hexadecimal
string with hyphens).

An invocation example

Isnodecandidate -delim :

The resulting output:

id: panel_name:UPS_serial_number:UPS_unique_id:hardware:serial_number:product_mtm:machine_signature
1:146355:10L3ASH:202381001C0D18D8:8G4:78G0123:2145-DH8:0123-4567-89AB-CDEF

An invocation example
1snodecandidate

The resulting output:

id panel_name UPS_serial_number UPS_unique_id hardware serial_number product_mtm machine_signature
500507680C00003C KQ8FP4W 500507680C00003C DH8 KQ8FP4W 9846-AC1 68CB-157E-45C4-02A1

Isnodedependentvdisks (Deprecated)

Attention: The 1snodedependentvdisks command is deprecated. Use the 1sdependentvdisks command
instead.
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Isnodehw (SVC) / Isnodecanisterhw (Storwize family products)

Use the 1snodehw / 1snodecanisterhw command to display the configured and actual hardware
configuration of nodes in the clustered system.

Syntax

»»— Tsnodehw — | 1snodecanisterhw — object id —_|—><
|— -nohdr J |— -delim — delimiter J |— object:name

Parameters

-nohdr
(Optional) By default, headings are displayed for each column of data in a concise style view, and for
each item of data in a detailed style view. The -nohdr parameter suppresses the display of these
headings.

Note: If there is no data to be displayed, headings are not displayed.

-delim delimiter
(Optional) By default in a concise view, all columns of data are space-separated. The width of each
column is set to the maximum width of each item of data. In a detailed view, each item of data has
its own row, and if the headers are displayed the data is separated from the header by a space. The
-delim parameter overrides this behavior. Valid input for the -delim parameter is a 1-byte character.
If you enter -delim : on the command line, the colon character (:) separates all items of data in a
concise view; for example, the spacing of columns does not occur. In a detailed view, the data is
separated from its header by the specified delimiter.

object_id | object_name
(Required) Specifies the object name or ID.
Description
provides the possible values that are applicable to the attributes that are displayed as data in the
output views.

Table 34. Attribute values for Isnodehw and Isnodecanisterhw

Attribute Value

id Indicates the node or node canister unique ID.

name Indicates the node or node canister name.

status Indicates the node or node canister status.

10_group_id Indicates the input/output (I/O) group ID.

I0_group_name Indicates the I/O group name.

hardware Indicates the hardware model, such as DH8.

actual_different Indicates whether the node or node canisterhardware is different from the configured
hardware.

actual_valid Indicates whether the node or node canisterhardware is valid.

memory_configured Indicates the configured amount of memory (in GB).

memory_actual Indicates the currently installed amount of memory (in GB).

memory_valid Indicates whether the actual memory is a valid configuration.

cpu_count Indicates the maximum number of CPUs for the node.

cpu_socket Indicates the ID of socket the CPU fields refer to.
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Table 34. Attribute values for Isnodehw and Isnodecanisterhw (continued)

Attribute

Value

cpu_configured

Indicates the configured CPU for this socket.

cpu_actual

Indicates the currently installed CPU in this socket.

cpu_valid

Indicates whether the currently installed CPU is a valid configuration.

adapter_count

Indicates the maximum number of adapters for the node (differs by node type).

adapter_location

Indicates the location of this adapter.

adapter_configured

Indicates the configured adapter for this location.

adapter_actual

Indicates the currently installed adapter for this location.

adapter_valid

Indicates whether the adapter in this location is valid.

ports_different

Indicates whether the current hardware is able to provide more I/O ports? The
values are yes and no.

An invocation example for SAN Volume Controller

1snodehw -delim , 1

The resulting output:
id,1

name,hlcn114289
status,online
I0_group_id,0
I0_group_name,io_grp0
hardware,DH8
actual_different,yes
actual_valid,no
memory_configured,8
memory_actual,8
memory_valid,yes
cpu_count,?
cpu_socket,1

cpu_configured,4 core Intel(R) Xeon(R) CPU E3110 @ 3.0GHz
cpu_actual,4 core Intel(R) Xeon(R) CPU E3110 @ 3.0GHz

cpu_valid,yes
cpu_socket,?
cpu_configured,none
cpu_actual,none
cpu_valid,yes
adapter_count,4
adapter_location,0

adapter_configured,1Gb/s Ethernet adapter
adapter_actual,1Gb/s Ethernet adapter

adapter_valid,yes
adapter_location,0

adapter_configured,1Gb/s Ethernet adapter
adapter_actual,1Gb/s Ethernet adapter

adapter_valid,yes
adapter_location,1

adapter_configured,Four port 8Gb/s FC adapter card
adapter_actual,Four port 8Gb/s FC adapter card

adapter_valid,yes
adapter_location,2
adapter_configured,none

adapter_actual,Four port 8Gb/s FC adapter card

adapter_valid,no
ports_different yes
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An invocation example for Storwize V7000

1snodecanisterhw -delim , 1

The resulting output
id,1

name,h1cnl114289
status,online
I0_group_id,0
10_group_name,io_grp0
hardware, 112

Isnodestats (SVC) / Isnodecanisterstats (Storwize family products)

Use the 1snodestats / 1snodecanisterstats command to display the most recent values of statistics for
all nodes or node canisters, and display all statistics for a particular node or node canister. Additionally,
You can use this command to display a history of values for a given subset of available statistics.

Syntax

v

Isnodestats _|

1snodecanisterstats I— -delim — delimiter —|

v

I— -filtervalue — attribute=value —| I— -filtervalue? —|

> »<

LI: -history — stat_list —|—|: node_or_nodecanister_id jJ
node_or_nodecanister_name

Parameters

-delim delimiter
(Optional) By default in a concise view, all columns of data are space-separated. The width of each
column is set to the maximum width of each item of data. In a detailed view, each item of data has
its own row, and if the headers are displayed, the data is separated from the header by a space. The
-delim parameter overrides this behavior. Valid input for the -delim parameter is a 1-byte character.
If you enter -delim : on the command line, the colon character (:) separates all items of data in a
concise view. (For example, the spacing of columns does not occur.) In a detailed view, the data is
separated from its header by the specified delimiter.

-filtervalue attribute=value
(Optional) Specifies a list of one or more filters. Only objects with a value that matches the filter
attribute value are displayed.

Note: Some filters allow the use of a wildcard when you enter the command. The following rules
apply to the use of wildcards:

* The wildcard character is the asterisk (*).
* The command can contain a maximum of one wildcard.
* When you use a wildcard, enclose the filter entry within double quotation marks ("):
Isenclosurestats -filtervalue stat name=temp_f
-filtervalue?
(Optional) Displays the valid filter attributes for the -filtervalue attribute=value parameter:
* node_id

* node_name
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¢ stat_name

-history stat list
(Optional) Provides a table of statistical values for the specified node. The stat_list is a
colon-delimited list of one or more statistical values. A table is generated for each entry in the
stat_list.

Remember: If -history is specified, a node ID or name must be specified as well.
node_or nodecanister_id | node or_nodecanister_name
(Optional) Identifies the node or node canister for which you want to request statistics.

Description

This command returns a concise list or a detailed view of nodes or node canisters that are part of the
clustered system. [Table 35| provides the possible values that are applicable to the attributes that are
displayed as data in the output views.

Table 35. Attribute values for Isnodestats or Isnodecanister

Attribute Value

node_id The ID of the node or node canister.

node_name The name of the node or node canister.

stat_current The current value of the statistic field.

stat_list The system history of the reported statistics. The list of statistics can contain multiple
items that are separated by colons.

stat_name The name of the statistic field. See [Table 36 on page 236| for descriptions of available
statistics.

stat_peak The peak value of the statistic field in the last 5 minutes.

stat_peak_time The time that the peak occurred.

sample_time The time of the sample occurrence.

stat_value The statistical value at the epoch interval.

Remember: Filtering is supported on the stat_name field by using the concise view.

An invocation example
Isnodestats

The resulting output:

node_id node_name stat_name stat_current stat_peak stat_peak_time
1 nodel cpu_pc 5 9 111123105330
1 nodel fc_mb 218 238 111123105440
1 nodel fc_io 1122 1501 111123105435
1 nodel sas_mb 282 402 111123105335
1 nodel sas_io 3129 4427 111123165335
1 nodel iscsi_mb 0 0 111123105825
1 nodel iscsi_io 0 0 111123105825
1 nodel write_cache _pc 0 0 111123105825
1 nodel total_cache_pc 0 0 111123105825
1 nodel vdisk_mb 218 238 111123105440
1 nodel vdisk_io 1076 1452 1111231605435
1 nodel vdisk_ms 52 60 111123105605
1 nodel mdisk_mb 218 238 111123105435
1 nodel mdisk_io 1874 2386 111123165435
1 nodel mdisk_ms 15 33 111123105605
1 nodel drive_mb 281 401 111123105335
1 nodel drive_io 3130 4060 1111231605335
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nodel
nodel
nodel
nodel
nodel
nodel
nodel
nodel
nodel
nodel
nodel
nodel
nodel
nodel
nodel
nodel
nodel
nodel
nodel
nodel
nodel
node2
node2
node2
node2
node2
node2
node2
node2
node2
node2
node2
node2
node2
node2
node2
node2
node2
node2
node2
node2
node2
node2
node2
node2
node2
node2
node2
node2
node2
node2
node2
node2
node2
node2
node2
node2
nodel
nodel
cloud_up_mb

cloud_up_ms

cloud_down_mb
cloud_down_ms

RN NRNRNRNRNDNRDNRDNDNRDMNDNRDNRDNRDMNRDNRDNRDNRDNRDNRDNRDNDNDNDNDNDNDNDNDMNDNDNNDNNDNNDEFRE R R R RERERERERERERERERERE R

[cNoNoNo]

drive_ms
vdisk_r_mb
vdisk r_io
vdisk_r_ms
vdisk_w_mb
vdisk_w_io
vdisk_w_ms
mdisk_r_mb
mdisk_r_io
mdisk_r_ms
mdisk_w_mb
mdisk_w_io
mdisk_w_ms
drive_r_mb
drive_r_io
drive_r_ms
drive_w_mb
drive_w_io
drive_w_ms
iplink_mb
iplink_io
cpu_pc
fc_mb
fc_io
sas_mb
sas_io
iscsi_mb
iscsi_io

write_cache pc
total_cache_pc

vdisk mb
vdisk_io
vdisk_ms
mdisk_mb
mdisk_io
mdisk_ms
drive_mb
drive_io
drive_ms
vdisk_r_mb
vdisk_r_io
vdisk_r_ms
vdisk w_mb
vdisk_w_io
vdisk_w_ms
mdisk_r_mb
mdisk_r_io
mdisk_r_ms
mdisk_w_mb
mdisk w_io
mdisk_w_ms
drive_r_mb
drive_r_io
drive_r_ms
drive_w_mb
drive_w_io
drive_w_ms
iplink_mb
iplink_io

[cNoRoNo]

1635

189
2735

20
796

112
662
100

951

112
684
16
17
899

171
1837

0

134
834
36
132
1920
12
206
2230
26
1
10
161118051715
161118051715
161118051715
161118051715

111123105605
111123105440
111123105430
111123105605
111123105700
111123105625
111123105330
111123105510
111123105435
111123105605
111123105700
111123105625
111123105605
111123105335
111123105335
111123105605
111123105700
111123105625
111123105605
130523104536
130523104536
111123105624
111123105724
111123105739
111123105619
111123105614
111123105824
111123105824
111123105824
111123105824
111123105724
111123105739
111123105514
111123105724
111123105739
111123105619
111123105619
111123105619
111123105604
111123105809
111123105739
111123105529
111123105349
111123105504
111123105624
111123105809
111123105739
111123105529
111123105349
111123105504
111123105619
111123105619
111123105619
111123105344
111123105504
111123105504
111123105619
130523104536
130523104536
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An invocation example of a node-based, filtered invocation
Tsnodestats -filtervalue stat_name=sas_io:stat_name=sas_mb nodel

The resulting output:

node_id node_name stat_name stat_current stat_peak stat_peak_time
1 nodel sas_mb 212 421 111123105840
1 nodel sas_io 2477 4184 111123105840

An invocation example of an historical view that can list multiple statistics and
requires a node-based invocation

Tsnodestats -history cpu_pc:fc_mb:sas_mb nodel

The resulting output:

node_id node_name sample_time stat_name stat_value
node2 111123105839 cpu_pc 6

node2 111123105844 cpu_pc 5
node2 111123105849 cpu_pc 5
node2 111123105854 cpu_pc 5
node2 111123105859 cpu_pc 6
node2 111123105904 cpu_pc 5
node2 111123105909 cpu_pc 5
node2 111123105914 cpu_pc 5
node2 111123105919 cpu_pc 5
node2 111123105924 cpu_pc 5
node2 111123105929 cpu_pc 5
node2 111123105934 cpu_pc 5
node2 111123105839 fc_mb 128

node2 111123165844 fc_mb 126
node2 111123105849 fc_mb 123
node2 111123165854 fc_mb 142
node? 111123105859 fc_mb 119
node2 111123105904 fc_mb 131
node? 111123165909 fc_mb 157
node? 111123165914 fc_mb 177
node2 111123165919 fc_mb 182
node2 111123105924 fc_mb 182
node2 111123165929 fc_mb 155
node? 111123165934 fc_mb 177
node2 111123105839 sas_mb 191
node2 111123105844 sas_mb 191
node? 111123105849 sas_mb 185
node2 111123105854 sas_mb 216
node2 111123105859 sas_mb 181
node2 111123105904 sas_mb 198
node2 111123105909 sas_mb 228
node2 111123105914 sas_mb 243
node2 111123165919 sas_mb 251
node2 111123105924 sas_mb 248
node2 111123105929 sas_mb 217
node2 111123105934 sas_mb 242
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The following table provides the possible values that are applicable to the values that are displayed for
the stat_name attribute.

Table 36. Stat_name field values

Value Description
compression_cpu_pc Displays the percentage of allocated CPU capacity that is utilized for compression.
cpu_pc Displays the percentage of allocated CPU capacity that is utilized for the system.
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Table 36. Stat_name field values (continued)

Value

Description

fc_mb

Displays the total number of megabytes transferred per second for Fibre Channel
traffic on the system. This value includes host I/O and any bandwidth that is used
for communication within the system.

fc_io

Displays the total input/output (I/O) operations that are transferred per seconds for
Fibre Channel traffic on the system. This value includes host I/O and any bandwidth
that is used for communication within the system.

sas_mb

Displays the total number of megabytes transferred per second for serial-attached
SCSI (SAS) traffic on the system. This value includes host I/O and bandwidth that is
used for background RAID activity.

sas_io

Displays the total I/O operations that are transferred per second for SAS traffic on
the system. This value includes host I/O and bandwidth that is used for background
RAID activity.

iscsi_mb

Displays the total number of megabytes transferred per second for iSCSI traffic on the
system.

iscsi_io

Displays the total I/O operations that are transferred per second for iSCSI traffic on
the system.

write_cache_pc

Displays the percentage of the write cache usage for the node.

total_cache_pc

Displays the total percentage for both the write and read cache usage for the node.

vdisk_mb Displays the average number of megabytes transferred per second for read and write
operations to volumes during the sample period.

vdisk_io Displays the average number of I/O operations that are transferred per second for
read and write operations to volumes during the sample period.

vdisk_ms Displays the average amount of time in milliseconds that the system takes to respond
to read and write requests to volumes over the sample period.

mdisk_mb Displays the average number of megabytes transferred per second for read and write
operations to MDisks during the sample period.

mdisk_io Displays the average number of 1/O operations that are transferred per second for
read and write operations to MDisks during the sample period.

mdisk_ms Displays the average amount of time in milliseconds that the system takes to respond
to read and write requests to MDisks over the sample period.

drive_mb Displays the average number of megabytes transferred per second for read and write
operations to drives during the sample period

drive_io Displays the average number of 1/O operations that are transferred per second for
read and write operations to drives during the sample period.

drive_ms Displays the average amount of time in milliseconds that the system takes to respond

to read and write requests to drives over the sample period.

vdisk_w_mb

Displays the average number of megabytes transferred per second for read and write
operations to volumes during the sample period.

vdisk_w_io

Displays the average number of 1/O operations that are transferred per second for
write operations to volumes during the sample period.

vdisk_w_ms

Displays the average amount of time in milliseconds that the system takes to respond
to write requests to volumes over the sample period.

mdisk_w_mb

Displays the average number of megabytes transferred per second for write
operations to MDisks during the sample period.

mdisk_w_io

Displays the average number of I/O operations that are transferred per second for
write operations to MDisks during the sample period.

mdisk_w_ms

Displays the average amount of time in milliseconds that the system takes to respond
to write requests to MDisks over the sample period.
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Table 36. Stat_name field values (continued)

Value

Description

drive_w_mb

Displays the average number of megabytes transferred per second for write
operations to drives during the sample period

drive_w_io

Displays the average number of I/O operations that are transferred per second for
write operations to drives during the sample period.

drive_w_ms

Displays the average amount of time in milliseconds that the system takes to respond
write requests to drives over the sample period.

vdisk_r_mb Displays the average number of megabytes transferred per second for read operations
to volumes during the sample period.
vdisk_r_io Displays the average number of I/O operations that are transferred per second for

read operations to volumes during the sample period.

vdisk_r_ms

Displays the average amount of time in milliseconds that the system takes to respond
to read requests to volumes over the sample period.

mdisk_r_mb

Displays the average number of megabytes transferred per second for read operations
to MDisks during the sample period.

mdisk_r_io

Displays the average number of I/O operations that are transferred per second for
read operations to MDisks during the sample period.

mdisk_r_ms

Displays the average amount of time in milliseconds that the system takes to respond
to read requests to MDisks over the sample period.

drive_r_mb

Displays the average number of megabytes transferred per second for read operations
to drives during the sample period

drive_r_io

Displays the average number of 1/O operations that are transferred per second for
read operations to drives during the sample period.

drive_r_ms

Displays the average amount of time in milliseconds that the system takes to respond
to read requests to drives over the sample period.

iplink_mb

The total number of megabytes transferred per second for Internet Protocol (IP)
replication traffic on the system. This value does not include iSCSI host input/output
(I/O) operations.

iplink_comp_mb

Displays the average number of compressed megabytes transferred per second
(MBps) over the IP replication link during the sample period.

iplink_io The total input/output (I/O) operations that are transferred per second for IP
partnership traffic on the system. This value does not include Internet Small
Computer System Interface (iSCSI) host I/O operations.

cloud_up_mb Displays the average number of megabits transferred per second (Mbps) for upload

operations to a cloud account during the sample period.

cloud_up_ms

Displays the average amount of time (in milliseconds) it takes for the system to
respond to upload requests to a cloud account during the sample period.

cloud_down_mb

Displays the average number of Mbps for download operations to a cloud account
during the sample period.

cloud_down_ms

Displays the average amount of time (in milliseconds) it takes for the system to
respond to download requests to a cloud account during the sample period.

An invocation example

1snodecanisterstats

The resulting output:
node_id node_name stat_name

1 nodel
1 nodel

stat_current stat_peak stat_peak_time
5 9 111123105330
218 238 111123105440
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fc_io
sas_mb
sas_io
iscsi_mb
iscsi_io

write_cache_pc
total_cache_pc

vdisk_mb
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vdisk_r_io
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mdisk_r_mb
mdisk_r_io
mdisk_r_ms
mdisk_w_mb
mdisk_w_io
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iplink_mb
iplink_io
cpu_pc
fc_mb
fc_io
sas_mb
sas_io
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write_cache_pc
total_cache_pc
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vdisk_io
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drive_io
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111123105335
111123105335
111123105605
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111123105605
130523104536
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111123105624
111123105724
111123105739
111123105619
111123105614
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111123105824
111123105824
111123105824
111123105724
111123105739
111123105514
111123105724
111123105739
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111123105604
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111123105504
111123105619
111123105619
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2 node2 drive_r_io 899 1920 111123105619
2 node2 drive_r_ms 6 12 111123105344
2 node? drive_w_mb 171 206 111123105504
2 node2 drive_w_io 1837 2230 111123105504
2 node2 drive_w_ms 11 26 111123105619
1 nodel iplink_mb 0 1 130523104536
1 nodel iplink_io 0 10 130523104536
ip1ink_comp_mb 0 250 151014133723

An invocation example of a node-based, filtered invocation example for
Isnodecanisterstats

Isnodecanisterstats -filtervalue stat_name=sas_io:stat_name=sas_mb nodel

The resulting output:

node_id node_name stat_name stat_current stat_peak stat_peak_time
1 nodel sas_mb 212 421 111123105840
1 nodel sas_io 2477 4184 111123105840

An invocation example of a historical view that can list multiple statistics and
requires a node-based invocation

Isnodecanisterstats -history cpu_pc:fc_mb:sas_mb nodel

The resulting output:

node_id node_name sample_time stat_name stat_value
node2 111123105839 cpu_pc 6

node2 111123105844 cpu_pc 5
node2 111123105849 cpu_pc 5
node2 111123105854 cpu_pc 5
node2 111123105859 cpu_pc 6
node2 111123105904 cpu_pc 5
node2 111123105909 cpu_pc 5
node2 111123105914 cpu_pc 5
node2 111123105919 cpu_pc 5
node2 111123105924 cpu_pc 5
node2 111123105929 cpu_pc 5
node2 111123105934 cpu_pc 5
node2 111123105839 fc_mb 128

node2 111123105844 fc_mb 126
node2 111123165849 fc_mb 123
node2 111123105854 fc_mb 142
node2 111123105859 fc_mb 119
node? 111123165904 fc_mb 131
node? 111123165909 fc_mb 157
node2 111123165914 fc_mb 177
node2 111123105919 fc_mb 182
node2 111123165924 fc_mb 182
node? 111123165929 fc_mb 155
node2 111123105934 fc_mb 177
node2 111123105839 sas_mb 191
node2 111123105844 sas_mb 191
node2 111123105849 sas_mb 185
node2 111123105854 sas_mb 216
node2 111123105859 sas_mb 181
node2 111123105904 sas_mb 198
node2 111123105909 sas_mb 228
node2 111123105914 sas_mb 243
node2 111123105919 sas_mb 251
node2 111123105924 sas_mb 248
node2 111123105929 sas_mb 217
node2 111123105934 sas_mb 242
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Isnodevpd (SVC) / Isnodecanistervpd (Storwize family products)

Use the 1snodevpd / 1snodecanistervpd command to display the vital product data (VPD) for each node.

Syntax

v

»— Tsnodevpd — | 1snodecanistervpd — |_
-nohdr —| I— -delim — delimiter —|

A\
A

object_id _|
object_name

Parameters

-nohdr
(Optional) By default, headings are displayed for each column of data in a concise style view, and for
each item of data in a detailed style view. The -nohdr parameter suppresses the display of these
headings.

Note: If there is no data to be displayed, headings are not displayed.

-delim delimiter
(Optional) By default in a concise view, all columns of data are space-separated. The width of each
column is set to the maximum width of each item of data. In a detailed view, each item of data has
its own row, and if the headers are displayed, the data is separated from the header by a space.
Using the -delim parameter overrides this behavior. Valid input for the -delim parameter is a 1-byte
character. If you enter -delim : on the command line, the colon character (:) separates all items of
data in a concise view; for example, the spacing of columns does not occur. In a detailed view, the
data is separated from its header by the specified delimiter.

object_id | object_name
(Required) Specifies the object name or ID.

Description

This command displays the VPD for the specified node or node canister. Each field is reported on a new
line. All fields are strings. The VPD is split into sections. Each section has a section heading. The number
of fields in that section follows each heading. Each section is separated by an empty line.

For example:
section name:3 fields
fieldl:value
field2:value

field3:value

new section:x fields

Some sections contain information about multiple objects of that type. Each object within the section is
separated by an empty line.

For example:
section name:4 fields

objectl fieldl:value
objectl field2:value
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object2 fieldl:value
object2 field2:value

new section: x fields

Note: For SAN Volume Controller 2145-8G4 nodes, the VPD displays the device serial number of the
Fibre Channel adapter as N/A.

Table 37. Attribute values for Isnodevpd and Isnodecanistervpd

Value Description

system board Displays the system board information.
part_number Displays the total number of system part numbers.
system_serial_number Displays the total number of system serial numbers.
number_of_processors Displays the total number of system processors.

number_of_memory_modules| Displays the total number of memory modules.

number_of_fans Displays the total number of system fans.

number_of_FC_cards Displays the total number of Fibre Channel (FC) cards.

number_of Ethernet_cards Displays the total number of Ethernet cards.

iscsi_initiator_name Displays the iSCSI IQN that is stored in node vital product data (VPD).

An invocation example for SAN Volume Controller
1snodevpd 1

The resulting output:

id 1

system board: 21 fields

part_number 43V7072
system_serial_number KD1438A
number_of_processors 4
number_of_memory_modules 6
number_of_fans 6
number_of_generic_devices 3
number_of_FC_adapters 1

number_of Ethernet adapters 3
number_of_SAS_adapters 0
number_of_Bus_adapters 0
number_of_power_supplies 2
number_of_local_managed_disks 0

BIOS manufacturer IBM Corp.

BIOS version -[D6E124AUS-1.01]-

BIOS release_date 04/30/2009

system _manufacturer IBM

system product System x3650 M4 -[2145DH8] -
version 00

system product IBM System x -[2145DH8]-
planar_manufacturer IBM

CMOS_battery part_number 33F8354
frame_assembly_part_number
power_cable_assembly_part_number 31P1294
service_processor_firmware 1.01
disk_controller 44E8690

processor: 6 fields

part_number 46D1266
processor_location Processor 1

242 Spectrum Virtualize: RESTful API



manufacturer Intel(R) Corporation
version Intel(R) Xeon(R) CPU
speed 2400

status Enabled

memory module: 96 fields
part_number 4471493
device_location DIMMO1
bank_Tlocation BANKO1

size (MB) No Module Installed
manufacturer Not Specified
serial_number Not Specified

part_number 4471493
device_location DIMMO2
bank_Tlocation BANK02
size (MB) 4096
manufacturer Samsung
serial_number 99062848

part_number 4471493
device_location DIMMO3
bank_Tocation BANKO3
size (MB) 4096
manufacturer Samsung
serial_number (7062848

part_number 44T1493
device_location DIMMO4
bank_location BANK0O4

size (MB) No Module Installed
manufacturer Not Specified
serial_number Not Specified

part_number 4471493
device_location DIMMO5
bank _Tlocation BANK05
size (MB) 4096
manufacturer Hynix
serial_number 12F41112

part_number 44T1493
device_location DIMMO6
bank _Tlocation BANK0O6
size (MB) 4096
manufacturer Hynix
serial_number 2AF41112

part_number 4471493
device_location DIMMO7
bank _Tlocation BANKO7
size (MB) 4096
manufacturer Hynix
serial_number D128312E

part_number 44T1493
device_location DIMMO8
bank _location BANKO8
size (MB) 4096
manufacturer Hynix
serial_number D028C12E

part_number 44T1493
device_location DIMMO9

bank _Tlocation BANK09

size (MB) No Module Installed
manufacturer Not Specified
serial_number Not Specified

E5530 @ 2.40GHz
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part_number 4471493
device_Tocation DIMMIO
bank_Tocation BANK10

size (MB) No Module Installed
manufacturer Not Specified
serial_number Not Specified

part_number 4471493
device_Tocation DIMMI11
bank_location BANK11

size (MB) No Module Installed
manufacturer Not Specified
serial_number Not Specified

part_number 4471493
device_Tocation DIMM12
bank_Tlocation BANK12

size (MB) No Module Installed
manufacturer Not Specified
serial_number Not Specified

part_number 4471493
device_Tocation DIMM13
bank_Tocation BANK13

size (MB) No Module Installed
manufacturer Not Specified
serial_number Not Specified

part_number 4471493

device Tocation DIMM14
bank_location BANK14

size (MB) No Module Installed
manufacturer Not Specified
serial_number Not Specified

part_number 4471493

device Tocation DIMM15
bank_Tocation BANK15

size (MB) No Module Installed
manufacturer Not Specified
serial_number Not Specified

part_number 4471493
device_location DIMM16
bank_Tocation BANK16

size (MB) No Module Installed
manufacturer Not Specified
serial_number Not Specified

fan: 12 fields
part_number 43V6929
location locationl

part_number 43V6929
location Tocation2

part_number 43V6929
location location3

part_number 43V6929
Tocation Tocation4

part_number 43V6929
location Tlocation5

part_number 43V6929
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location location6

Adapter card: 18 fields

card_type FC card

part_number 31P1337

port_numbers 1 2 3 4

location 0

device_serial_number 11S31P1333YM10MY96A206
manufacturer IBM

device QE8

card_revision 2

chip_revision 2.0

Fibre channel port: 44 fields
part_number 31P1338
manufacturer JDSU

device PLRXPLVCSH423N
serial_number C945VKORB
supported_speeds 2,4,8 Gbps
connector_type LC
transmitter_type SN
wavelength 850
max_distance_by_cable_type OM1:20,0M2:50,0M3:150
hw_revision 2

port_number 1

part_number 31P1338
manufacturer JDSU

device PLRXPLVCSH423N
serial_number C945VKOKU
supported speeds 2,4,8 Gbps
connector_type LC
transmitter_type SN
wavelength 850
max_distance_by_cable_type OM1:20,0M2:50,0M3:150
hw_revision 2

port_number 2

part_number 31P1338
manufacturer JDSU

device PLRXPLVCSH423N
serial_number C945VKOKT
supported_speeds 2,4,8 Gbps
connector_type LC
transmitter_type SN
wavelength 850
max_distance_by_cable_type OM1:20,0M2:50,0M3:150
hw_revision 2

port_number 3

part_number 31P1338
manufacturer JDSU

device PLRXPLVCSH423N
serial_number C945VKORA
supported_speeds 2,4,8 Gbps
connector_type LC
transmitter_type SN
wavelength 850
max_distance_by cable_type OM1:20,0M2:50,0M3:150
hw_revision 2

port_number 4

Adapter card: 9 fields
card_type Ethernet
part_number 43V7072
port_numbers 1 2
Tocation 0
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device_serial_number 0123456789
manufacturer Unknown

device NetXtreme II Gigabit Ethernet
card_revision Unknown

chip_revision 8.0

Ethernet port: 22 fields
part_number Unknown
manufacturer N/A

device N/A

serial_number N/A
supported_speeds 10,100 Mbps,1 Gbps
connector_type N/A
transmitter_type N/A
wavelength N/A

max_distance_by cable_type N/A
hw_revision N/A

port_number 1

part_number Unknown
manufacturer N/A

device N/A

serial_number N/A
supported_speeds 10,100 Mbps,1 Gbps
connector_type N/A
transmitter_type N/A
wavelength N/A

max_distance_by cable_type N/A
hw_revision N/A

port_number 2

Adapter card: 9 fields

card_type Ethernet

part_number 31P1559

port_numbers 3 4

Tocation 2

device_serial_number BT05149496
manufacturer Emulex Corp

device Emulex/OneConnect 10Gb NIC (be3)
card_revision 1.0

chip_revision 0.2

Ethernet port: 22 fields
part_number 31P1549
manufacturer FINISAR CORP.
device FTLX8571D3BCL
serial_number AHEO5K7
supported_speeds 10 Gbps
connector_type LC
transmitter_type 10G Base-SR
wavelength 850
max_distance_by cable_type OM1:30,0M2:80,0M3:300
hw_revision A

port_number 3

part_number 31P1549
manufacturer JDSU

device PLRXPLSCS4321IN
serial_number C825UBOD2
supported_speeds 10 Gbps
connector_type LC
transmitter_type 10G Base-SR
wavelength 850
max_distance_ by cable_ type OM1:30,0M2:80,0M3:300
hw_revision 1

port_number 4
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device: 24 fields
part_number 31P1339

bus USB

device 0

model IBM USB Endeavour
revision 1.1
serial_number NA
approx_capacity 0
hw_revision 0

part_number 42D0673

bus scsi

device 0

model MBE2073RC

revision SC13

serial_number D3A01COHSC13SC13SC1
approx_capacity 68

hw_revision

part_number N/A
bus scsi

device 0

model STEC USB 2.0
revision 1113
serial_number NA
approx_capacity 1
hw_revision

system code level: 4 fields

id 58

node name dvt151769

WWNN 0x500507680100b7d2

code_level 6.4.1.3 (build 75.0.1212193000)
object_name_model

front panel assembly: 3 fields
front_panel_id 151769

part_number N/A

battery midplane_FRU_part 1279880
battery_midplane_part_identity 1159871230YM11RM234567
battery midplane_FW_version 1.6
battery_power_cable_FRU_part 1279881
battery_power_sense cable_FRU part 1279882
battery_comms_cable_FRU_part 1279883
battery_EPOW_cable_FRU_part 1279884

iscsi_initiator_name iqn.2009-05.cloud.com:test.nodel

An invocation example for Storwize V7000
Isnodecanistervpd 1

The resulting output:

id 1

system board: 21 fields
part_number 43V7072
system_serial_number KD1438A
number_of processors 4
number_of_memory_modules 6
number_of_fans 6

number_of FC_cards 1
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number_of_Ethernet cards 3
number_of_scsi/ide_devices 2

BIOS manufacturer IBM Corp.
BIOS_version -[D6E124AUS-1.01]-
BIOS release_date 04/30/2009
system _manufacturer IBM

system product System x3650 M4 -[2145DH8] -
version 00pTanar_manufacturer IBM
planar_product 49Y6498
planar_version (none)
power_supply_part_number 39Y7201
CMOS_battery part_number 33F8354
frame_assembly_part_number
ethernet_cable_part_number
service_processor_firmware 1.01

processor: 6 fields

processor_location Processor 1

manufacturer Intel(R) Corporation

version Intel(R) Xeon(R) CPU E5530 @ 2.40GHz
speed 2400

status Enabled

CPU_part_number 46D1266

memory module: 96 fields
part_number 4471493
device_location DIMMO1
bank_Tocation BANKO1

size (MB) No Module Installed
manufacturer Not Specified
serial_number Not Specified

part_number 44T1493
device_location DIMMO2
bank_Tocation BANKO2
size (MB) 4096
manufacturer Samsung
serial_number 99062848

part_number 4471493
device_location DIMMO3
bank_Tocation BANKO3
size (MB) 4096
manufacturer Samsung
serial_number (7062848

fan: 12 fields
part_number 43V6929
location locationl

part_number 43V6929
Tocation Tocation2

part_number 43V6929
location Tocation3

Adapter card: 18 fields

card_type FC card

part_number 31P1337

port_numbers 1 2 3 4

location 0

device_serial_number 11S31P1333YM1OMY96A206
manufacturer IBM

device QE8

card_revision 2
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chip_revision 2.0

card_type SAS card

part_number 44E8690

port_numbers 1 2 3 4

Tocation 0

device_serial_number 11S31P1299YM10MY948004
manufacturer IBMHUR

device Capri-PMC8001

card_revision Y

chip_revision 1.1

Fibre Channel SFP: 48 fields
part_number 17P9211
manufacturer JDSU

device PLRXPLVCSH4921
serial_number C915EBO6V
supported_speeds 2,4,8
connector_type LC
transmitter_type SN
wavelength 850
max_distance_by cable_type OM1:20,0M2:50,0M3:150
hw_revision 1

port_number 1

WWPN 500507680140350d

device: 15 fields
part_number 31P1339

bus USB

device 0

model IBM USB Endeavour
revision 1.0
serial_number NA
approx_capacity 0
hw_revision 0

part_number 42D0673

bus scsi

device 0

model ST973452SS

revision B623

serial_number 3TAQOBZ20109B623
approx_capacity 68

software: 8 fields

code_level 5.1.0.0 (build 16.1.0906240000)
nodecanister_name nodecanisterl
ethernet_status 1

ethernet_status 0

WWNN 0x500507680100350d

id 1

MAC_address 00 21 5e 09 09 08
MAC_address 00 21 5e 09 09 Oa

front panel assembly: 3 fields
front_panel_id 161040
front_panel_locale en_US

part_number N/A

UPS: 10 fields
electronics_assembly part number 64P8326
battery_part_number 31P0710

battery: 7 fields

battery midplane_FRU_part 1279880
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battery midplane_part_identity 1159871230YM11RM234567
battery_midplane_FW_version 1.6

battery power _cable FRU part 1279881
battery_power_sense_cable_FRU_part 1279882
battery_comms_cable FRU_part 1279883

battery EPOW_cable_FRU_part 1279884

UPS_assembly part_number 64P8326
input_power_cable_part_number CountryDependent
UPS_serial_number 1000840050

UPS_type 2145UPS 1U

UPS_internal_part_number P31P0875

UPS_unique_id 0x20400002047c0140

UPS_main_firmware 1.02

UPS_comms_firmware 1.20

iscsi_initiator_name iqn.2009-05.cloud.com:test.nodel

Isportusb

Use the 1sportusb command to display information about Universal Serial Bus (USB) ports.

Syntax

»»— JIsportusbh —
|— -nohdr J |— -delim — delimiter J |— usb_port_id J

Parameters

-nohdr
(Optional) By default, headings are displayed for each column of data in a concise style view, and for
each item of data in a detailed style view. The -nohdr parameter suppresses the display of these
headings.

Note: If there is no data to be displayed, headings are not displayed.

-delim delimiter
(Optional) By default in a concise view, all columns of data are space-separated. The width of each
column is set to the maximum width of each item of data. In a detailed view, each item of data has
its own row, and if the headers are displayed, the data is separated from the header by a space. The
-delim parameter overrides this behavior. Valid input for the -delim parameter is a 1-byte character.
If you enter -delim : on the command line, the colon character (:) separates all items of data in a
concise view; for example, the spacing of columns does not occur. In a detailed view, the data is
separated from its header by the specified delimiter.

usb_port_id
(Optional) Specifies the USB port ID. Used when detailed information about a USB port is required.

Description
This command displays information about Universal Serial Bus (USB) ports.

able 38| provides the attribute values that can be displayed as output view data.
Table 38. Isportusb output

Attribute Possible Values

id Indicates the unique ID of the USB port in the system.
This ID is the usb_port_id. The value is a numeric 0 or
greater.
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Table 38. Isportusb output (continued)

Attribute

Possible Values

node_id

Indicates the ID of the node where the USB port is. The
value is a numeric string.

node_name

Indicates the name of the node where the USB port is.
The value is an alphanumeric string.

node_side Indicates the side of the node where the USB port is. The
values are front and rear.

port_id Indicates the ID of the USB port on the node side. The
value is a numeric 1 or greater.

status Indicates the status of the USB port. The values are:

¢ active, which indicates that a USB flash drive is
plugged in and can be used by the system.

¢ 1inactive, which indicates that no USB flash drive is
detected.

* unsupported, which indicates that a USB device is
plugged in but cannot be used.

encryption_state

Indicates the encryption status of the USB device that is
attached to the port. The values are:

 Blank indicates that it is not in use for encryption

* validated indicates that encryption keys are present
and validated

* missing indicates that encryption keys were validated
and were then removed, and the DMP must run to
confirm the absence.

* prepared indicates that encryption keys are prepared
as part of a rekey operation.

» validated_prepared indicates that encryption keys are
validated and prepared as part of a rekey operation.

* wrong_system indicates that encryption keys are
detected on the USB device but none valid for the
system.

* old indicates that the USB device contains encryption
keys that were generated for this system - but they are
not the current keys.

 error indicates that an encryption key is detected and
something might be wrong with it.

encryption_filename

Indicates the name of the file in the rot directory of the
USB device to which the encryption state relates. The file
name can contain up to 110 characters.

service_state

Indicates the USB command status. The values are:
¢ Blank indicates that no command is active.

* running indicates that satask.txt is processing, and
default USB processing is ongoing.

* complete indicates that satask.txt is processing and
default USB processing is complete.

* install_image indicates that satask.txt processing
cannot start because there is an installation image on
the USB flash drive.
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A concise invocation example
1sportusb

The resulting output:
id:node_id:node_name:node_side:port_id:status:service_state

0:1:nodel:rear:1:inactive
1:1:nodel:rear:2:active:validated:complete
2:2:node2:rear:1l:active::complete
3:2:node2:rear:2:active:wrong_system:complete

A detailed invocation example
Isportusb 3

The resulting output:
id 3

node_id 2

node_name node2
node_side rear
port_id 2

status active

encryption_state wrong_system
encryption_filename encryption_key filename BadSystem
service_state complete

Isportip

Use the 1sportip command to list the configuration for each Ethernet port on each node in the system.
This command shows the Internet Protocol (IP) address and whether the port is configured as an Internet
Small Computer Systems Interface (iSCSI) port.

Syntax
»»— Isportip — - 5
I— -filtervalue — attribute=value —| I— -filtervalue? —| I— -nohdr —|
I— -delim — delimiter —| I— ethernet_port_id —|

Parameters

-filtervalue attribute=value
(Optional) Specifies a list of one or more filters. Only objects with a value that matches the filter
attribute value are returned. If a capacity is specified, the units must also be included.

Note: Some filters allow the use of a wildcard when you enter the command. The following rules
apply to the use of wildcards with the SAN Volume Controller CLI:

* The wildcard character is an asterisk (¥).

e The command can contain a maximum of one wildcard, which must be the first or last character in
the string.

* When you use a wildcard, enclose the filter entry within double quotation marks (""), as follows:
Isportip -filtervalue "node_name=md="
-filtervalue?

(Optional) Displays the valid filter attributes. The following filter attributes for the 1sportip
command are valid:
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* id

* node_id

* node_name
e gtate

e failover

-nohdr
(Optional) By default, headings are displayed for each column of data in a concise style view, and for
each item of data in a detailed style view. The -nohdr parameter suppresses the display of these
headings.

Note: If there is no data to be displayed, headings are not displayed.

-delim delimiter
(Optional) By default in a concise view, all columns of data are space-separated. The width of each
column is set to the maximum width of each item of data. In a detailed view, each item of data has
its own row, and if the headers are displayed, the data is separated from the header by a space. The
-delim parameter overrides this behavior. Valid input for the -delim parameter is a 1-byte character.
If you enter -delim : on the command line, the colon character (:) separates all items of data in a
concise view; for example, the spacing of columns does not occur. In a detailed view, the data is
separated from its header by the specified delimiter.

ethernet_port_id
(Optional) Specifies the ID of an Ethernet port (1, 2, 3, or 4). If omitted, a concise view is displayed
for all ports. When you use this parameter, the detailed view of the specified port is returned and
any value that is specified by the -filtervalue parameter is ignored. If you do not use the
ethernet_port_id parameter, the concise view displays all ports that match the filtering requirements
that are specified by the -filtervalue parameter.

Description

This command lists the configuration of the Ethernet ports for each node in the IBM Spectrum Virtualize
system.

Use the 1sportip command with the optional ethernet_port_id parameter to display a detailed view of
the specified port.

Output rows for a port show the MAC address of that port if it can be determined. If the node and the
Ethernet link are online, the rows also show the speed and duplex state of the link. The duplex field can
have values of Half or Full, or it is blank if the node is offline.

The fourth row for each port shows any IP address that is configured for that port and are not failed over
to a different node. The failover field on this row is set to no. The second row for each port shows any
iSCSI addresses that are configured for the partner node, or for the local node with failover, and that are
active on the port. The failover field on this row is set to yes.

The state field is set to unconfigured if there are no iSCSI addresses that are configured on the port. The
state field is set to offline if there are configured addresses but the link is down, and online if the link

is up. Any offline rows indicate a potential problem.

This command displays information about system port status.

[Table 39 on page 254 provides the attribute values that can be displayed as output view data.
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Table 39. Isportip output

Attribute Description
id Indicates the ID of the Ethernet port.
node_id Indicates the ID of the node that contains the port.

node_name

Indicates the name of the node that contains the port.

IP address Indicates the IPv4 address (and is blank if there is none).
mask Indicates the IPv4 subnet mask (and is blank if there is none).
gateway Indicates the IPv4 gateway (and is blank if there is none).

IP_address_6

Indicates the IPv6 address (and is blank if there is none).

prefix_6 Indicates the IPv6 prefix (and is blank if there is none).
gateway_6 Indicates the IPv6 gateway address (and is blank if there is none).
MAC Indicates the current MAC address (blank if unknown).
duplex Indicates the current duplex state of the port (blank if unknown).
state Indicates the state of iISCSI addresses. The values can be:
* unconfigured: There is no iSCSI address (or hardware might not exist).
» configured: The iSCSI address is configured.
* management_only: It is not configurable for I/O operations.
link_state Indicates the link state of Ethernet port. The values are active and inactive.
host Displays the IPv4 address that is used for host attach.

remote_copy

Displays the IPv4 remote copy port group ID. Remote copy includes Metro Mirror,
Global Mirror, and HyperSwap.

host_6

Displays the IPv6 address that is used for host attach.

remote_copy_6

Displays the IPv6 remote copy port group ID. Remote copy includes Metro Mirror,
Global Mirror, and HyperSwap.

remote_copy_status

Displays the IPv4 remote copy status. Remote copy includes Metro Mirror, Global
Mirror, and HyperSwap.

remote_copy_status_6

Displays the IPv6 remote copy status. Remote copy includes Metro Mirror, Global
Mirror, and HyperSwap.

vlan Displays the virtual local area network (VLAN) ID associated with the IPv4 address on
this port (a numeric character in the range 1 - 4094).
vlan_6 Displays the VLAN ID associated with the IPv6 address on this port (a numeric

character from 1- 4094).

adapter_location

Displays the location of the adaptor that contains the Ethernet port (any number in the
range 0 - 8). Where 1 - 8 is the PCle expansion slot number and 0 means that the
adaptor is part of the system board or not in a PCle expansion slot.

adapter_port_id

Displays the location of the Ethernet port that is in the adapter (any number in the
range 1 - 4).
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Table 39. Isportip output (continued)

Attribute

Description

dcbx_state

Displays the DCBx state of the port. A value of:

* unsupported indicates that the port does not accept Priority Flow Control (PFC)
configuration from the switch port, even if the switch is DCBx-capable. All ports that
are 1 Gbps have this value.

* enabled indicates that the connected switch port is enabled for DCBx and the port
state is online.

* disabled indicates that the connected switch port turned off for DCBx or the port
state is offline.

On Ethernet ports that are 10 Gb/s, DCBx is automatically enabled if the connected
switch port has it enabled.

Remember: When this field is disabled or unsupported, all fields other than
Tossless_iscsi and lossless_iscsi6 are blank.

iscsi_priority_tag

Displays the numeric priority tag value for the Internet Small Computer System
Interface (iSCSI) protocol that is assigned on the connected switch port. This priority
value must be a number from 0 to 7 or blank.

fcoe_priority_tag

Displays the numeric priority tag value for the Fiber Channel over Ethernet (FCoE)
protocol that is assigned on the connected switch port. This value must be a number
from 0 to 7 or blank.

pfc_enabled_tags

Displays a list of priority tags for which PFC is enabled on the connected switch port. If
you want to use the lossless iSCSI or FCoE function, PFC must be enabled for the
corresponding tags on the switch. Once enabled on the switch, the tags are displayed in
this field. This value is either blank or is a colon-separated list of numbers from 0 to 7.
Important: If no priority tags are defined on the switch, this field is blank. If priority
tags are defined on the switch but PFC is not enabled for those priority tags, this field is
blank.

priority_group_0

Displays the set of priority tags that are within the priority group zero. This value is
either blank or is a colon-separated list of numbers from 0 to 7. This field is part of the
Enhanced Transmission Selection (ETS) settings.

priority_group_1

Displays the set of priority tags that are within the priority group one. This value is
either blank or is a colon-separated list of numbers from 0 to 7. This field is part of the
ETS settings.

priority_group_2

Displays the set of priority tags that are within the priority group two. This value is
either blank or is a colon-separated list of numbers from 0 to 7. This field is part of the
ETS settings.

priority_group_3

Displays the set of priority tags that are within the priority group three. This value is
either blank or is a colon-separated list of numbers from 0 to 7. This field is part of the
ETS settings.

priority_group_4

Displays the set of priority tags that are within the priority group four. This value is
either blank or is a colon-separated list of numbers from 0 to 7. This field is part of the
ETS settings.

priority_group_5

Displays the set of priority tags that are within the priority group five. This value is
either blank or is a colon-separated list of numbers from 0 to 7. This field is part of the
ETS settings.

priority_group_6

Displays the set of priority tags that are within the priority group six. This value is
either blank or is a colon-separated list of numbers from 0 to 7. This field is part of the
ETS settings.

priority_group_7

Displays the set of priority tags that are within the priority group seven. This value is
either blank or is a colon-separated list of numbers from 0 to 7. This field is part of the
ETS settings.

Chapter 8. Clustered system commands 255



Table 39. Isportip output (continued)

Attribute

Description

bandwidth_allocation

Displays a list of guaranteed bandwidth allocation percentages for priority groups zero
through seven. The value is either blank or a colon-separated numeric list of bandwidth
allocation percentages for each priority group, where each percentage is a whole
number integer. This field is part of the ETS settings.

Note: The field is blank if no specific bandwidths are allocated to any priority group on
the network.

lossless_iscsi

Displays whether PFC is enabled (on) or not enabled (off) for an iSCSI Internet Protocol
Version 4 (IPv4) IP address. To be on:

* It must be a 10 Gbps port with a valid IPv4 address.

* PFC for iSCSI is enabled on the switch port.

* Virtual local area network (VLAN) is configured for this IPv4 address.
* iSCSI host attach is enabled on the port.

Otherwise the value is off.

lossless_iscsi6

Displays whether PFC is enabled (on) or not enabled (off) for an iSCSI Internet Protocol
Version 6 (IPv6) IP address. To be on:

* It must be a 10 Gbps port with a valid IPv6 address

* PFC for iSCSI is enabled on the switch port

* Virtual local area network (VLAN) is configured for this IPv4 address
 iSCSI host attach is enabled on the port

Otherwise the value is off.

storage Indicates whether the IPv4 address that is used for iSCSI backend storage attach
functions. The values are yes and no (default). If no address is specified, the value is
blank.

storage_6 Indicates whether the IPv6 address on the port is used for iSCSI backend storage attach

functions. The values are yes and no (default). If no address is specified, the value is
blank.

host_port_grp_id

Indicates the host port group ID in both concise and detailed views. Values are 0 and
1-32.

The default value is 0 for any Ethernet port.

All configured host attached ports have a non-zero host_port_grp_id.

* 0 (default): For a new installation, all configured iSCSI ports that have the host flag
set to no have this field set to 0.

Upon an update from older versions, all previously configured iSCSI ports are added
to the default host port group that is 0. After the update to the current version, even
though the host flag is set to yes, iSCSI ports are placed in host port group 0.

* 1-32: These host port group IDs are assigned to each configured iSCSI port that has
its host flag set to yes.

Host port grouping groups the ports that have the same speed and ensures that no
more than four ports are discovered by a host during a discovery.

A maximum of four ports per system node can belong to the same host port group
ID. All ports that belong to the same host port group ID are the same speed. Across
two nodes of an I/O group, up to eight iSCSI ports (four per node) can belong to the
same host port group ID.

In the following examples, (which list different port configuration options), there are two lines for each
possible Ethernet port, which represent the port and iSCSI behavioral effects. Port indices are assigned
statically, and higher indices are used for optional ports.
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A concise invocation example
Isportip -delim ,

The resulting output:

id,node_id,node_name,IP_address,mask,gateway,IP_address_6,prefix_6,gateway_6,MAC,duplex,state,speed,failover,

link_state,host,remote_copy,host_6,remote_copy_6,remote_copy_status,remote_copy_status_6,vlan,vlan_6,
adapter Tocation,adapter_port_: id,lossless_iscsi, lossless_iscsib,storage,storage_6,host_port_grp_id
1,1,n0del,192.168.48.135,255.255.255.0, 192.168.48. l,,,,5c f3:fc:f5:67:ca,Full,configured, 1Gb/s,no,
active,yes,1,,0,unused,,65,,0,1,0ff,,no0,1

1,1,nodel,,,,,,,5c:f3:fc:f5:67:ca,Full,configured, 1Gb/s,yes,active,,0,,0,,,,,0,1,,,,0
2,1,n0del,192.168.48.136,255.255.255.0,192.168.48.1,,,,5c:f3:fc:f5:67:cb,Full,configured,1Gb/s,no,
active,yes,1,,0,unused,,,,0,2,0ff,,no0,1
2,1,no0del,,,,,,,5c:f3:fc:f5:67:ch,Full,configured,1Gb/s,yes,active,,0,,0,,,,,0,2,,,,0
3,1,nodel,192.168.48.137,255.255.255.0,192.168.48.1,,,,00:90:fa:27:ec:22, ,configured, 10Gb/s ,no,
active,yes,1,,0,unused,,,,1,1,0ff,,n0,1

3,1,no0del,,,,,,,00:90:fa:27:ec:22,,configured, 10Gb/s,yes,active,,0,,0,,,,,1,1,,,,0
4,1,n0del,192.168.48.138,255.255.255.0,192.168.48.1,0009:2009:0003:0004:0005: 0006 0007:1130,64,
feB80:0000:0000:0000:0007 : h4ff: fe00:0a00,00:90:fa:27:ec:24,,configured,10Gb/s,no,
active,yes,1,yes,0,unused,,165,170,1,2,0n,0n,yes,yes,1
4,1,nodel,,,,,,,00:90:fa:27:ec:24,,configured, 10Gb/s,yes,active,,0,,0,,,,,1,2,,,,0
1,2,n0de2,192.168.48.145,255.255.255.0,192.168.48.1,,,,5c: f3: fc: f5:68:b2,Full,configured,1Gb/s,no,
active,yes,1,,0,unused,,65,,0,1,0ff,,no,1

1,2,no0de2,,,,,,,5c:f3:fc:f5:68:b2,Full,configured, 1Gb/s,yes,active,,0,,0,,,,,0,1,,,,0
2,2,no0de2,192.168.48.146,255.255.255.0,192.168.48.1,,,,5c: f3:fc: f5:68:b3,Full,configured, 1Gb/s,no,
active,yes,1,,0,unused,,,,0,2,0ff,,,1

2,2,n0de2,,,,,,,5c:f3:fc:f5:68:b3,Full,configured, 1Gb/s,yes,active,,0,,0,,,,,0,2,,,,0
3,2,n0de2,192.168.48.147,255.255.255.0,192.168.48.1,,,,00:90:fa:27:ec:4a, ,configured, 10Gb/s ,no,
active,yes,1,,0,unused,,,,1,1,0ff,,n0,1

3,2,no0de2,,,,,,,00:90:fa:27:ec:4a,,configured, 10Gb/s,yes,inactive,,0,,0,,,,,1,1,,0
4,2,node2,192.168.48.148,255.255.255.0,192.168.48.1,0009:2009:0003:0004:0005: 0006 0007:1230,64,
feB80:0000:0000:0000:0007 :h4ff:fe00:0a00,00:90:fa:27:ec:4c,,configured,10Gb/s,no,active,yes,1,yes,
0,unused,,165,170,1,2,0n,0n,yes,yes,1

4,2,no0de2,,,,,,,00:90:fa:27:ec:4c,,configured, ,yes,inactive,,0,,0,,,,,1,2,,,,0

A concise invocation example
Isportip

The resulting output:

id node_id node_name IP_address mask gateway IP_address_6 prefix_6
nodel 192.168.1.52 255.255.255.0 192.168.1.1

nodel

nodel fc00:0000:0000:0000:445a:0a17:fcf7:0236 64

nodel

node2 192.168.1.53 255.255.255.0 192.168.1.1

node2

node? fc00:0000:0000:0000:445a:0a17:fcf7:0237 64

node2

N N N
N N N e

A detailed invocation example
Isportip 1

The detailed resulting output:
id 1

node_id 1

node_name nodel
IP_address 192.168.20.10
mask 255.255.255.0
gateway 192.168.20.1
IP_address_6

prefix_6

gateway_6

MAC 00:1a:64:97:1b:a0
duplex Full

state online

speed 1Gb/s

failover no

mtu 1500

host yes

remote_copy 0

host_6

remote_copy_6 0
remote_copy_status
remote_copy_status_6
vlan 1063

vlan_6

gateway_6

fc00:0000:0000:0000:445a:0a17:fcf7:0001

fc00:0000:0000:0000:445a:0a17:fcf7:0001

MAC
5c:
5c:

5c:
ed:
e4:
ed:
ed:
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:2f:
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:2f:
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da:
da:
da:
da:
b4:
b4:
b4:
b4:

64
64
66
66
a4
a4
ab
ab

duplex state

Full
Full
Full
Full
Full
Full
Full
Full

configt
configt
configl
config
configt
configt
configl
configt



adapter_location 1
adapter_port_id 1
dcbx_state Enabled
iscsi_priority_tag 4
fcoe_priority tag 3
pfc_enabled_tags 3:4
pfc_disabled_tags 0:1:2:5:6:7
priority_group_0
priority_group_1
priority_group_2
priority_group_3
priority_group_4
priority_group_5
priority_group_6 3
priority_group_7 4
bandwidth_allocation 0:0:0:0:0:0:30:30
lossless_iscsi on
lossless_iscsib
storage yes

storage_6
host_port_grp_id 1

id 1

node_id 1

node_name nodel
IP_address

mask

gateway

IP_address_6
prefix_6

gateway 6

MAC 00:1a:64:97:1b:a0
duplex Full

state online

speed 1Gb/s

failover yes

mtu 1500

host yes

remote_copy 0

host_6

remote_copy_6 0
remote_copy_status
remote_copy_status_6
vlan 1063

vlan_6
adapter_location 1
adapter_port_id 1
dcbx_state Enabled
iscsi_priority_tag 4
fcoe priority tag 3
pfc_enabled_tags 3:4
pfc_disabled_tags 0:1:2:5:6:7
priority_group_0
priority_group_1
priority_group_2
priority_group_3
priority group 4
priority_group_5
priority_group_6 3
priority_group_7 4
bandwidth_allocation 0:0:0:0:0:0:30:30
lossless_iscsi on
lossless_iscsib
storage

storage_6
host_port_grp_id 1
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id 1

node_id 2

node_name node2
IP_address 192