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This manual will guide you through the installation of IBM Spectrum NAS firmware on each storage node. The 

installation is mostly automated and requires only a small amount of user input. 

After completing the process, you will have the storage nodes prepared and ready for being added to an IBM 

Spectrum NAS storage cluster. Repeat the steps for each node that you want to use.  
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Before you begin the installation of the IBM Spectrum NAS storage solution, please make sure that your 

storage nodes, minimum four, meet the following system requirements: 

 Recommended Note 

CPU x86-64 (4+ cores) with SSE4.1 One or two CPUs depending on use case 

RAM Memory 64+ GB Minimum 32 GB 

Boot disk 60+ GB Minimum 20 GB 

Cache disk 100+ GB NVMe (one or more) SAS/SATA is not supported for cache 

Storage disk SAS/SATA disks (multiple disks)  

Controller card HBA (IT mode)  

Network 10/25/40 Gigabit NIC or better Minimum 2x physical networks 

Number of nodes Scale-out from 4 nodes The cluster can run with 3 nodes 

Network switch 10/25/40 Gigabit switches Multiple switches for redundancy 

Notes: 

Number of nodes  The minimum number of nodes is determined by the Resilience level and Erasure 

Coding to be used, equal to n + 2. For example: With Erasure Coding 2+2 (resilience 2), 

the minimum is four. The recommended minimum for Resilience 2 is five nodes, 

because a four-node cluster cannot continue to operate upon losing two nodes due to 

more than 50% of the gateways are being required. 

OS  OS is not required for the nodes, it will be installed together with the IBM Spectrum 

NAS software. 

IGMP  IGMP is required for all switches that handle the cluster’s private and management 

networks. For details, see the IBM Spectrum NAS Quick Setup Guide or Management 

Manual. 

Cache disks  For cache, NVMe devices are required, 100 GB or more, one or more devices each 

node. SAS/SATA SSD is not supported for cache due to lack of performance. Cache is 

shared for reads and writes and you can select, after setup, the amount used for each. 

Note: To avoid delays due to excessive cache misses (data not available in cache) thus 

moving data in and out of cache, the total cache size for all nodes combined should be 

larger than the size of your active data set. Consider overhead for (write) cache 

replication in order to secure updates. For durability, high endurance enterprise-grade 

NVMe (DWPD > 9) should be used. 

Boot disk  The boot disk holds system log files in addition to OS and firmware. The 

recommended size is sufficient as no more than a few GB of truncated log files are 

usable. Mirrored boot disks (RAID1) is an option when availability is highly important, 

to lower the risk of having to reinstall a node and reinitialize the data disks. Please 

check information on RAID compatibility before implementation. 

RAM  The amount of RAM recommended for each node depends on the amount of files per 

node, to keep most of metadata in RAM. Large nodes holding millions of files may 

benefit from up to or beyond 96 GB of RAM. 
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Storage disks  The number of storage disks will have a direct effect on the maximum sustainable I/O 

performance of the cluster. Example: twice as many storage disks will reduce the 

reads and writes to each disk by half and thus improve the total performance. Thus, 

many disks are better than a few very large disks. Make sure there is sufficient usable 

storage capacity available to allow the self-healing processes to recover data, should 

one or more nodes go down. 

RAID  RAID should not be used in the IBM Spectrum NAS storage solution as it would 

introduce complexity and issues without advantages. With RAID, Identifying a 

defective disk within a node would be inconvenient or time consuming as the node 

would have to be booted into RAID BIOS or using tools not part of the solution. 

Instead, redundancy lies within the system through replication, copies and erasure 

coding. The recommendation is to use HBA for the storage devices, in IT mode only. 

Resilience level  The resilience level is selected after installation, when creating a file system, and 

cannot be altered later. If you plan on using the cluster in production, resilience 2 

should be used. In combination with the Virtual IP feature, this allows for safe non-

interruptive rolling updates. For more details, see the Quick Setup Guide after 

installation, or the Management Manual. 

 Note: If the disks you put in the node have been previously attached to a RAID card, and you 

do not intend to use RAID with the new installation, make sure that the disks are 

formatted. Otherwise, the old RAID metadata may interfere with the new installation 

(see the FAQ section for details). 

   



IBM Spectrum NAS Installation Guide Version 1.7.1.0  2018 

6 

Repeat the following steps for each node you want to install. 

Step 1: Insert the CD / ISO 

Turn on the node and insert the installation media in your source drive. 

The ISO installation file has to be mounted to each node as a virtual drive, or transfered to bootable optical 

media, for example CD. USB flash memory and similar is not supported. 

Typically, nodes are not set up to automatically boot from an external source drive. The methods for booting 

from external drive may vary, so you may have to refer to the documentation for your system's BIOS/UEFI.  

Alternatively, try one of the following: 

 Pressing F10 or F12 during initial system start-up, will normally allow you to enter a one-time boot 

menu. This will give you options to boot from external drive. 

 Look out for an initial system startup message that indicates how to enter the BIOS/UEFI setup, often 

the Delete key. Alter the Boot Sequence from within the BIOS/UEFI. 

Step 2: Reboot to start the installation 

Boot the node from the source drive.  

The installer will initialize and present the progress, similar to this: 

 

 Note: If the disks you put in the node have been previously attached to a RAID card, and you do 

not intend to use RAID with the new installation, make sure that the disks are formatted. 

Otherwise, the old RAID metadata may interfere with the new installation (see the FAQ 

section for details). 
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Step 3: Set a name 

Set the hostname for the node and press Enter twice to proceed. Hostname is a label assigned to the node 

that will later be used to identify it in the IBM Spectrum NAS Management Tool.  

Note: No FQDN (fully qualified domain name) and no "dots" in the host name. 

 

 Warning: The installer will automatically format the disk after the next step when you select the 

system disk. This will permanently delete all data on the drive. Back up any files and 

settings that you want to keep, if you plan to restore them after the installation is 

complete. 

 

Step 4: Select system disk 

The installation wizard will list all available disks in the node. Select the disk that should be used as a boot / 

system disk for the node, and press Enter.   
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Step 5: Select extras 

These options only apply if you are using Mellanox NIC's. If that is the case, then select (Space or Enter). 

Tab down to the Finish button and press Enter to proceed. 

 

The installer proceeds to install the packages of the IBM Spectrum NAS solution. At this point, no further user 

input is required until all packages have been installed. The time required for the installation depends on the 

number of packages and the speed of the hardware.  

 

 Note: If the screen looks different than above, refer to the FAQ section:  

My node installation doesn’t look like described, what could be wrong. 

  



IBM Spectrum NAS Installation Guide Version 1.7.1.0  2018 

9 

After the installation is completed, the node will automatically reboot and bring you to the login screen. There 

is no need to log in, you can leave the node as it is. A second reboot will occur after a few minutes, and only 

then the node is ready for use. 

 

 

Repeat the procedure for all nodes you want to install: Step 1 

 
 

 

Note: If the node has booted from the installation media, instead of the system disk – i.e. you see the screen 

above – do the following: 

1. Remove any installation media, if not automatically ejected upon reboot. 

2. Make sure that the default boot drive is the system disk. You may want to change the boot sequence 

in BIOS/UEFI. 

 

 

CentOS Linux 7 (Core) 

Kernel 4.9.76 on an x86_64 

 

CMP1_185 login: _ 
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IBM Spectrum NAS Support 

IBM Spectrum NAS’s support service is always available to answer your questions by email, phone or web, 

based on your support offering.  

To get help with troubleshooting, please contact your technical service representative. 

Please note that providing us with background information will help us to do preliminary research to 

understand your issue better, to make a more efficient interaction. We would therefore ask you to provide the 

following information when you send a support request: 

 Cluster ID 

 Software version of all relevant software 

 An approximation of time since the issue first occurred 

 Whether the issue is reproducible 

 Steps taken so far to solve the problem 
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Frequently Asked Questions (FAQ) 

 

The node installation CD/DVD does not start 

Reboot the system into BIOS and verify if the booting sequence has been changed to the installation media 

drive. Save configuration and continue installation. 

 

My node installation doesn’t look like described, what could be wrong? 

Alternative 1: If you, at Step 5, see this screen: 

 

The boot disk that is connected to the SATA interface contains old RAID metadata. This usually happens when 

a disk was previously configured in a RAID setup and then connected to SATA without “zeroing out” the RAID 

metadata. Linux tries to identify the disk but the installation does not support this. 

Our way of clearing the RAID metadata is to connect the disk to a windows PC, then use a tool e.g. Western 

Digital's "Data Lifeguard Diagnostic for Windows" and perform a quick wipe "write zeros" to the disk. 

This tool can be found at Western Digital download site: http://support.wdc.com/downloads.aspx 

 

Alternative 2: If you, at Step 5, see this screen: 

 

You find this screen when you have a problem similar to the one above. There is no problem with the boot 

disk, the problem is caused by another disk in the node that has been attached to a RAID card earlier and 

therefore contains RAID metadata. Find the disk containing the RAID metadata and clear it using the same 

procedure as described above, Case 1. 
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