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Chapter 1. Controlling CICS operation

While CICS is running, you can control its operation by changing CICS system definitions and by deleting and installing resource definitions. Use the CICS Explorer® to control your CICS systems.

About this task

The CICS Explorer Operations views provide a view of the CICS resources that support day-to-day operation and management of the enterprise.

If you are running your CICS regions in a CICSpix, you can use CICSpix System Manager functions to control the operation of CICS. For information, see CICSpix SM overview.

CICS supplies a number of transactions that you can use to control CICS and its resources while it is running. It also supplies a variety of utility programs, some of which you can use to help with system management.

Restriction: Some system attributes defined with system initialization parameters cannot be changed while CICS is running; you must restart CICS with changed system initialization parameters.

Administering CICS from a console device

You can operate CICS from a console device. A console device can be a locally-attached system console, a TSO user defined as a console, or an automated process such as NetView®.

Before you begin

To use a console device, you must first define it to CICS. For details, see Defining console devices.

About this task

You can use the console device for CICS main terminal functions, to control CICS terminals or to control several CICS regions in conjunction with multiregion operation. Normal operating system usage of the console device is not inhibited, and CICS supports multiple console devices where present.

Procedure

• Define the console device that should be used for putting MODIFY commands into your job stream. For more information about putting commands into job streams, see “Using JCL to initiate CICS commands” on page 2.

• Invoke CICS transactions from the console device by using the MVS MODIFY command (F for short). Other CICS operators can communicate with the console device operator. Note that the CEDA transaction can be used from a console device to install resource definitions only. The sample programs cannot be executed from a console device.

• Use the MVS command d consoles to display a list of console devices and their names.

• Use TSO CLIST processing, or an automated process such as NetView, to issue sequences of CICS commands.

To associate command responses with the originating command from an automated process, add a command and response token (CART) to the originating command. CICS returns this CART in all write-to-operator (WTO and WTOR) macros issued in response to the command.
Entering commands from a console device

You can invoke CICS transactions from the console device by using the MVS MODIFY command (F for short).

To enter a CICS command from a console device, use:

{MODIFY|F} cicsid,['command']

where:

**cicsid**

is the region identifier for the CICS region. This is one of the following:

- name of the job being used to execute CICS
- name of a procedure if CICS was initiated as a started task without a qualifier
- name of the task identifier qualifier if CICS was started as a started task with a qualifier.

**command**

is a string of data, starting with a CICS transaction identifier.

Example:

MODIFY DFHIVPOL,'CEMT INQUIRE TASK'

If a transaction started at a console device requires further input, you are prompted in the same way as a terminal operator. For more information about continuing transaction input, see “Replying to messages from transactions started at console devices” on page 5.

Entering commands from TSO

A TSO user can enter CICS commands after invoking the TSO command CONSOLE.

Enter the CICS commands in either of the following formats:

- CONSOLE SYSCMD ({MODIFY|F} cicsid,['command'])
- CONSOLE {MODIFY|F} cicsid,['command']

  END

When the TSO command CONSOLE is used, TSO checks the user for authority to issue console commands. Further, if console operator command security is active, the TSO user must be specifically authorized to issue MODIFY cicsid.

Using JCL to initiate CICS commands

If you have defined a console entry in your CSD as CONSNAME(INTERNAL), you can submit commands to your CICS region by using JCL.

**About this task**

Edit your JCL as follows. The normal rules of JCL apply.

**Procedure**

1. Edit your JCL to use the MVS command MODIFY.
2. Follow the MODIFY command with the job name or task ID of the CICS region you are addressing, followed by the CICS commands.
3. Submit the JCL.

The following sample job shows how you might submit commands in this way.
Results

If you omit the apostrophes around the CICS command, and there are sequence numbers at the end of the line, the numbers are passed to CICS as part of the command. This causes CICS to display a warning message on the console, but the command is still obeyed.

Troubleshooting:

For the batch job to work, it must have proper authority to issue console commands. If you run this batch job and you find that the MODIFY commands simply disappear and never make it to the CICS region, it could be a JES2 JOBCLASS issue.

On a JES2 system, job classes can be defined to allow or restrict commands from being issued. For this process to work, the batch job must run in a JES2 JOBCLASS that is defined with COMMAND=EXECUTE and AUTH=SYS, or higher. You can verify the current settings for a job class by issuing the following command on the console:

```
$DJOBCLASS(x),LONG
```

where x is the job class that your batch job is using.

You can see an example of the output below. (There would be additional, similar lines in the full output.)

```
$DJOBCLASS(A),LONG
$HASPB877 JOBCLASS(A) ACTIVE=YES,ACCT=NO,AUTH=(ALL),
$HASPB877 BLP=NO,COMMAND=EXECUTE,COPY=NO,
$HASPB877 DSENQSHR=ALLOW,DUPL_JOB=DELAY,
```

In the above output, job class A is allowed to issue any command, and those commands will be executed.

Console device messages

During both the initialization and the running of CICS, various messages appear on your console device. These are mainly for information, but in some cases could require a reply or some action from you.

Console messages might be subject to message formatting if you have defined CICS as an MVS™ subsystem with console message-handling support. The term console message is used for messages sent to the system console, and does not refer to CSMT messages or the JES joblog.

Suppressing information-only messages

You can use the system initialization parameter MSGLEVEL to control the generation of messages to console devices. If you code MSGLEVEL=0, only critical errors or interactive messages are printed.

Sample console messages

Sample console messages issued when CICS starts up are given in System console messages for CICS startup. Sample console messages issued when CICS shuts down are given in Managing CICS shutdown.
**Console message-formatting**

The main purpose of the console message-handling facility is to ensure that all messages issued by CICS regions contain the APPLID of the CICS region issuing the message.

By using this facility, CICS can enable MVS to:

- Convert all console messages to the same format, and
- Inserts the applid of the sending region into each message.

You specify that CICS is to use the console message-handling facility when you define CICS as an MVS subsystem (by the CICS entry in the IEFSSNaa member of the SYS1.PARMLIB library). If the message-handling facility has been defined for CICS, all messages from all CICS regions of any release are intercepted and reformatted, if necessary, to include the APPLID, provided that at least one CICS region is running in the MVS image.

For information about defining CICS as an MVS subsystem with support for the console message-handling facility, and about activating the facility, see Defining CICS as an MVS subsystem.

**Message format**

The following examples show three messages as they appear with and without console message formatting. The examples use CICSIDC as the applid of the sending region.

- **Message format without console message formatting:**
  
  | DFH5730 - USER RECOVERY BEGINNING |
  | DFH5731 - NO ACTIVE USER RECORDS ON THE SYSTEM LOG |
  | DFH5732 - USER RECOVERY COMPLETED |

- **Message format with console message formatting:**

  | DFH5730 CICSIDC USER RECOVERY BEGINNING |
  | DFH5731 CICSIDC NO ACTIVE USER RECORDS ON THE SYSTEM LOG |
  | DFH5732 CICSIDC USER RECOVERY COMPLETED |

**Advantages of message formatting**

The main benefits of using console message formatting include assistance to the console operator and ease of automated operation by a program such as NetView.

The implementation of message formatting also:

- Allows masking of the password entered at the console during the CICS signon transaction. For example, you might enter the following command to sign on to CICS from a console:

  | F CICS,CESN USERID=HARBEN, PS=HUMMER, NEWPS=STONE |

  The passwords are then obliterated with asterisks when the command is redisplayed on the console or recorded in the system log.

  | F CICS,CESN USERID=HARBEN, PS=*******, NEWPS=******* |

- Allows the adding of a set of MVS generic routecodes to all CICS console messages, permitting them to be sent to a defined set of consoles.

- Removes the restriction that prevents the use of the name CICS as the MVS jobname of a CICS region that is started with the START command.
Replying to messages

If one or more CICS messages are followed by an associated message that requests an operator response, the earlier message or messages might have scrolled off the console screen before the response-requesting message appears.

About this task

Some messages that need a reply include a preceding message number or specify a response that can be entered to display the preceding message.

If a message requests a reply but does not provide means of determining the previous messages that explain the response required, CICS retains all messages in the logically-related set in the message buffer, until a valid response is received to the final message. When the console displays a message that requires a response, the operator can request a display of all preceding related messages. A typical message that needs a response is:

| DFHSI1552 applid Restart error reported above. Reply 'GO' or 'CANCEL'. |

If such a message appears, the operator can display all the preceding related messages by entering the MVS command:

| DISPLAY R,I |

When a valid response is received to the final message in the set, CICS deletes all the related messages from the message buffer.

Replying to messages from transactions started at console devices

If a transaction started at a console device requires further input, you are prompted in the same way as any normal terminal operator.

About this task

You can continue the input in one of the following ways:

• If the transaction is conversational and uses the CONVERSE or RECEIVE command, the message from CICS will contain a reply number that must be quoted in the reply. This is described in this section.

• If the transaction is pseudo-conversational, you must enter further MODIFY commands to continue the conversation.

You respond to messages from transactions started at a console device by using the REPLY command (abbreviation R). For example:

| REPLY 02, 'datastring' |

where 02 is the number of the message to which you are replying, and 'datastring' is your reply. If you cancel a transaction that is running at a console device, and the transaction is awaiting a reply, the outstanding reply is also canceled.

For information about using CEMT and the other CICS-provided transactions, and about entering transactions from a console, see CICS supplied transactions descriptions.

If you try to communicate with an active CICS region from a console device that has not been defined to CICS, you get message DFHAC2015 saying that your console has not been defined to CICS and that your input will be ignored.

In a CICS region that has consoles and SNA LUs, a console can remain active when CICS and the z/OS Communications Server for SNA are disconnected from each other. This means that you can use the console to open or close the CICS- z/OS Communications Server connection without CICS being terminated.
Suppressing and rerouting messages

CICS provides a global user exit point, XMEOUT, that is invoked before a message is sent from the message domain to its destination. XMEOUT can be used to invoke an exit program to intercept messages issued by SEND MESSAGE requests, and suppress the messages, change their destination, or leave them alone.

About this task

CICS provides six sample user exit programs, DFH$SXP1 through DFH$SXP6, which you can use to suppress or reroute messages.

For programming information about this global user exit and the sample user exit programs, see XMEOUT and the user exit programming interface (XPI)

Administering with CICS supplied transactions

CICS provides operations, usually initiated from terminals, called transactions, each of which involves the use of CICS tables, programs, and internal services. The following sections describe the transactions that are supplied by CICS and that have an operator interface.

CICS transactions have identification codes that start with “C” and are 4 characters long; for example, CEMT. For a complete list of CICS transactions, including those that do not have an operator interface, see the List of CICS transactions.

In general, you start a CICS transaction by entering its transaction identifier; for example, CEMT. The transaction identifier is used by CICS to identify the programs that handle the specified transactions, and to establish a task to process them.

If you use an IBM 3270 system display or similar display device that has the appropriate features installed, you can also start a transaction by a program function (PF) key or program attention (PA) key, by an operator identification card reader, by a magnetic slot reader, or by a light pen.

You might want to apply a CICS-supplied upgrade, but are using modified versions of one or more CICS-supplied transactions or of the CICS-supplied calling programs that handle CICS-supplied transactions. After you have first copied them to differently named groups, you must replace these private versions from the upgraded CICS-supplied version and modify them afresh to ensure that the necessary upgrade changes are carried out. Failure to do this can lead to unpredictable results.

This section describes:

• “Starting or stopping a transaction” on page 6
• “Syntax notation and conventions used” on page 7
• “Terminal operation” on page 9
• “Using the system console” on page 13
• “Using TSO consoles” on page 15

Starting or stopping a transaction

You start a CICS transaction by pressing the CLEAR key to clear the screen, and entering the transaction identifier, either by itself or followed by data, on the command line of the screen. The command line is a single line, usually at the top of the screen.

About this task

You can type the transaction identifier by itself and follow the prompts until a complete transaction command is built up, or you can type the complete transaction command on the command line. If you do not enter enough information, or if the information you enter is wrong, you are prompted to complete or correct your input.
Example
For example, in the following transaction, CEMT is the transaction identifier and the additional data is INQUIRE PROGRAM(PROG1).

CEMT INQUIRE PROGRAM(PROG1)

When the transaction starts, it processes the additional data. At the completion of this transaction, you get the following message:

STATUS: SESSION ENDED

What to do next
After a transaction has completed, press the CLEAR key to clear the screen in readiness for the next transaction. You can cancel any request by typing CANCEL on the command line.

Syntax notation and conventions used
Each command has a syntax box to show you what options there are. You interpret the syntax by following the arrows from left to right.

The conventions are:

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image" alt="Symbol" /></td>
<td>A set of alternatives—one of which you must code.</td>
</tr>
<tr>
<td><img src="image" alt="Symbol" /></td>
<td>A set of alternatives—one of which you must code. You can code more than one of them, in any sequence.</td>
</tr>
<tr>
<td><img src="image" alt="Symbol" /></td>
<td>A set of alternatives—one of which you can code.</td>
</tr>
<tr>
<td><img src="image" alt="Symbol" /></td>
<td>A set of alternatives — any number (including none) of which you can code once, in any sequence.</td>
</tr>
<tr>
<td><img src="image" alt="Symbol" /></td>
<td>Alternatives where A is the default.</td>
</tr>
</tbody>
</table>
## Minimum abbreviation of keywords

In general, the CICS transactions accept as few characters of a keyword as needed to identify it uniquely in the request.

For example, in a CEMT INQUIRE TASK command, you can use TASK, TAS, or TA to uniquely identify TASK. You cannot use T alone because that could be confused with TCLASS, TERMINAL, TRACE, or TRANSACTION.

In the syntax displays on your screen, the minimum permitted abbreviation is shown in uppercase characters, and the remainder is shown in lowercase.

Minimum abbreviations might change between CICS releases because of the introduction of new commands.

## Uppercase input to transactions

In general, most CICS-supplied transactions accept only uppercase input. If UCTRAN=YES has been specified in the terminal definition, all lowercase characters, even those enclosed within single quotation marks, are translated to uppercase.

If you have to specify UCTRAN=NO for your terminal, you have to ensure that the group specified for your terminal refers to a profile that will carry out uppercase translation.

CICS provides a PROFILE definition, DFHCICSP, in the DFHSTAND group in the CICS system definition (CSD) file. This profile is identical to DFHCICST except that it specifies UCTRAN(YES) instead of UCTRAN(NO).

The new profile is used by the CICS-supplied page retrieval transaction, CSPG. The new profile, together with changes in the task-attach routine and the page retrieval program, enables CICS to perform uppercase translation at the transaction level for BMS paging.

This allows users of terminals that are defined with uppercase translation switched off to use the page retrieval function without having to enter paging commands in uppercase. Assigning a new profile for CSPG means that all data entered on the retrieval command (defined by the PGRET system initialization parameter) and the purge command (defined by the PGPURGE system initialization parameter) is translated to uppercase.

If a user's terminal is defined with UCTRAN(YES), the new profile has no effect because all terminal input is translated to uppercase anyway.
Terminal operation

A CICS system makes provision for the following classes of operators; terminal operator, a supervisory terminal operator, and a main terminal operator.

- **A terminal operator** who can use a terminal to perform routine transactions that cause application programs to be processed. You can use a small selection of CICS transactions. For example, you can inquire about, or change, the status of your own terminal.

- **A supervisory terminal operator** who can perform all the duties of a terminal operator, in addition to supervising other operators within a functional group. Your operator security code gives you access to the supervisory terminal transaction, CEST, with which you can monitor and control some of the system resources used by your group.

- **A main terminal operator** who can monitor and control resources in a CICS system. Your operator security code gives you access to the main terminal transaction, CEMT, with which you monitor and control the system resources. Internal security checking might limit the range of resources under your control.

$ (the dollar symbol)

In the character sets given in this information, the dollar symbol ($) is used as a national currency symbol and is assumed to be assigned the EBCDIC code point X'5B'.

In some countries a different currency symbol, for example the pound symbol (£), or the yen symbol (¥), is assigned the same EBCDIC code point. In these countries, the appropriate currency symbol should be used instead of the dollar symbol.

Operator security

The transactions you can initiate are defined by your profile in the external security manager (ESM) database, which is normally provided when you sign on using the CESN transaction.

Generally, the main terminal operator has access to all CICS-supplied transactions, the supervisory terminal operator has access to a subset, and the terminal operator has access to very few transactions.

The system programmer is responsible for allocating operator security codes to restrict the use of particular transactions. For more information, see the relevant system administration guide for the ESM you are using. For example, if you are using RACF, see the z/OS Security Server RACF Security Administrator's Guide.

Terminal operator

To operate the system, you normally first sign on to the system and, as a minimum, enter your user ID and your password.

During signon, the information you enter is used by CICS to establish priorities and your ESM profile for the transactions that you might want to use later. When you have signed on, you have access to those transactions defined in your ESM profile.

After you have signed on, you can enter only specific transaction identifiers. Be aware of error messages that might be generated by the transactions you start, and the corrective action that you must take. In addition to error messages, be aware of other messages that CICS might transmit to your terminal.

You need to know the terminal identifiers of other terminals with which you want to communicate.
Supervisory terminal operator

A supervisory terminal operator is the supervisor of any part of the system for which group control is required. You are responsible for supervising, and keeping operational, groups of terminals defined in one or more terminal list tables (TLTs). You do this using the supervisory terminal transaction, CEST.

Your responsibilities can be thought of as a subset of those of the main terminal operator, and you should be aware of those functions that are not available to the terminals under your supervision. You also should be aware of, and understand, the procedure for changing the status of each terminal.

You should know the identifiers of all terminals and operators under your supervision. The terminal identifiers are defined in one or more CICS terminal list tables (TLTs). Individual TLTs can be identified by a 1-or 2-character suffix you enter as the SUPRID and CLASS(value) keywords of the CEST transaction.

When you use the CEST command for all terminals defined in a TLT, you have to specify the SUPRID keyword followed by the 2-character identifier of that TLT.

A subset of those terminals can be grouped together as a class, and can be defined as such in a different TLT. For information about defining the TLT itself, see TLT - terminal list table. You can specify that class by means of the CLASS(value) keyword of the CEST SET TERMINAL command, where ‘value’ is the suffix that identifies the TLT in which the class of terminals has been defined.

Alternatively, you can name one or more terminals in the CEST SET TERMINAL(value) command itself.

If you frequently want to restrict a CEST command to a subset of your terminals, and have defined another TLT identifying that subset, you then have to use the CEST SET TERMINAL SUPRID(value) keyword to refer to the “main” TLT, followed by the CLASS(value) keyword to refer to the specific TLT containing the subset.

So, for example, if you have defined terminals S202, S203, S204, and S205 in DFHTLTAB and you want to issue a CEST command that sets all those terminals out of service, you issue the following command:

CEST SET TERMINAL SUPRID(AB) OUTSERVICE

If, on the other hand, you want to restrict your command(s) to terminals S202 and S204, for example, you could define these two terminals in another TLT - DFHTLTC, say - and issue the following command:

CEST SET TERMINAL SUPRID(AB) CLASS(CD) OUTSERVICE

Alternatively, of course, you could issue the following command:

CEST SET TERMINAL(S202,S204) SUPRID(AB) OUTSERVICE

Unless otherwise stated, the information in this book about the supervisory terminal and the CEST transaction applies only to a single CICS system, regardless of whether it is connected to another CICS system through ISC or MRO.

Main terminal operator

The main terminal operator controls system components using the main terminal transaction, CEMT. With this transaction, the main terminal operator can dynamically change the system control parameters.

Although the transaction can be started at any valid IBM 3270 family display device or equivalent terminal, or from the operating system console, its use is intended to be limited to a person known as the main terminal operator. Starting a transaction from the operating system console is described in “Using the system console” on page 13.

The control permitted through CEMT allows you, the main terminal operator, to improve performance by changing the system control parameters in the day-to-day operation of the system. In addition to system control, you have prime responsibility for administering the terminal facilities of the system.

By using the routing transaction (CRTE), you can also be a main terminal operator for multiple connected CICS systems.
As the main terminal operator, you can access all terminal and supervisory terminal transactions. In addition, however, you must be familiar with all the procedures associated exclusively with the main terminal. You must be aware of which terminals and operators can access CICS at any given time, and of the identifiers by which they are known to CICS.

For example, when inquiring about terminals, you can specify a class of terminals or a list of terminals. A class of terminals is specified by the CLASS(value) keyword, where 'value' is the 1-or 2-character suffix of the related terminal list table (DFHTLTxx). A list of terminals is specified by a series of terminal identifiers following the CEMT SET TERMINAL(t1,t2,...,) command, where t1, t2, are terminal identifiers. See List of resource identifiers for more information.

For MRO and LUTYPE6.1 connections, you must know the identifier of each parallel session, and specify this identifier when operating on the session.

For LUTYPE6.2 (APPC) connections, you must know the modename of each set of parallel sessions, and specify this modename when operating on the modegroup.

Your use of the main terminal transaction is restricted by entries in the signon table and in the installed transaction definitions. These entries are the responsibility of the system programmer.

During long periods of continuous operation, you can, at intervals, read out and reset the statistics counters. The volume of activity in your system determines how often you should do this.

When the system has satisfactorily completed its response to a command, the time and date are printed or displayed at your terminal, as follows:

```
TIME=hh.mm.ss DATE=mm.dd.yy
```  

where time is in hours, minutes, and seconds, and date is in months, days, and years, or in the form specified by the DATFORM system initialization parameter. For brevity this final message has been deleted from all further examples.

Unless otherwise stated, the information about the main terminal and its transactions applies only to a single CICS system, regardless of whether it is connected to another CICS system through ISC or MRO.

**MRO and ISC support**

Multiregion operation (MRO) and intersystem communication (ISC) allow the sharing of resources between more than one CICS region. Thus a user at a terminal assigned to one CICS region can run transactions in connected regions, and can access resources - files, for example - in other regions.

It is also possible for a transaction running in one region to communicate with a transaction running in another region, thus sharing the processing workload.

Except for experiencing longer response times, you should not be aware that MRO or ISC processes are being used.

**BMS partitions**

When you use display devices that support BMS partitions, make sure that you understand how to use the SCROLL, PARTITION JUMP, CLEAR, and CLEAR PARTITION keys, the concept of the active partition and the meanings of the partition-related indicator symbols that can appear on a display screen.

For information about BMS partitions, see Basic mapping support.

**CLEAR key**

The CLEAR key clears all partitions from the display, and sets the terminal to 'base' state. The next BMS output request re-creates the partitions (but does not restore their contents), using the application partition set.

The CLEAR and CLEAR PARTITION keys cannot be used interchangeably when an existing CICS transaction is run in a single explicit partition.
Partitions and the execution diagnostic facility

The execution diagnostic facility (EDF), invoked by CEDF, is unavailable in single-screen mode on a terminal in partitioned state. EDF must be used in dual-screen mode for debugging application programs that use partitions.

Partitions and the command interpreter

The CICS command interpreter, invoked by CECI or CECS, cannot be used to process commands that refer to partitions. This is because the command interpreter display cannot be restored after the screen has been partitioned.

PA1 print key

The PA1 print key is not supported from a terminal in partitioned state.

Routing and multiple partitions

Routed messages can be directed to a terminal, including the transaction terminal, which supports partitions. However, such messages reset the terminal to ‘base’ state.

Terminal paging

When a BMS logical message is saved in CICS temporary storage, CICS also saves the application partition set. This partition set is loaded onto the target terminal before any pages are delivered. CICS builds a separate page for each partition, and overflow occurs on a partition basis.

Page retrieval

Terminal-operator page-retrieval commands operate on a partition basis. When a page-retrieval or page-copy command is entered in a partition, it implicitly refers to pages in that partition. If single-keystroke retrieval is used, the retrieval command applies to the partition containing the cursor when the PF key is pressed. The first page for a partition is displayed initially in the viewport.

Message chaining

CICS retains a current partition for each level of page chaining. This is initially the default partition for that partition set. Page-retrieval commands entered on a cleared screen, or page-retrieval commands for a chaining level other than the one being displayed, refer to the current partition for the target chaining level. The current partition is reset to the partition in which the last terminal-operator command was entered.

CICS retains the current page for each partition in the partition set. This is initially the first page. The current page is redisplayed in each partition in the following circumstances:

- For the initial display when the BMS paging program is first invoked
- Following erasure of the terminal partition set caused by pressing the CLEAR key
- Following page retrieval for a different page-chaining level
- Following page purge for a different page-chaining level.

Copying pages

BMS page copy operates on a partition basis (not a screen or partition set basis). BMS page copy copies a page from a partition to any terminal in ‘base’ state. You cannot copy a page from a partition to another partition on the same or another terminal.
Message termination

When you terminate a message, the entire logical message (that is, all pages in all partitions) is purged, irrespective of the partition in which you entered the purge command. The response to a page query request is displayed on a cleared, unpartitioned screen.

Error messages

Most error messages relating to invalid paging commands are displayed with an erase or write in the partition in which you entered the command. Other error messages unrelated to any particular partition (such as those relating to invalid message identifiers) are displayed on a cleared unpartitioned screen.

Using the system console

Console support makes it possible for a terminal to be both an operating system console and a CICS main terminal.

About this task

If multiple console support (MCS) is in use, you can define each console to CICS as a separate terminal, and all consoles can communicate with CICS simultaneously.

You can use any operating system console as a CICS terminal, if it has been specified on the CONSOLE keyword of the CEDA DEFINE TYPETERM command. If this has not been done, you get the following message when you try to use the console:

```
DFHAC2015 This console has not been defined to CICS.
```

and your input is ignored.

All consoles that have been defined as CICS terminals can use automatic transaction initiation (ATI), and can receive messages from other terminals and consoles, as well as from CICS transactions.

In a system that has consoles and SNA LUs, a console can remain active when CICS and the z/OS Communications Server are disconnected from each other. You can use the console to make or break the CICS-z/OS Communications Server connection without CICS being terminated.

Use the MODIFY and REPLY commands to start the CICS-supplied transactions from an operating system console.

In addition to the MODIFY and REPLY commands, the system programmer should consider use of the CONTROL, DISPLAY, START, and VARY commands when preparing console operator procedures. For information on these commands and other system details, see z/OS MVS System Commands.

Rules for console entry

Commands typed at a console are translated to uppercase, except for characters enclosed within single quotation marks (‘ ’), which remain unchanged. The occurrence of a literal single quotation mark must be indicated by a pair of single quotation marks (‘ ’), for example:

‘Please phone Mr O’Neill’.

If UCTRAN=YES has been specified in the terminal definition, all lowercase characters, even those enclosed within single quotation marks, are translated to uppercase.

MODIFY command

You start a CICS transaction from a console by using the MODIFY command, as follows:

```
MODIFY ident,datastring
```

You can abbreviate the MODIFY command to F.
ident can be any of the following:

- The name of the job used to start CICS, when it is started by a job stream.
- The name of the procedure used to start CICS, when it is started by an MVS START command, for example:

```
START procedure_name
```

where “procedure_name” is the ident value.
- The task identifier that was used to qualify the procedure name, for example:

```
START procedure_name.taskid
```

where “taskid” is the ident value. This is likely to be used where the same procedure is started more than once.

datastring is a string of data, starting with a CICS transaction identifier.

For example, to start transaction CEBT on the CICSA system from the console, type:

```
MODIFY CICSA,CEBT PERFORM TAKEOVER
```

You can type more than one MODIFY command at a console; each is processed in order of entry.

A CICS transaction can issue terminal control READ, WRITE, or CONVERSE commands to communicate with a console operator. WRITE and CONVERSE transmit application program messages, but READ produces a prompt, incorporating message 'DFH4200A', as follows:

```
@nn DFH4200A jjjjjjjjj tttt
```

where:

- **nn** is the number (generated by the operating system) that you must use in your reply to the prompt. Messages from a transaction that uses CONVERSE commands also contain this number.
- **jjjjjjjj** is the jobname of CICS in the operating system.
- **tttt** is the transaction identifier of the CICS transaction that has issued the READ command.

**REPLY command**

You (the console operator) must respond to each prompt by using the REPLY command, which you can type at either the prompted console or the main console:

```
R[EPLY] nn,datastring
```

where nn is the number of the prompt to which you are replying, and datastring is your reply.

If a transaction is purged while it is awaiting a reply from the operator, the reply is canceled.

You should note that messages to the console can become interspersed with messages from the operating system and from other regions, making them difficult to read. In extreme cases, parts of lengthy messages can 'scroll off' the console screen before they have been read.

**Example of a conversation using CONVERSE**

```
modify job002,serv 1
@17  FAULT TYPE?  2
  r 17,elec  3
```
1 MODIFY command specifying that transaction “serv” is to be started; this transaction sends messages to service groups supporting the installation.

2 The transaction response produced by a CONVERSE command and relayed by the operating system.

3 Your reply that the fault is an electrical one.

**Example of a conversation using WRITE/READ**

```
modify job002,usid   1
USER SIGNON ID=?   2
@25 DFH4200A JOB002 USID 3
r 25,acctsl   4
USER'S NAME: J. SMITH   5
USER'S TEL. NO.: 889999   6
```

1 MODIFY command specifying that transaction “usid” is to be started. This transaction provides information about the user identified by “usid”.

2 Application-program message produced by a WRITE command.

3 System message produced by a READ command.

4 Your reply.

5 Transaction message, produced by a WRITE command, giving the requested information. No reply is needed.

6 Another transaction message, produced by a WRITE command, giving more requested information. Again, no reply is needed.

**Using TSO consoles**

A TSO session can be used to input CICS commands. This has several advantages as it removes the MVS limitation of 99 consoles, it supports additional device types such as the IBM 3290, and it supports remote operation.

**About this task**

The console ID is 4 bytes, only one of which is used for locally connected consoles. TSO and JES3 consoles use all 4 bytes. In addition, each console in a sysplex has an 8-byte name.

**Using the KILL option to purge transactions**

It is possible for a looping CICS transaction or shortage of CICS resources to bring all normal processing in a CICS region to a halt. The KILL option helps you to remove such transactions more quickly from a CICS region, with the minimum impact on the integrity of your systems.

**About this task**

Use the KILL option only if it becomes impossible for you to end the transaction or transactions by using any of the standard CICS mechanisms. The KILL option does not guarantee integrity of any kind, but in some situations, it enables you to free a stalled region, enabling the region to continue processing.

**CAUTION:** Using the KILL option can result in unpredictable effects, including overwriting data in the CICS region or abnormal termination of the CICS region. Use it only as a last resort.
If you use CEMT or equivalent SPI commands to purge a transaction, you must attempt the FORCEPURGE option before you use the KILL option. If you use a CEKL command, you can use the KILL option without using the FORCEPURGE option first. Using CEKL in this way is an option of last resort.

You can use the CEKL commands in the following ways:

- To identify the problem transactions.
- To remove the transactions by using the PURGE, FORCEPURGE, or KILL option.
- To monitor the effects of attempting to remove the transactions from your system.

For more information, see CEKL.

Removing transactions can affect the integrity of your system. The following table shows the possible consequences of using the PURGE, FORCEPURGE, or KILL options.

<table>
<thead>
<tr>
<th>Command</th>
<th>System integrity retained?</th>
<th>Data integrity retained?</th>
</tr>
</thead>
<tbody>
<tr>
<td>PURGE</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>FORCEPURGE</td>
<td>YES</td>
<td>NO</td>
</tr>
<tr>
<td>KILL</td>
<td>NO</td>
<td>NO</td>
</tr>
</tbody>
</table>

**Procedure**

1. Use the CEMT transaction or CICSPlex SM to identify problems in your system. For example, list the active transactions in the system to determine which transaction or transactions should be removed.

2. If CEMT or CICSPlex SM are not available or not running (because the QR TCB is looping or suspended), use the CEKL transaction. Use the `CEKL INQUIRE TASK` command to list information about transactions in the CICS region; for example, all transactions that are suspended.

3. Try to end the transaction by using the PURGE option on the `CEMT SET TASK` command.

   This option might enable you to remove the transaction and retain system and data integrity.

   You can track the state of the transaction to see whether it is successfully removed.

   - If the transaction is associated with an open TCB, you might experience a delay of about a minute before the transaction is finally purged.
   - CICS might ignore or delay processing a request because of a risk of damaging CICS system integrity. For example, I/O might still be in progress to a buffer that the transaction owns, or recovery processing would be unable to complete.
   - If a transaction is marked non-purgeable, CICS ignores a request to purge the transaction.

   Other outcomes might be as follows:

   - The transaction is not purged in an acceptable length of time.
   - The CEMT transaction does not respond.

4. If there is no response from the previous command in a reasonable time, try to end the transaction by using the FORCEPURGE option on the `CEMT SET TASK` command.

   This option might enable you to remove the transaction and retain system integrity.

5. If there is no response from the previous command in a reasonable time, try to end the transaction by using the KILL option on the `CEMT SET TASK` command.

   If the command succeeds, an abend code is issued that reports the protective state of the transaction (purge or forcepurge protection) when it was killed. Regardless of the state of the transaction, KILL cannot guarantee any data or system integrity.

6. If the problem appears to be associated with a connection or terminal, try the PURGE, FORCEPURGE, and KILL options, in that order, on the `CEMT SET CONNECTION` or `CEMT SET TERMINAL` commands.
7. If CEMT is not available, end the transaction by using the PURGE, FORCEPURGE, and KILL options, in that order, on the **CEKL SET TASK** command.

**Results**
The transaction is ended. The resulting system and data integrity depend on the command option that is used, as described earlier.

---

**Administering with the application debugging profile manager**

Use the application debugging profile manager to manage your debugging profiles.

You can use it to perform the following functions:

- Display a list of debugging profiles
- View the contents of profiles
- Create new profiles
- Modify existing profiles
- Copying existing profiles
- Delete debugging profiles
- Activate and inactivate profiles
- Associate a debugging display device with active profiles

The application debugging profile manager has two user interfaces:

- A web browser interface. For more information, see “Using the application debugging profile manager Web interface” on page 17.
- A terminal interface (the CADP transaction). For more information, see “Using the application debugging profile manager 3270 interface” on page 32.

A utility transaction (CIDP) lets you inactivate all debugging profiles in the system. For details, see **CIDP - inactivate debugging profiles**.

---

**Using the application debugging profile manager Web interface**

Start the application debugging profile manager by typing its URL in your Web browser. The URL that you enter will depend upon how CICS Web support is configured. Your system administrator will tell you the URL to use for your system. CICS displays the "List profiles" page.

**About this task**

For example, if your Web browser connects directly to CICS, and your system is configured to use the sample analyzer program DFHWBADX, the URL is:

http://mvs_address:port/CICS/CWBA/dfhdpwb

If you are using URIMAP definitions to manage requests, the URL is as defined in the URIMAP definition that references program DFHDPWB.

**Configuring access to the application debugging profile manager Web interface**

To provide access to the Web interface, you can use either an analyzer program, or URIMAP definitions, as part of your CICS Web support architecture.

**About this task**

Explains the architecture elements that are used to give Web clients access to CICS applications.
Only one URL is required. The user accesses different pages by selecting interface elements on the pages that the program provides, beginning with the “List profiles” page.

**Procedure**

- If you want to use the sample analyzer program DFHWBADX, or an analyzer program with similar function, to handle requests for the application debugging profile manager, configure the path component of the URL to give CICS the information it needs to run the program.
  
  The path `/CICS/CWBA/dfhdwpwb` tells the analyzer that:
  - No converter program is required (CICS indicates this).
  - The default transaction ID CWBA is used.
  - The program DFHDPWB, which is the application debugging profile manager, is to be run.

- If you want to use URIMAP definitions to handle requests for the application debugging profile manager, you need to set up two URIMAP definitions.
  - One URIMAP definition matches the URL that is entered by the user to start the application debugging profile manager's Web interface, and maps to the program DFHDPWB.
  - The second URIMAP definition is used to run the CICS program DFHADWB1, which displays graphics.

  The second URIMAP definition is required because when a graphic is wanted, the HTML pages for the Web interface use the tag `img src=`, so that the Web browser makes a request for the graphic and then displays what it receives. The `img src=` tag specifies the name of the graphics program, and the Web browser makes the request using the path component of the URL that was originally used to start the Web interface, followed by the name of the graphics program. A URIMAP definition is needed to map this new request to the graphics program.

**Example**

The following sample URIMAP definitions could be used to provide access to DFHDPWB and DFHADWB1:

For DFHDPWB:

| URIMAP: | ADPM     | - URIMAP name               |
| GROUP:  | MYGROUP  | - any suitable              |
| USAGE:  | SERVER   | - For inbound requests      |
| SCHEME: | HTTP     | - Or use HTTPS for SSL      |
| HOST:   | *        | - * matches any host name   |
| PATH:   | /cicsapps/adpm/* | - Any path can be used, with final asterisk |
| TCPIPSERVICE: | | - If blank, applies to all ports |
| ANALYZER: | NO      | - Means do not run analyzer |
| CONVERTER: | CICS    | - Means no converter used   |
| TRANSACTION: | CWBA    | - Default transaction ID    |
| PROGRAM: | DFHDPWB  | - App debugging profile manager |

For DFHADWB1:

| URIMAP: | ADWB1  | - URIMAP name     |
| GROUP:  | MYGROUP | - any suitable    |
| USAGE:  | SERVER  | - For inbound requests |
| SCHEME: | HTTP    | - Or use HTTPS for SSL |
| HOST:   | *       | - * matches any host name |
| PATH:   | /cicsapps/adpm/dfhadwb1 | [Same path as for DFHDPWB, but with dfhadwb1 appended] |
| TCPIPSERVICE: | | - If blank, applies to all ports |
| ANALYZER: | NO      | - Means do not run analyzer |
| CONVERTER: | CICS    | - Means no converter used |
| TRANSACTION: | CWBA    | - Default transaction ID |
| PROGRAM: | DFHADWB1 | - Graphics program |

When URIMAP definitions are used, the path specified in the URL does not need to have any relationship to the resource; the linkage between the path and the resource is made by the URIMAP definition. For the URIMAP that points to DFHDPWB, you could specify a path that includes a page element, such as `/cicsapps/adpm/start.html`. The name of the page element does not matter. Note that if you do
this, when the Web browser makes a request for DFHADWB1, it omits the page element and appends dfhadwb1 in its place. If the path in the first of the sample URIMAP definitions was /cicsapps/adpm/start.html, the path in the second sample URIMAP definition would still be /cicsapps/adpm/dfhadwb1.

The List profiles page

Use the "List profiles" page to display a list of debugging profiles:

- When you start the application debugging profile manager's Web interface, CICS displays the "List profiles" page.

When you use the debugging profile manager for the first time, CICS displays all profiles. Subsequently, CICS displays the profiles that were selected when you last used it.

If there are more profiles than can be displayed in the window, use the scrollbars to scroll backwards and forwards through the list. If you have no profiles, CICS displays an empty list.

There are four variants of the "List profiles" page:

List LE profiles
- Lists only the profiles for compiled language profiles

List Java™ profiles
- Lists only the profiles for Java programs

List EJB profiles
- Lists only the profiles for enterprise beans

List CORBA profiles
- Lists only the profiles for stateless CORBA objects

The behavior of these pages is identical to the "List profiles" page; however the information displayed on each is specific to the type of profile.

The list contains selected information from the debugging profile. The columns on the page are:

Owner
- The userid of the profile owner; that is, of the user who created the profile.

Profile
- The name of the profile

Status
- The status of the profile (Act for Active, or Inact for Inactive)

The following columns display information specified when the profile is created:

Tranid
- Displays the contents of the transaction field

Program
- On the "List profiles" and "List LE profiles" pages only, displays the contents of the program field.

Compile Unit
- On the "List profiles" and "List LE profiles" pages only, displays the contents of Compile Unit field.

If the Compile Unit name is too long to display in the available space, the leading characters are displayed, followed by "...". To display the Compile Unit name in full, click the profile name.

Applid
- Displays the contents of the Applid field

Userid
- Displays the contents of the Userid field

Termid
- On the "List profiles" and "List LE profiles" pages only, displays the contents of the Terminal field.
Type
On the "List profiles" page only, displays the type of program specified in the debugging profile:

- **CORBA**
  - CORBA object
- **EJB**
  - Enterprise bean
- **Java**
  - Java program
- **LE**
  - Compiled language program

Netname
On the "List LE profiles" page only, displays the contents of the Netname field.

Class
On the "List Java profiles" and "List CORBA profiles" pages only, displays the contents of the Class field.

- If the Class name is too long to display in the available space, the trailing characters are displayed, preceded by "...". To display the Class name in full, click the profile name.

Bean
On the "List EJB profiles" page only, displays the contents of the Bean field.

- If the bean name is too long to display in the available space, the leading characters are displayed, followed by "...". To display the bean name in full, click the profile name.

Method
On the "List EJB profiles" and "List CORBA profiles" pages only, displays the contents of the Method field.

- If the Method name is too long to display in the available space, the leading characters are displayed, followed by "...". To display the Method name in full, click the profile name.

You can change the way information is displayed on the "List profiles" page:

**Selecting which profiles are displayed**
Use the checkboxes at the top of the page to select which debugging profiles are displayed. The options are:

- Display all profiles
- Display all profiles that you created
- Display all active profiles
- Display only active profiles that you created

**Sorting the list**
Use the buttons above each column to re-display the list in the sequence determined by the contents of the column. For example, to re-display the profiles in sequence of program name, click the Program button. CICS uses the EBCDIC sorting sequence when it re-displays the list.

Your choice of which profiles are displayed, and your chosen sequence, are preserved, and used the next time you use the debugging profile manager.

**Buttons on the List profiles page**
The buttons at the head of the following columns are used to re-display the list of profiles in sequence:

- **Owner**
- **Profile**
- **Status**
- **Tranid**
- **Program**
Create a debugging profile with the Web interface

About this task
You can create debugging profiles in these ways:
- You can create a completely new profile by entering all the information needed to define the profile
- You can base the new profile on an existing profile

Creating a new profile

About this task
Starting with the "List all profiles" page, follow these steps:

Procedure
- To create a profile for a compiled language (Language Environment®) program
  a) Click Create compiled profile.
     CICS displays the "Create compiled profile" page.
b) Complete the information that you need to specify your profile. See “The Create compiled profile page” on page 25 for details.

c) Click the Create button.
   CICS checks that you have entered valid data.
   – If your data is valid, the profile is saved
   – If your data contains an error, a message is displayed. Re-enter the data, and click the Create button again.

d) Click List all profiles to return to the “List all profiles” page.

• To create a profile for a Java program
   a) Click Create Java profile.
      CICS displays the "Create Java profile" page.
   b) Complete the fields that you need to specify your profile.
   c) Click the Create button.
      CICS checks that you have entered valid data.
      – If your data is valid, the profile is saved
      – If your data contains an error, a message is displayed. Re-enter the data, and click the Create button again.
   d) Click List all profiles to return to the "List profiles" page.

**Basing a new profile on an existing profile**

**About this task**

You can create a new debugging profile using an existing profile as a starting point. The steps you take depend upon whether the original profile is owned by you or another user:

**If you own the profile**

Follow the steps described in “Changing a debugging profile with the Web interface” on page 24.

Before you save the profile, give it a new name.

**If another user owns the profile:**

Follow the steps below.

**Procedure**

1. Copy the profile, following the steps described in “Copying debugging profiles with the Web interface” on page 24.
2. Make any changes to the profile by following the steps described in “Changing a debugging profile with the Web interface” on page 24.

**Activating debugging profiles with the Web interface**

**About this task**

To activate debugging profiles, start with the "List all profiles" page, and follow these steps:

**Procedure**

1. Use the check boxes at the top of the page to ensure that the display includes the profiles you want to activate.
2. Scroll the list to a profile that you want to activate.
3. Select the profile using the check box to the left of the profile name.
4. Repeat steps “2” on page 22 through “3” on page 22 to select all the profiles you want to activate.
5. Click the **Activate** button.

   By default, if any of the selected profiles is for a compiled language (Language Environment) program, CICS displays the "Set compiled display device" page.

   If none of the selected profiles is for a compiled language programs, CICS refreshes the "List all profiles" page.

   You can choose not to see the "Set compiled display device" page when you activate profiles. See "Setting the display device" on page 30 for more information.

**Results**

If you change a profile while it is active, the changes take effect immediately: the next time a program is started, the changed parameters are used to decide if the program should run under the debugger's control.

**Inactivating debugging profiles with the Web interface**

**About this task**

To inactivate debugging profiles, start with the "List profiles" page, and follow these steps:

**Procedure**

1. Use the check boxes at the top of the page to ensure that the display includes the profiles you want to inactivate.
2. Scroll the list to a profile that you want to inactivate.
3. Select the profile using the check box to the left of the profile name.
4. Repeat steps “2” on page 23 through “3” on page 23 to select all the profiles you want to inactivate.
5. Click the **Inactivate** button.

**Results**

The "List profiles" page is refreshed.

**Viewing a debugging profile with the Web interface**

**About this task**

If you are not the owner of a debugging profile, you can view its contents, but you cannot change it. To view the contents of a debugging profile, start with the "List all profiles" page, and follow these steps:

**Procedure**

1. Use the check boxes at the top of the page to ensure that the profile you want to view is displayed.
2. Scroll the list to the profile you want to view.
3. Click the profile name.
   - CICS displays the "View compiled profile" page, or the "View Java profile" page.
4. Click **List all profiles** to return to the "List all profiles" page.

**Results**

If you follow these steps for a profile that you own, CICS displays the "Edit compiled profile" page, or the "Edit Java profile" page. In this case, you will be able to modify the contents of the profile.
Changing a debugging profile with the Web interface

About this task
If you are the owner of a debugging profile, you can change its contents. Starting with the "List all profiles" page, follow these steps:

Procedure
1. Use the check boxes at the top of the page to ensure that the profile you want to change is displayed.
2. Scroll the list to the profile you want to change.
3. Click the profile name. CICS displays the "Create compiled profile" page, or the "Create Java profile" page.
4. Make your changes to the displayed fields.
5. Click the Replace button.
6. Click List all profiles to return to the "List all profiles" page.

Results
Note:
1. If you change the name of the profile, the debugging profile manager creates a new profile with the new name, and leaves the original profile unchanged.
2. If you follow these steps for a profile that you do not own, CICS displays the "View compiled profile" page, or the "View Java profile" page. In this case, you will not be able to modify the contents of the profile.
3. If you change a profile while it is active, the changes take effect immediately: the next time a program is started, the changed parameters are used to decide if the program should run under the debugger’s control.

Copying debugging profiles with the Web interface

About this task
You can copy profiles that are owned by other users to create identical profiles that you own. You cannot copy a profile that you own. Each new profile has the same name as the one that was copied. Starting with the "List profiles" page, follow these steps:

Procedure
1. Use the check boxes at the top of the page to ensure that the display includes the profiles you want to copy.
2. Scroll the list to a profile that you want to copy.
3. Select the profile using the check box to the left of the profile name.
4. Repeat steps “2” on page 24 through “3” on page 24 to select all the profiles you want to copy.
5. Click the Copy button.

Results
The profiles are copied and the "List profiles" page is refreshed.

What to do next
If you want to create a new profile based on a profile that you own, follow the steps described in “Changing a debugging profile with the Web interface” on page 24.
Deleting debugging profiles with the Web interface

About this task
To delete debugging profiles, start with the "List profiles" page, and follow the steps below. You cannot delete a profile that is owned by another user.

Procedure
1. Use the check boxes at the top of the page to ensure that the display includes the profiles you want to delete.
2. Scroll the list to a profile you want to delete.
3. Select the profile using the check box to the left of the profile name.
4. Repeat steps “2” on page 25 through “3” on page 25 to select all the profiles you want to delete.
5. Click the Delete button.

Results
The profiles are deleted, and the "List profiles" page is refreshed.

Deleting the sample profiles
Although, in general, you cannot delete debugging profiles that are owned by another user, the sample profiles are handled as a special case, and you can delete them.

About this task
Be aware that, if you do delete the sample profiles:
• You may affect users who want to use the sample profiles.
• The only way to create them again is to have your system programmer re-initialize the debugging profiles data sets. However, if you do this, any other profiles which already exist will be deleted.

If you want to use the sample profiles, and you are concerned that other users may delete them, copy the samples. You will own the copies, and no-one else will be able to delete them.

If you don't want to see the sample profiles when you list profiles, display only the profiles that you own.

The Create compiled profile page
Use the "Create compiled profile" page to work with the contents of a debugging profile for compiled language (Language Environment) programs. You can use the page to perform the following functions:

Create a new profile
Initially, the page contains default values for some of the fields. You must supply other values to complete the profile.

Edit an existing profile
Initially, the page contains the values that were previously defined for the profile.

Fields on the Create compiled profile page
The fields on the "Create compiled profile" page are:

Debugging profile
Specifies the name of the profile.

If you are working with an existing profile, and you change the name that is displayed, the application debugging profile manager creates a new profile with the new name, and leaves the original profile unchanged.

Acceptable characters:
Any lowercase characters you enter are converted to uppercase.

The following fields specify which programs should trigger the start of a debugging session when the profile is active.

**Transaction**
Specify a value in this field when you want to debug only those programs that run under the specified transaction id.

**Acceptable characters:**
A-Z a-z 0-9 $ @ # . / - _ % & $ ? ! : | " = ¬ , ; < >

Because transaction ids are case-sensitive, any lowercase characters you enter are not converted to uppercase.

You can specify a generic value if you want to debug programs that run under a set of similarly-named transactions.

**Note:** Do not specify an alias transaction name in this field; CICS does not support the use of alias transaction names to select programs for debugging.

**Program**
Specify a value in this field when you want to debug only the specified program. In this context the program is the program as known to CICS, such as a load module name, initial program in a transaction or a program that has been XCTL'd or LINKed to.

**Acceptable characters:**
A-Z 0-9 $ @ #

Any lowercase characters you enter are converted to uppercase.

You can specify a generic value if you want to debug a set of similarly-named programs.

**Compile unit**
Specify a value in this field when you want to debug only the specified compile unit. You can specify a generic value if you want to debug a set of similarly-named compile units. In this context the compile unit is the program as known to the compiler; for example, PROGRAM-ID for COBOL and the main PROCEDURE name for PL/I.

**Acceptable characters:**
A-Z a-z 0-9 $ @ # . / - _ % & $ ? ! : | " = ¬ , ; < >

Because compile unit names are case-sensitive, any lowercase characters you enter are not converted to uppercase.

**Applid**
Specify a value in this field when you want to confine debugging to programs that run in the specified CICS region.

**Acceptable characters:**
A-Z 0-9 $ @ #

Any lowercase characters you enter are converted to uppercase.

You can specify a generic value if you want to debug programs in a set of similarly-named regions.

The default value is the applid of the region where the application debugging profile manager is running, and is displayed at the top of the page.
Userid
Specify a value in this field when you want to confine debugging to programs that are being run by the specified user. The default value is the ID of the user that is using the debugging profile manager.

Acceptable characters:
A-Z 0-9 $ @ #

Any lowercase characters you enter are converted to uppercase.
You can specify a generic value if you want to debug programs that are being run by a group of similarly-named users.
The default value is the ID of the user that is using the application debugging profile manager, and is displayed at the top of the page.

Important: The user ID specified here is not necessarily the owner of the profile: the owner of the profile is the user who created it.

Termid
Specify a value in this field when you want to confine debugging to programs that are being run at the specified terminal.

Acceptable characters:
A-Z a-z 0-9 $ @ . / - % & ¢ ? ! : " = ¬ , ; < >

Restriction: You cannot specify a terminal ID that consists entirely of blanks
You can specify a generic value if you want to debug programs that are being run at a number of similarly-named terminals.

Important: The terminal specified here is not necessarily the terminal at which the debugging session is conducted. The terminal used for the debugging session is specified in the "Set compiled display device" page.

Netname
Specify a value in this field when you want to confine debugging to programs that are being run at terminals with the specified netname.

Acceptable characters:
A-Z 0-9 $ @ #

Any lowercase characters you enter are converted to uppercase.
You can specify a generic value if you want to debug programs that are being run at a number of terminals with similar netnames.

The following fields specify options that are passed to Debug Tool. See Debug Tool for z/OS for more information. You can save the values that you specify; the saved values are used by default each time you create a Language Environment debugging profile.

Test level
Specifies what conditions need to be met for Debug Tool to gain control for programs that match this profile. Select one of the following values:

ALL
ERROR
NONE

Command file
Specifies the primary commands file associated with the profile. You can specify the fully qualified name of a sequential data set or a member of a partitioned data set.
**Prompt level**
Specifies whether an initial commands list is unconditionally executed during program initialization. Enter one of the following:

- PROMPT
- NOPROMPT
- command

**Preference file**
Specifies the preference file that Debug Tool uses when debugging programs that match this profile. You can specify the fully qualified name of a sequential data set or a member of a partitioned data set.

**Language Environment options**
Specifies Language Environment runtime options for programs that match this profile. When a program is selected for debugging because it matches the profile, the runtime options specified will override other runtime options that you may have in effect. For more information about defining runtime options for Language Environment, see [Defining runtime options for Language Environment](#).

**Buttons on the Create compiled profile page**
The buttons on the "Create compiled profile" page are:

- **Create**
  Create a new profile using the information entered on the page

- **Replace**
  Update an existing profile using the information entered on the page

- **Save options as default**
  Save the contents of the following fields. The saved values are used by default each time you create a Language Environment debugging profile.

  - Test level
  - Command file
  - Prompt
  - Preference file
  - Language Environment options

**The Create Java profile page**
Use the "Create Java profile" page to work with the contents of a debugging profile for Java programs. You can use the page to perform the following functions:

- **Create a new profile**
  Initially, the page contains default values for some of the fields. You must supply other values to complete the profile.

- **Edit an existing profile**
  Initially, the page contains the values that were previously defined for the profile.

**Fields on the Create Java profile page**
The fields on the "Create Java profile" page are:

- **Debugging Profile**
  Specifies the name of the profile.
  
  If you are working with an existing profile, and you change the name that is displayed, the application debugging profile manager creates a new profile with the new name, and leaves the original profile unchanged.

- **Acceptable characters:**
  
  A-Z 0-9 $ @ #
Any lower case characters you enter are converted to upper case.

The following fields specify which programs should trigger the start of a debugging session when the profile is active:

**Transaction**
Specify a value in this field when you want to debug only those programs that run under the specified transaction id.

**Acceptable characters:**
A-Z a-z 0-9 $ @ # . / - _ % & ? ! : | " = ¬ , ; < >

You can specify a generic value if you want to debug programs that run under a set of similarly name transactions.

**Note:** Do not specify an alias transaction name in this field; CICS does not support the use of alias transaction names to select programs for debugging.

**Applid**
Specify a value in this field when you want to confine debugging to programs that run in the specified CICS region. The default value is the applid of the region where the Debugging Profile Manager is running.

**Acceptable characters:**
A-Z 0-9 $ @ #

Any lower case characters you enter are converted to upper case.

You can specify a generic value if you want to debug programs in a set of similarly-named regions.

**Userid**
Specify a value in this field when you want to confine debugging to programs that are being run by the specified user. The default value is the ID of the user that is using the debugging profile manager.

**Acceptable characters:**
A-Z 0-9 $ @ #

Any lower case characters you enter are converted to upper case.

You can specify a generic value if you want to debug programs that are being run by a group of similarly-named users.

**Important:** The user ID specified here is not necessarily the owner of the profile: the owner of the profile is the user who created it.

The following fields specify which Java resources should trigger the start of a debugging session when the profile is active:

**Type**
Specifies the type of Java resource that you want to debug:

**Java**
Select this value when you want to debug a Java program.

**EJB**
Select this value when you want to debug an enterprise bean.

**CORBA**
Select this value when you want to debug a stateless CORBA object.

**Class**
For Java programs and stateless CORBA objects only, specify a value in this field when you want to debug only the specified class. You can specify a generic value if you want to debug a set of similarly-named classes.
Bean
For enterprise beans only, specify a value in this field when you want to debug only the specified bean. You can specify a generic value if you want to debug a set of similarly-named beans.

Method
For enterprise beans and stateless CORBA objects only, specify a value in this field when you want to debug only the specified method.

When an inbound request initiated by a Java remote method invocation is received, the value specified is compared with the mangled name in the inbound request to determine if the profile matches the request. If it is possible that mangling can take place, do not specify a method name in the debugging profile, but specify a generic method instead.

The following field specifies the debugging options for this profile. You can save the value that you specify; the saved value is used by default each time you create a Java debugging profile.

JVM profile
Specifies the name of the JVM profile that is used for Java programs that match this profile. The profile should specify that the Java program is to run in debug mode. You cannot specify a generic value for this parameter.

Buttons on the Create Java profile page
The buttons on the "Create Java profile" page are:

Create
Create a new profile using the information entered on the page

Replace
Update an existing profile using the information entered on the page

Save options as default
Save the contents of the following field. The saved value is used by default each time you create a Java debugging profile.

JVM profile

The View LE profile page
Use the "View LE profile" page to view the contents of a debugging profile for compiled language programs. You cannot change the profile with this page. The information displayed is described in “The Create compiled profile page” on page 25.

The View Java profile page
Use the "View Java profile" page to view the contents of a debugging profile for compiled language programs. You cannot change the profile with this page. The information displayed is described in “The Create Java profile page” on page 28.

Setting the display device
When you have created a debugging profile for a compiled language (Language Environment) program, but before you can start debugging the application programs defined in the profile, you must specify the display device with which you will interact with the debugger.

About this task
You can use one of the following as the display device:

• A 3270 terminal
• A debugging tool on a workstation

The display device becomes associated with a debugging profile when you activate the profile, and remains associated with the profile until you make the profile inactive.
You can choose when you specify the display device:

- You can specify the display device before you make a profile active. The same display device will be associated with each profile that you subsequently make active.
- You can specify the display device when you make a profile active. The same display device will be associated with the profile that is made active. If you make more than one profile active at the same time (by selecting a number of profiles on the "List debugging profile" page) the same display device will be associated with them all.

**Specifying the display device before you make a profile active**

Starting with the "List profiles" page, follow these steps:

1. Click Set LE display device. CICS displays the "Set LE display device" page.
2. Complete the details of the display device that you want to associate with the profile.
3. Select "In the future, do not show this page when activating profiles".
4. Click the Save and return button. CICS saves the display device settings, and displays the "List profiles" page.

The "Set LE display device" page will not be displayed when you activate profiles; the settings you have supplied will be applied to all profiles for compiled language programs when you activate them.

**Specifying the display device when you make a profile active**

**About this task**

Starting with the "List profiles" page, follow these steps:

**Procedure**

1. Click Set LE display device.
   - CICS displays the "Set LE display device" page.
2. Complete the details of the display device that you want to associate with the profile.
3. Using the check box, deselect "In the future, do not show this page when activating profiles".
4. Click the Save and return button.
   - CICS saves the display device settings, and displays the "List profiles" page.

**Results**

CICS will display the "Set LE display device" page whenever you activate profiles for compiled language profiles. The page is initialized with the last settings you supplied.

**What to do next**

If you need to change the settings, follow these steps:

1. Change any details of the display device that you want to associate with the set of profiles that is being activated.
2. Click the Save and return button. CICS saves the display device settings, and displays the "List profiles" page.

**The Set compiled display device page**

Use the "Set compiled display device" page to specify the display device with which you will interact with the debugger.

**Fields on the Set compiled display device page**

The fields on the Set compiled display device page are:
Debugging display device
Use the radio buttons to select how you will interact with the debugger:

TCP/IP address or name
Specifies that you will interact with the debugger using a debugging client on your workstation. Supply the following information:

- The IP address or name of the host where the debugging client is running. By default, CICS inserts the IP address of the client which is running the browser, or — if there is a firewall between the browser and CICS — the IP address of the firewall.
- The port number at which the debugging client listens for a connection. Specify a value in the range 0 - 65535. The default is 8001.

Type of socket communication
For a debugging client on your workstation, specifies whether the debugging client and debugging server will communicate using a single socket or more than one socket.

Single
Use a single socket for communication. This is the default value, and is the preferred value when you use IBM Developer for z Systems® as your debugging client.

Multiple
Use more than one socket for communication. You must specify this value when you use a VisualAge® product as your debugging client.

3270 display terminal
Specifies that you will interact with the debugger using a 3270 type terminal. Supply the following information:

- The terminal id of the terminal at which you will interact with the debugger.

Important: The terminal specified here is not necessarily the terminal at which the transaction being debugged will run.

Buttons on the Set compiled display device page
The buttons on the "Set compiled display device" page are:

Save and return
Save the settings and return to the "List all profiles" page

Cancel
Return to the "List all profiles" page without saving the settings

Using the application debugging profile manager 3270 interface
The CADP transaction displays debugging profile information by means of the application debugging profile manager 3270 interface.

About this task
If you are debugging TCP/IP information, note that the port number must be specified in the PORT field of your resource. If the port is specified as part of the HOST attribute, the port information is not available to the CADP transaction.

Procedure
1. On a 3270 screen, enter CADP.
2. Press ENTER. CICS displays the "List debugging profiles" screen.
3. Select your next action from the list of subtopics.
The List debugging profiles screen

Use the "List debugging profiles" screen to display a list of debugging profiles. When you start the debugging profile manager, CICS displays the "List debugging profiles" screen.

CADP      -    CICS Application Debugging Profile Manager   -    IYK222T1

List Debugging Profiles    (A=Activate,I=Inactivate,D=Delete,C=Copy)

<table>
<thead>
<tr>
<th>Owner</th>
<th>Profile</th>
<th>S</th>
<th>Tran</th>
<th>Program</th>
<th>Compile Unit</th>
<th>Applid</th>
<th>Userid</th>
<th>Term</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>$EXAMPLE CORBA</td>
<td>I</td>
<td>T*</td>
<td></td>
<td></td>
<td></td>
<td>IORWERTH</td>
<td>Corb</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CICSUSER CORBA</td>
<td>I</td>
<td>T*</td>
<td></td>
<td></td>
<td></td>
<td>IORWERTH</td>
<td>Corb</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$EXAMPLE EJB</td>
<td>I</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
<td>EJB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$EXAMPLE JAVA</td>
<td>I</td>
<td>TR*</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
<td>PENFOLD+</td>
<td>Java</td>
<td></td>
</tr>
<tr>
<td>$EXAMPLE LE1</td>
<td>I</td>
<td>T*</td>
<td>P*</td>
<td></td>
<td></td>
<td>CICSREG1</td>
<td>ANDREWS</td>
<td>TTT1</td>
<td>LE</td>
</tr>
<tr>
<td>$EXAMPLE LE2</td>
<td>I</td>
<td>TR</td>
<td>*</td>
<td>SAMPCOMPUN</td>
<td></td>
<td>CICSREG2</td>
<td>DRBEARD*</td>
<td>TTT2</td>
<td>LE</td>
</tr>
<tr>
<td>$EXAMPLE LE3</td>
<td>I</td>
<td>TRN3</td>
<td>PROG3</td>
<td></td>
<td></td>
<td>CICSREG3</td>
<td>*</td>
<td>TTT2</td>
<td>LE</td>
</tr>
</tbody>
</table>

7   profile(s). All profiles shown
Enter=Process PF1=Help 2=Filter 3=Exit 4=View 5=Create LE 6=Create Java
9=Set display device 10=Edit 11=Sort

Figure 1. The List debugging profiles screen, showing the example profiles

When you use the debugging profile manager for the first time, CICS displays all the profiles that you own. Subsequently, CICS displays the profiles that were selected when you last used it.

If there are more profiles than can be displayed on one screen, use PF7 and PF8 to scroll backwards and forwards through the list. If you have no profiles, CICS displays an empty list.

The list contains selected information from the debugging profiles. The columns on the screen are:

**Owner**
- The userid of the profile owner; that is, of the user who created the profile.

**Profile**
- The name of the profile

**S**
- The status of the profile (A for Active, or I for Inactive)

The following columns display information specified when the profile is created:

**Tran**
- Displays the contents of the transaction field

**Program**
- Displays the contents of the program field

**Compile Unit**
- Displays the the first ten characters of the Compile Unit field. If the Compile Unit name is longer, a + to the right of the name shows that only part of the name is displayed.

**Applid**
- Displays the contents of the Applid field

**Userid**
- Displays the contents of the Userid field

**Term**
- Displays the contents of the Terminal field

**Type**
- Displays the type of program specified in the debugging profile:
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Not all the information in the debugging profile is displayed on the “List debugging profiles” screen. To display the additional information, move the cursor to the line that contains the profile, and press PF4.

You can change the way CICS displays information on the “List debugging profiles” screen:

**Selecting which profiles are displayed**
Use PF2 to cycle through the available options in turn. The options are

1. Display all the profiles in the system. This is the setting the first time you use the debugging profile manager
2. Display the profiles that you own
3. Display all active profiles

**Sorting the list**
Use PF11 to cycle through the available options in turn. The options are:

1. Re-display the profiles in sequence of profile name. This is the sequence the first time you use the debugging profile manager
2. Re-display the profiles in sequence of transaction ID
3. Re-display the profiles in sequence of program name
4. Re-display the profiles in sequence of owner

In each case, CICS uses the EBCDIC sorting sequence.

Your choice of which profiles are displayed, and your chosen sequence, are preserved, and used the next time you use the debugging profile manager.

**Function keys for the List debugging profiles screen**
The function keys for the "List debugging profiles" screen are:

**PF1**
Display the help screen

**PF2**
Selects which debugging profiles are displayed. This key cycles through the available options in turn.

**PF3**
End the debugging profile manager

**PF4**
Displays the "View LE debugging profile" screen or the "View Java debugging profile" screen for the profile on the line that contains the cursor.

**PF5**
Create a new debugging profile for a compiled language program

**PF6**
Create a new debugging profile for a Java program

**PF7**
Scroll backwards

**PF8**
Scroll forwards
Display the "Set LE debugging display device" screen

Edit the profile on the line that contains the cursor, using the "Create LE debugging profile" screen or the "Create Java debugging profile" screen.

Re-display the debugging profiles in a different sequence. This key cycles through the available options in turn.

Creating a debugging profile with the 3270 interface

About this task
You can create debugging profiles in these ways:

Procedure
• You can create a completely new profile by entering all the information needed to define the profile.
• You can base the new profile on an existing profile.

Creating a new profile

About this task
Starting with the "List debugging profiles" screen, follow these steps:

Procedure
1. Decide which type of profile you want to create.
   • To create a profile for a compiled language program, press PF5. CICS displays the "Create LE debugging profile" screen.
   • To create a profile for a Java program, press PF6. CICS displays the “Create Java debugging profile” screen.
2. Complete the fields that you need to specify your profile. You might need to use PF7 and PF8 to scroll the display.
3. Press ENTER. CICS checks that you have entered valid data.
   • If you have specified valid data, the profile is saved
   • If your data contains an error, CICS displays a message. Re-enter the data, and press ENTER again.
4. Press PF12 to return to the "List debugging profiles" screen.

Basing a new profile on an existing profile

About this task
You can create a new debugging profile using an existing profile as a starting point. The steps you take depend upon whether the original profile is owned by you or another user:

If you own the profile
Follow the steps described in “Changing a debugging profile with the 3270 interface” on page 37.
Before you save the profile, give it a new name.

If another user owns the profile
Follow the steps below.
Procedure

1. Copy the profile, following the steps described in “Copying debugging profiles with the 3270 interface” on page 37.
2. Make any changes to the profile by following the steps described in “Changing a debugging profile with the 3270 interface” on page 37.

Activating debugging profiles with the 3270 interface

About this task
To activate debugging profiles, start with the "List debugging profiles" screen, and follow these steps:

Procedure

1. Use PF2 to ensure that the display includes the profiles you want to activate.
2. Use PF7 and PF8 to scroll to a profile that you want to activate.
3. Type A (for Activate) in the field to the left of the profile name.
4. Repeat steps “2” on page 36 through “3” on page 36 to select all the profiles you want to activate.
5. Press ENTER.
   By default, if any of the selected profiles is for a compiled language program, CICS displays the "Set LE debugging display device" screen.
   If none of the selected profiles is for a compiled language program, CICS refreshes the "List debugging profiles" screen.
   You can choose not to see the "Set LE debugging display device" screen when you activate profiles. See “Setting the display device” on page 47 for more information.

Results

Note: If you change a profile while it is active, the changes take effect immediately: the next time a program is started, the changed parameters are used to decide if the program should run under the debugger’s control.

Inactivating debugging profiles with the 3270 interface

About this task
To inactivate debugging profiles, start with the "List debugging profiles" screen, and follow these steps:

Procedure

1. Use PF2 to ensure that the display includes the profiles you want to inactivate.
2. Use PF7 and PF8 to scroll to a profile that you want to inactivate.
3. Type I (for Inactivate) in the field to the left of the profile name.
4. Repeat steps “2” on page 36 through “3” on page 36 to select all the profiles you want to inactivate.
5. Press ENTER.
   CICS makes the selected profiles inactive, and refreshes the "List debugging profiles" screen.
Viewing a debugging profile with the 3270 interface

About this task
To view the contents of a debugging profile, without changing it, start with the "List debugging profiles" screen, and follow these steps:

Procedure
1. Use PF2 to ensure that the display includes the profile you want to view.
2. Use PF7 and PF8 to scroll to the profile you want to view.
3. Move the cursor to the line containing the profile that you want to view.
   - CICS displays the "View LE debugging profile" screen, or the "View Java debugging profile", depending on the options that were selected when the debugging profile was created.
5. When you have finished viewing the profile, press PF12 to return to the "List debugging profiles" screen.

Changing a debugging profile with the 3270 interface

About this task
If you are the owner of a debugging profile, you can change its contents. Starting with the "List debugging profiles" screen, follow these steps:

Procedure
1. Use PF2 to ensure that the display includes the profile you want to change.
2. Use PF7 and PF8 to scroll to a profile you want to change.
3. Move the cursor to the line containing the profile that you want to change.
   - CICS displays "Create LE debugging profile" screen, or the "Create Java debugging profile" screen, depending on the options that were selected when the debugging profile was created.
5. Make your changes to the fields displayed on the screen.
6. Press PF10. CICS saves the changed profile.
7. Press PF12 to return to the "List debugging profiles" screen.

Results
Note:
1. If you change the name of the profile, the debugging profile manager creates a new profile with the new name, and leaves the original profile unchanged.
2. If you change a profile while it is active, the changes take effect immediately: the next time a program is started, the changed parameters are used to decide if the program should run under the debugger's control.

Copying debugging profiles with the 3270 interface

About this task
You can copy profiles that are owned by other users, to create identical profiles that you own. Each new profile has the same name as the one that was copied. Starting with the "List debugging profiles" screen, follow these steps:
Procedure

1. Use PF2 to ensure that the display includes the profiles you want to copy.
2. Use PF7 and PF8 to scroll to a profile that you want to copy.
3. Type C (for Copy) in the field to the left of the profile name.
4. Repeat steps “2” on page 38 through “3” on page 38 to select all the profiles you want to copy.
5. Press ENTER.
   CICS copies the profiles, and refreshes the "List debugging profiles" screen.

Results

Note: You cannot copy a profile that you own. If you want to create a new profile based on a profile that you own, follow the steps described in “Changing a debugging profile with the 3270 interface” on page 37. Before saving the changed profile, give it a new name.

Deleting debugging profiles with the 3270 interface

About this task

To delete debugging profiles, start with the "List debugging profiles" screen, and follow the steps below. You cannot delete a profile that is owned by another user.

Procedure

1. Use PF2 to ensure that the display includes the profiles you want to delete.
2. Use PF7 and PF8 to scroll to a profile you want to delete.
3. You must make the profile inactive before you can delete it. To do this, see “Inactivating debugging profiles with the 3270 interface” on page 36.
4. Type D (for Delete) in the field to the left of the profile name.
5. Repeat steps “2” on page 38 through “4” on page 38 to select all the profiles you want to delete.
6. Press ENTER.
   CICS deletes the selected profiles, and refreshes the "List debugging profiles" screen.

Deleting the sample profiles

About this task

Although, in general, you cannot delete debugging profiles that are owned by another user, the sample profiles are handled as a special case, and you can delete them. Be aware that, if you do delete the sample profiles:

- You may affect users who want to use the sample profiles.
- The only way to create them again is to have your system programmer re-initialize the debugging profiles data sets. However, if you do this, any other profiles which already exist will be deleted.

If you want to use the sample profiles, and you are concerned that other users may delete them, copy the samples. You will own the copies, and no-one else will be able to delete them.

If you don't want to see the sample profiles when you list profiles, use PF2 on the "List debugging profiles" screen to display only the profiles that you own.
Combining actions on the List debugging profiles screen

About this task

From the "List debugging profiles screen", you can activate, inactivate, delete and copy debugging profiles by typing the appropriate action character (A, I, D and C respectively) in the field to the left of the profile name. You can combine these actions on the "List debugging profiles" screen. For example, you can activate some profiles, and inactivate others in a single operation:

Procedure

1. Use PF2 to ensure that the display includes the profiles you want to work with.
2. Use PF7 and PF8 to scroll to a profile you want to work with.
3. Type the action character in the field to the left of the profile name.
4. Repeat steps “2” on page 39 and “3” on page 39 to select all the profiles you want to work with.
5. Press ENTER.

CICS processes the selected profiles, and refreshes the "List debugging profiles" screen. If any of the selected actions fail, processing stops, and the unprocessed action characters remain on the screen.

The Create LE debugging profile screen

Use the "Create LE debugging profile" screen to work with the contents of a debugging profile for compiled language programs. You can use the screen to perform the following functions:

Create a new profile

Initially, the screen contains default values for some of the fields. You must supply other values to complete the profile.

Edit an existing profile

Initially, the screen contains the values that were previously defined for the profile.

Fields on the Create LE debugging profile screen

The fields on the "Create LE debugging profile" screen are:

Create LE Debugging Profile

Specify the name of the profile. If you change the name of an existing profile, CADP creates a new profile with the new name, and leaves the original profile unchanged.
Acceptable characters:

A-Z 0-9 $ @ #

Any lowercase characters you enter are converted to uppercase.

The following fields specify which programs should trigger the start of a debugging session when the profile is active.

**Transaction**
Specify a value in this field when you want to debug only those programs that run under the specified transaction id.

Acceptable characters:

A-Z a-z 0-9 $ @ # . / _ % & ? ! : | " = ¬ , ; < >

Because transaction ids are case-sensitive, any lowercase characters you enter are not converted to uppercase.

You can specify a generic value if you want to debug programs that run under a set of similarly-named transactions.

**Note:** Do not specify an alias transaction name in this field; CICS does not support the use of alias transaction names to select programs for debugging.

**Program**
Specify a value in this field when you want to debug only the specified program. In this context the program is the program as known to CICS, such as a load module name, initial program in a transaction or a program that has been XCTL'd or LINKed to.

Acceptable characters:

A-Z 0-9 $ @ #

Any lowercase characters you enter are converted to uppercase.

You can specify a generic value if you want to debug a set of similarly-named programs.

**Compile unit**
Specify a value in this field when you want to debug only the specified compile unit. You can specify a generic value if you want to debug a set of similarly-named compile units. In this context the compile unit is the program as known to the compiler; for example, PROGRAM-ID for COBOL and the main PROCEDURE name for PL/I.

Acceptable characters:

A-Z a-z 0-9 $ @ # . / _ % & ? ! : | " = ¬ , ; < >

Because compile unit names are case-sensitive, any lowercase characters you enter are not converted to uppercase.

**Applid**
Specify a value in this field when you want to confine debugging to programs that run in the specified CICS region. The default value is the applid of the region where the Debugging Profile Manager is running.

Acceptable characters:

A-Z 0-9 $ @ #

Any lowercase characters you enter are converted to uppercase.

You can specify a generic value if you want to debug programs in a set of similarly-named regions.
**Userid**
Specify a value in this field when you want to confine debugging to programs that are being run by the specified user. The default value is the ID of the user who is using the debugging profile manager.

**Acceptable characters:**

| A-Z 0-9 $ @ # |

Any lowercase characters you enter are converted to uppercase.

You can specify a generic value if you want to debug programs that are being run by a group of similarly-named users.

**Important:** The user ID specified here is not necessarily the owner of the profile: the owner of the profile is the user who created it.

**Termid**
Specify a value in this field when you want to confine debugging to programs that are being run at the specified terminal.

**Acceptable characters:**

| A-Z a-z 0-9 $ @ . / _ % & ? ! : | " = \ , ; <> |

**Restriction:** You cannot specify a terminal ID that consists entirely of blanks.

You can specify a generic value if you want to debug programs that are being run at a number of similarly-named terminals.

**Important:** The terminal specified here is not necessarily the terminal at which the debugging session is conducted. The terminal used for the debugging session is specified in the "Set LE debugging display device" screen.

**Netname**
Specify a value in this field when you want to confine debugging to programs that are being run at terminals with the specified netname.

**Acceptable characters:**

| A-Z 0-9 $ @ # |

Any lowercase characters you enter are converted to uppercase.

You can specify a generic value if you want to debug programs that are being run at a number of terminals with similar netnames.

The following fields specify suboptions of the TEST runtime option, and are passed to Debug Tool. See Debug Tool for z/OS for more information. You can save the values that you specify; the saved values are used by default each time you create an LE debugging profile. For more information, see “Specifying default values for Debug Tool and LE options” on page 42.

**Test level**
Specifies which conditions raised by your program will cause Debug Tool to gain control. You can enter the following values:

- All
- Error
- None

**Command file**
Specifies the primary commands file associated with the profile. You can specify the fully qualified name of a sequential data set or a member of a partitioned data set.

**Prompt level**
Specifies whether an initial commands list is unconditionally executed during program initialization. Enter one of the following:
Preference file
Specifies the preference file that Debug Tool uses when debugging programs that match this profile. You can specify the fully qualified name of a sequential data set or a member of a partitioned data set.

Other Language Environment options
Specifies Language Environment runtime options for programs that match this profile. When a program is selected for debugging because it matches the profile, the runtime options specified will override other runtime options that you may have in effect. For more information, see Defining runtime options for Language Environment.

Function keys for the Create LE debugging profile screen
The function keys for the "Create LE debugging profile" screen are:

PF1
Display the help screen

PF2
Save the contents of the Debug Tool options, and the Language Environment options. See “Specifying default values for Debug Tool and LE options” on page 42.

PF3
End the debugging profile manager

PF10
Update an existing profile with the information on the screen

PF12
Return to the "List debugging profiles" screen

Specifying default values for Debug Tool and LE options
You can specify default values for the following Debug Tool options, and the Language Environment options. The saved values are used by default each time you create a debugging profile for a compiled language program. The Debug Tool options are:

Test level
Command file
Prompt level
Preference file

To save the default values, start with the "Create LE debugging profile" screen, and follow these steps:

1. Type the default values that you want to specify for the Debug Tool options and Language Environment options
2. Press PF2. CICS saves the values that you have specified.

The values that you save will be used by default each time you create a new profile.

The Create Java debugging profile screen
Use the "Create Java debugging profile" screen to work with the contents of a debugging profile for Java programs. You can use the screen to perform the following functions:

Create a new profile
Initially, the screen contains default values for some of the fields. You must supply other values to complete the profile.

Edit an existing profile
Initially, the screen contains the values that were previously defined for the profile.

The screen is in two parts; use PF7 and PF8 to scroll between them.
Create Java Debugging Profile ==> for CICSUSER

CICS Resources To Debug (use * to specify generic values e.g. *, A*, AB*, etc.)
Transaction ==> Applid ==> IYK2Z2T1
UserId ==> CICSUSER

Debugging Options
JVM Profile ==>

Java Resources To Debug
Type ==> J (J=Java Applications, E=Enterprise Beans, C=Corba)
Class (Java Applications or Corba) ==> ==> ==> ==>

Press PF8 to set Bean and Method
Enter=Create PF1=Help 2=Save options as defaults 3=Exit 8=Forward 10=Replace 12=Return

Figure 3. The CADP Create Java debugging profile screens

Fields on the Create Java debugging profile screen

The fields on the "Create Java debugging profile" screen are:

Create Java Debugging Profile
Specifies the name of the profile. If you change the name of an existing profile, CADP creates a new profile with the new name, and leaves the original profile unchanged.

Acceptable characters:
A-Z 0-9 $ @ #

Any lowercase characters you enter are converted to uppercase.

The following fields specify which programs should trigger the start of a debugging session when the profile is active.

Transaction
Specify a value in this field when you want to debug only those programs that run under the specified transaction id.

Acceptable characters:
You can specify a generic value if you want to debug programs that run under a set of similarly-named transactions.

**Note:** Do not specify an alias transaction name in this field; CICS does not support the use of alias transaction names to select programs for debugging.

**Applid**
Specify a value in this field when you want to confine debugging to programs that run in the specified CICS region. The default value is the applid of the region where the Debugging Profile Manager is running.

**Acceptable characters:**
A-Z 0-9 $ @ #

Any lowercase characters you enter are converted to uppercase.
You can specify a generic value if you want to debug programs in a set of similarly-named regions.

**Userid**
Specify a value in this field when you want to confine debugging to programs that are being run by the specified user. The default value is the ID of the user that is using the debugging profile manager.

**Acceptable characters:**
A-Z 0-9 $ @ #

Any lowercase characters you enter are converted to uppercase.
You can specify a generic value if you want to debug programs that are being run by a group of similarly-named users.

**Important:** The user ID specified here is not necessarily the owner of the profile: the owner of the profile is the user who created it.

The following field specifies the debugging options for this profile. You can save the value that you specify; the saved value is used by default each time you create a Java debugging profile. To save the value, press PF2.

**JVM profile**
Specifies the name of the JVM profile that is used for Java programs that match this profile. The profile should specify that the Java program is to run in debug mode.

The following fields specify which Java resources should trigger the start of a debugging session when the profile is active:

**Type**
Specifies the type of Java resource that you want to debug:

- **J**
  Enter this value when you want to debug a Java program.

- **E**
  Enter this value when you want to debug an enterprise bean.

- **C**
  Enter this value when you want to debug a stateless CORBA object.

**Class**
For Java programs and stateless CORBA objects only, specify a value in this field when you want to debug only the specified class. You can specify a generic value if you want to debug a set of similarly-named classes.
Bean
For enterprise beans only, specify a value in this field when you want to debug only the specified bean. You can specify a generic value if you want to debug a set of similarly-named beans.

Method
For enterprise beans and CORBA objects only, specify a value in this field when you want to debug only the specified method.
When an inbound request initiated by a Java remote method invocation is received, the value specified is compared with the mangled name in the inbound request to determine if the profile matches the request. If it is possible that mangling can take place, do not specify a method name in the debugging profile, but specify a generic method instead.

Function keys for the Create Java debugging profile screen
The function keys for the "Create Java debugging profile" screen are:

PF1
Display the help screen

PF2
Save the contents of the JVM profile field. The saved value is used by default each time you create a Java debugging profile.

PF3
End the debugging profile manager

PF7
Scroll forward

PF8
Scroll backward

PF10
Update an existing profile with the information on the screen

PF12
Return to the "List debugging profiles" screen

The View LE debugging profile screen
Use the "View LE debugging profiles" screen to view the contents of a debugging profile for compiled language programs. You cannot change the profile with this screen.

Figure 4. The View LE debugging profile screen, showing example profile LE1
The information displayed is described in “The Create LE debugging profile screen” on page 39.

**Function keys for the View LE debugging profile screen**

The function keys for the "View LE debugging profile" screen are:

PF1
Display the help screen

PF3
End the debugging profile manager

PF12
Return to the "List debugging profiles" screen

**The View Java debugging profile screen**

Use the "View Java debugging profiles" screen to view the contents of a debugging profile for Java programs. You cannot change the profile with this screen.

The screen is in two parts; use PF7 and PF8 to scroll between them.

![Figure 5. The View Java debugging profile screen, showing example profile EJB](image-url)
Function keys for the View Java debugging profile screen

The function keys for the "View Java debugging profile" screen are:

PF1
Display the help screen

PF3
End the debugging profile manager

PF7
Scroll forward

PF8
Scroll backward

PF12
Return to the "List debugging profiles" screen

Setting the display device

About this task

When you have created a debugging profile for a compiled language program, but before you can start debugging the application programs defined in the profile, you must specify the display device with which you will interact with the debugger. You can use:

- a 3270 terminal
- a debugging tool on a workstation.

The display device becomes associated with a debugging profile when you activate the profile, and remains associated with the profile until you make the profile inactive.

You can choose when you specify the display device:

- You can specify the display device before you make a profile active. The same display device will be associated with each profile that you subsequently make active.
- You can specify the display device when you make a profile active. The same display device will be associated with the profile that is made active. If you make more than one profile active at the same time (by selecting a number of profiles on the "List debugging profile" screen) the same display device will be associated with them all.

Specifying the display device before you make a profile active

Starting with the "List debugging profiles" screen, follow these steps:

1. Press PF9 to display the "Set LE debugging display device" screen.
2. Complete the details of the display device that you want to associate with the profile.
3. Type "No" in the "Display this panel on each LE profile activation" field.
4. Press ENTER. CICS saves the display device settings, and displays the "List debugging profiles" screen.

The "Set LE debugging display device" screen will not be displayed when you activate profiles; the settings you have supplied will be applied to all compiled language profiles when you activate them.

Specifying the display device when you make a profile active

Starting with the "List debugging profiles" screen, follow these steps:

1. Press PF9 to display the "Set LE debugging display device" screen.
2. Complete the details of the display device that you want to associate with the profile.
3. Type "Yes" (the default value) in the "Display this panel on each LE profile activation" field.
4. Press ENTER. CICS saves the display device settings, and displays the "List debugging profiles" screen. CICS will display the "Set LE debugging display device" screen whenever you activate profiles for compiled language programs. The screen is initialized with the last settings you supplied. To change the settings:

1. Change any details of the display device that you want to associate with the set of profiles that is being activated.
2. Press ENTER. The display device settings are saved, and associated with the profile. CICS displays the "List debugging profiles" screen.

The Set LE debugging display device screen

Use the "Set LE debugging display device" screen to specify the display device with which you will interact with the debugger.

![Set LE debugging display device screen](image)

**Figure 6. The CADP Set LE debugging display device screen**

**Fields on the Set LE debugging display device screen**

The fields on the Set LE debugging display device screen are:

**Session type**

Specifies how you will interact with Debug Tool:

- **3270**
  
  You will interact with Debug Tool using a 3270 type terminal. Specify the terminal id in the display id field. This is the default value.

- **TCP**
  
  You will interact with Debug Tool using a debugging client on your workstation. The client will communicate with Debug Tool using TCP/IP. Specify the port number at which the client listens for a connection in the port field.

**3270 display terminal**

When the session type is 3270, specify the terminal id of the terminal with which you will interact with Debug Tool. The default value is the id of the terminal at which you running CADP.

**Important:** The terminal specified here is not necessarily the terminal at which the transaction being debugged will run.

**TCP/IP name or address**

When the session type is TCP, specify the IP address or name of the host where the debugging client is running.
Port
When the session type is TCP, specify the port number at which the debugging client listens for a connection. Specify a value in the range 0 - 65535. The default is 8001.

Type of socket communication
When the session type is TCP, specifies whether the debugging client and debugging server will communicate using a single socket or more than one socket.

Single
Use a single socket for communication. This is the default value, and is the preferred value when you use IBM Developer for z Systems as your debugging client.

Multiple
Use more than one socket for communication. You must specify this value when you use a VisualAge product as your debugging client.

Display this panel on LE profile activation
Specifies whether you want to display the Set LE debugging display device screen whenever you activate debugging profiles for compiled language programs:

YES
Display the Set LE debugging display device screen whenever debugging profiles are activated. This is the default behavior.

NO
Do not display the Set LE debugging display device screen whenever debugging profiles are activated. The display device that you specify will be associated with all the profiles that you activate.

Function keys for the Set LE debugging display device screen
The function keys for the "Set LE debugging display device" screen are:

PF1
Display the help screen

PF3
End the debugging profile manager

PF12
Return to the "List debugging profiles" screen
Chapter 2. Starting and stopping CICS

This is information about how CICS starts and stops, the implications of different types of start and stop, and the actions you must take to handle them.

What happens when you start CICS

When you start CICS, you start a process called CICS system initialization. This process must finish before you run any transactions.

CICS system initialization involves many activities, some of which are:

- Obtaining the required storage for CICS execution from the private area in the CICS address space, above and below the 16MB line.
- Setting up CICS system parameters for the run, as specified by the system initialization parameters.
- Loading and initializing the CICS domains according to the start option specified by the START system initialization parameter.
- Loading the CICS nucleus with the required CICS modules.
- Installing CICS resource definitions by:
  - Loading, from the CSD, the groups of resources specified by the GRPLIST system initialization parameter
  - Loading the control tables specified by system initialization parameters
- Opening the data sets necessary for initialization, including any needed for backout if the previous run of your CICS region was not shut down normally.
- Opening BSAM sequential devices as required in the terminal control table (TCT).

If you are operating CICS with CICS recovery options, backout procedures can be used to restore recoverable resources to a logically consistent state. Backout occurs if you start CICS with START=AUTO and CICS detects that the previous shutdown was immediate or uncontrolled.

For background information about backout, and recovery and restart, see Troubleshooting for recovery processing.

Application and system programs are loaded at first reference and are reloaded at first reference after a program compression has occurred.

The types of CICS startup

CICS can start in any of the following ways.

<table>
<thead>
<tr>
<th>Table 2. CICS startup types and effect</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Startup type</strong></td>
</tr>
<tr>
<td>Initial</td>
</tr>
<tr>
<td>Cold</td>
</tr>
</tbody>
</table>
Table 2. CICS startup types and effect (continued)

<table>
<thead>
<tr>
<th>Startup type</th>
<th>Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Warm</td>
<td>CICS starts, after a normal shutdown, restoring CICS to the status it was in at the last normal CICS shutdown, except for some facilities that it initializes as for a cold start. CICS always restores the trace domain according to the system initialization parameters, and can restore other facilities depending on the COLD option of their associated system initialization parameters. For more information, see “CICS actions on a warm start” on page 53.</td>
</tr>
<tr>
<td>Emergency</td>
<td>CICS starts, after an abnormal shutdown, restoring recoverable resources to their committed states. For more information, see “CICS actions on an emergency restart” on page 55.</td>
</tr>
</tbody>
</table>

When CICS is started, the type of startup (and therefore the actions it takes) depends primarily on the following:

- The value of the START system initialization parameter
- Two records in the CICS global catalog:
  - The recovery manager control record
  - The recovery manager autostart override record.

The values of other system initialization parameters also influence the actions taken on CICS startup. For information about the types of startup, the roles of the CICS catalogs, and the effect of the START system initialization parameter, see Controlling start and restart.

**Note:** You cannot explicitly request a warm or emergency restart. When selecting the type of start (using the START system initialization parameter), the choices are INITIAL, COLD, or AUTO. AUTO can result in a warm or an emergency restart; CICS itself determines which to use.

**CICS actions on an initial start**

The CICS global catalog and system log are initialized, and all information in them is lost.

Resynchronization information for remote systems is not preserved, so damage might be done to distributed units of work. It should rarely be necessary to perform an initial start. Examples of times when an initial start is necessary are:

- When bringing up a new CICS system for the first time
- After a serious software failure, when the global catalog or system log has been corrupted.

**CICS actions on a cold start**

In a cold start, initialization of CICS occurs with limited reference to any system activity recorded in the CICS catalogs. With the exception of resynchronization information for remote systems noted below, no system log or warm keypoint information is used from any previous run of CICS. Dump table entries from a previous run are also deleted in a cold start.

In a cold start:

- TERMINAL definitions are purged from the recovery file and from the catalog.
- Existing TYPETERM and MODEL definitions are purged from the catalog.
- PROGRAM definitions are purged from the recovery file and from the catalog.
- TRANSACTION and PROFILE definitions are purged from the global catalog.
- Transient data queue (TDQUEUE) definitions are purged from the catalog.
- File control records are purged from the catalog.
• Any program LIBRARY definitions that had been dynamically defined will be lost. Only the static DFHRPL concatenation will remain, together with any LIBRARY definitions in the grouplist specified at startup or installed via BAS at startup.

• Resource definition information is obtained as follows:
  – Tables specified by system initialization parameters, such as MCT=xx, are obtained from the program library.
  – Information in the groups in the list named by the GRPLIST system initialization parameter for this initialization is taken from the CICS system definition (CSD) file and merged with information from the program library.
  – Information in groups that have been defined or added to group lists is taken from the CSD.

• Resynchronization information relating to remote systems or to RMI-connected resource managers is preserved. The CICS system log is scanned during startup, and information regarding unit of work obligations to remote systems, or to non-CICS resource managers (such as Db2) connected through the RMI, is preserved. (That is, any decisions about the outcome of local UOWs, needed to allow remote systems or RMI resource managers to resynchronize their resources, are preserved.)

However, note that recovery information for remote systems connected by LU6.1 links, or for earlier releases of CICS systems connected by MRO is not preserved.

• The journal DFHLOG and DFHSHUNT entries in the catalog are used, and all other journals and journal models are purged.

CICS actions on a warm start

A warm start restores certain elements of the CICS components to the status that was recorded in the previous warm keypoint. The recorded status is determined from their definitions or commands rather than their actual status at shutdown.

A partial warm start is similar to a complete warm start, except that some selected CICS facilities are started cold, as specified in the system initialization parameters. Information is obtained for those facilities from the warm keypoint only if they are not specified for a cold start.

In a warm start:

• Resource definition information is obtained as follows:
  – Tables specified by system initialization parameters, such as MCT=xx, are obtained from the program library. Information contained in the warm keypoint of the previous run is used to update the information from the program library.
  – Information in the groups in the list named by the GRPLIST system initialization parameter for this initialization is ignored.
  – Information in the groups in the list named by the GRPLIST system initialization parameter for the previous initialization is obtained from the warm keypoint and the global catalog.
  – Information in groups that have been installed since the last cold start is obtained from the warm keypoint and the global catalog.
  – Information in groups that have been defined or added to group lists is taken from the CSD.
  – All dynamic LIBRARY resource definitions will be restored from the catalog, and the actual search order through the list of LIBRARY resources that was active at the time of the preceding shutdown will be preserved. If a library that is defined as critical is restored from the catalog and an error occurs in enabling the LIBRARY, such as one of the data sets in its concatenation no longer being available, a Go or Cancel message will be issued to allow the operator to choose whether to continue the CICS startup regardless, or to fail the startup. The message will be preceded by a set of messages providing information on any data sets which are not available. For non critical LIBRARY resources, this condition will not cause CICS startup to fail, but a warning message will be issued and the library will not be reinstalled.
  – Information about any autoinstalled terminal that has an automatic-initiate descriptor (AID) outstanding is retrieved from the global catalog.
• Selected fields from the CSA are restored from the warm keypoint, including:
  – Region exit time interval value
  – Runaway time interval value
  – Maximum number of tasks
  – High watermark number of the unit of recovery descriptor.

• The following pieces of information relating to logically recoverable, physically recoverable and non-recoverable intrapartition transient data queues are restored:
  – All data defining the queues. This information is restored from the global catalog, including trigger level information, ATI transaction IDs, ATI terminal IDs and so on.
  – All state-related data. This information is retrieved from the warm keypoint which was written to the log, including:
    - Record count
    - Read pointer value
    - Write pointer value
    - Information about whether or not a trigger transaction has been attached.
  All intrapartition transient data queues are installed as ENABLED. Trigger transactions are rescheduled if required.
  Extrapartition transient data queues are opened if OPENTIME=INITIAL is specified in the queue definition.

• The following FCT information is restored to what it was at the time of the warm shutdown, using information from the global catalog:
  – The ENABLED/DISABLED/UNENABLED status
  – The SERVREQ options (UPDATE, DELETE and so on)
  – Any alterations made to the DSNAME.

• Files defined as initially OPEN are opened irrespective of their other attributes. If the file state recovered during initialization is ENABLED or UNENABLED, the file becomes OPEN, ENABLED after the OPEN. If the file state recovered is DISABLED, the file becomes OPEN, DISABLED.

• Installed transaction and profile definitions are obtained from:
  – The groups specified in the GRPLIST system initialization parameter at the last cold start
  – The groups that have been installed since the last cold or emergency start.
  The following attributes of the installed transactions and profiles are restored from the warm keypoint:
  – ENABLED/DISABLED status
  – Transaction priority.

• Installed program and mapset definitions are obtained from these sources:
  – The groups specified in the GRPLIST system initialization parameters at the last cold start
  – The groups that have been installed since the last cold start or emergency restart
  – The changes (such as LPA-eligibility) made by CEMT or EXEC CICS SET PROGRAM commands in the last run.
The ENABLED/DISABLED status of each installed program and mapset is restored from the warm keypoint. Directory information is obtained for each program and mapset during CICS initialization.

- The following TCT information is restored from the warm keypoint information:
  - Processing status (transaction, transceive, input, or receive)
  - Service status (INSERVICE or OUTSERVICE)
  - Extended attributes supported (color, programmed symbols, and so on)
  - Partition support
  - Magnetic-stripe-reader support
  - Outboard formatting support
  - Coded graphic character set identifiers
  - APL/TEXT keyboard.

If any outstanding work was scheduled for an autoinstalled terminal at the last warm shutdown, the terminal entry is recovered. (Terminal entries for autoinstalled terminals with no work outstanding are deleted at shutdown.)

- The following auxiliary temporary storage information is restored from the warm keypoint:
  - All data in the auxiliary temporary storage queues
  - The temporary storage use map.

- Interval control elements (ICEs) for outstanding START TRANSID commands are restored from the warm keypoint.

- The BMS logical messages that were created by the functions listed below but have not yet been viewed by the terminal operator are restored:
  - Message switching transaction (CMSG).
  - ROUTE command.
  - SEND MAP ACCUM and SEND TEXT ACCUM commands, except for those messages terminated by SEND PAGE without specifying RELEASE or RETAIN. In those cases, the message might already have been viewed by the operator, but can be viewed again following the warm start.

- All unit of recovery descriptors (APPC log name, APPC resynchronization, and external resource manager) are restored from the warm keypoint, together with any associated deferred work elements (DWEs).

- The STORECLOCK value is restored from the warm keypoint.

- The intervals at which statistics were collected and status and the logical end-of-day time are restored from the global catalog.

- The monitoring status, class status and monitoring control table suffix are restored from the global catalog.

- Transaction and system dump table options are held in the global catalog and reapplied at a warm start.

- Journals and journal models are restored from the catalog.

- The version of Java in use for the CICS region (supported by the IBM 64-bit SDK for z/OS, Java Technology Edition) is restored from the global catalog.

**CICS actions on an emergency restart**

A CICS system that operates on resources, such as files, that have been defined by the installation to be recoverable, records changes to those resources in the CICS system log.

If the CICS system fails, the system log at the time of failure should typically contain records of changes made by tasks that have not completed (‘in-flight’ tasks) and by others that have completed.
Following an abnormal termination, Recovery Manager collects all of the log records pertaining to in-flight tasks. It acquires locks on any records that they updated and restores the tasks as shunted UOWs, to be backed out after initialization is complete.

**CICS-z/OS Communications Server actions after an emergency restart**

When LU-LU sessions are re-established after an emergency restart (and subsequent processing), CICS participates in a resynchronization protocol with logical units to discover if any messages, in either direction, were lost when CICS was terminated.

The logical units for which resynchronization is required will have been marked in the TCTTEs. Resynchronization is not attempted in the following cases:

- If the terminal was acquired by a main terminal operation specifying COLDACQ.
- If the terminal was acquired with the EXEC CICS SET TERMINAL ACQSTATUS(COLDACQ) command.
- If the session is a pipeline session.
- If the TCTTE is marked to perform a cold start of the session by the TCT assembly process. This is done for terminals such as 3270 terminals that do not support the set and test sequence number (STSN) command.

**Note:** If the previous session abended, the use of COLDACQ overrides CICS integrity control. This could lead to data integrity problems. Also, you should check the CSMT log for an activity keypoint after the restart of a session following a CICS failure. If there is no activity keypoint, you should issue COLDACQ again after the next emergency restart.

For each logical unit that does require resynchronization, CICS issues an STSN command that notifies the logical unit of the sequence numbers known to CICS—that is, those numbers that backout processing placed in the TCTTE. The logical unit can compare these sequence numbers with those that it has logged for itself, and can thus determine if any messages were lost.

- If an input message was lost, the logical unit should retransmit it to CICS.
- If an output message was lost, CICS retransmits the message from the resend slot and, in so doing, deletes the resend slot.

The message remains in the resend slot if CICS does not retransmit it. This occurs if the resynchronization process shows that the output message was not lost, or if the logical unit does not support the STSN command; the 3270 is in this category.

**CICS startup and the z/OS Communications Server session**

In an SNA network, the session between CICS and the z/OS Communications Server for SNA is started automatically if the z/OS Communications Server is started before CICS.

If the z/OS Communications Server is not active when you start CICS, you receive the following messages:

```
F vtamname,USERVAR,ID=generic-applid,VALUE=specific-applid
+DFHSI1589D 'applid' VTAM is not currently active.
+DFHSI1572 'applid' Unable to OPEN VTAM ACB - RC=xxxxxxxx, ACB CODE=yy.
```

If you receive messages DFHSI1589D and DFHSI1572, you can start the CICS-z/OS Communications Server session manually when the Communications Server is eventually started, by using the CEMT SET VTAM OPEN command from a supported MVS console or a non-SNA LU.

If the z/OS Communications Server is active, but CICS still cannot open the SNA ACB because the Communications Server does not recognize the CICS APPLID, you receive the following messages:

```
F vtamname,USERVAR,ID=generic-applid,VALUE=specific-applid
+DFHSI1592I 'applid' CICS applid not (yet) active to VTAM.
+DFHSI1572 'applid' Unable to OPEN VTAM ACB - RC=00000008, ACB CODE=5A.
```

This could be caused by an error in the value of APPLID operand, in which case you must correct the error and restart CICS. For information about other causes and actions, see [CICS messages](#).
End of CICS startup

Whichever type of startup is performed, when the DFHSI1517 is displayed on the operating system console, CICS is ready to process terminal requests.

DFHSI1517 - 'applid': Control is being given to CICS.

where applid is the value of the specific APPLID system initialization parameter.

When the startup process is completed, users are able to enter transactions from any terminals that are connected to CICS.

Even though DFHSI1517 signals the end of system initialization, the region might not be fully ready to receive work. This is because in some cases initialization continues after this message. For example, some bundle-defined resources are being installed asynchronously; so resources such as JVMSERVERs required for some applications have not completed initialization, even though the TCP/IP listener is open and accepting work. This could cause transactions to abend. For web services, a pipeline scan might not have completed, so use of the web service before the scan completes will fail.

You can allow CICS to have a warm-up process by setting the WLMHEALTH system initialization parameter. If the z/OS Workload Manager health service is active in the region, when the message DFHSI1517 is returned, the warm-up process is started. Then CICS adjusts the region’s z/OS WLM health value to control flow of work into the region until the region is fully capable to process work. For more information about the CICS warm-up process, see CICS warm-up and cool-down by use of z/OS Workload Manager health service.

Managing CICS shutdown

This section describes how to shut down CICS and processing of system shutdown.

Before you begin

Before CICS shutdown, you can initiate a system cool-down to gradually stop flow of work into the region. To do so, you must set the WLMHEALTH system initialization parameter to activate the z/OS Workload Manager Health service in the CICS region. To initiate a system cool-down, you can issue a SET WLMHEALTH OPENSTATUS(CLOSE) command or use the CICS Explorer. For more information, see “CICS warm-up and cool-down, facilitated by z/OS Workload Manager health service” on page 62.

The types of CICS shutdown

There are three types of CICS system shutdown - normal, immediate, and uncontrolled.

Normal shutdown

In a normal shutdown, CICS performs a controlled sequence of operations that leave the system in a well-defined state. Existing tasks are allowed to finish. The following events can cause a normal shutdown of CICS:

• Using the CEMT PERFORM SHUTDOWN transaction
• Using the EXEC CICS PERFORM SHUTDOWN command

Note: During shutdown the trace subtask TCB will be detached. This will cause ABEND13E. This is normal processing, and is to be expected.

After a normal shutdown, it is possible to warm start CICS.

Immediate shutdown

In an immediate shutdown, CICS remains in overall control, but it does a minimum amount of processing so the system can terminate rapidly. Existing tasks are not allowed to finish, and could abend. If the CESD
default shutdown transaction is enabled, existing tasks are given a short time to finish before they are purged.

The following events can cause an immediate shutdown of CICS:

- Using the **CEMT PERFORM SHUTDOWN IMMEDIATE** transaction
- Using the **EXEC CICS PERFORM SHUTDOWN IMMEDIATE** command
- A CICS system abend
- A program check

**Note:** During shutdown the trace subtask TCB will be detached. This will cause ABEND13E. This is normal processing, and is to be expected.

After an immediate shutdown, you must perform an emergency restart or a cold start.

**Uncontrolled shutdown**

In an uncontrolled shutdown, CICS is not given the chance to do any processing after the event causing it to terminate has occurred.

The following events can cause an uncontrolled shutdown of CICS:

- Power failure
- Machine check
- Operating system failure

In each case, CICS cannot perform any shutdown processing. In particular, CICS does *not* write a warm keypoint or a warm-start-possible indicator to the global catalog.

To preserve data integrity, the next initialization of CICS **must** be an emergency restart. If you specify START=AUTO on the next initialization of CICS, there will be an emergency restart.

**What happens during CICS shutdown**

Normal shutdown involves quiesce processing. In comparison, immediate shutdown is accomplished by termination processing.

**CICS actions on a normal shutdown (PERFORM SHUTDOWN)**

Normal shutdown is initiated by the main terminal operator or by an application program. There are two stages in a normal shutdown.

**First stage of normal shutdown**

During the first stage of CICS normal shutdown, all terminals are active and all CICS facilities are available.

The following actions take place concurrently:

- WLMHEALTH is set to IMMCLOSED, and thereby the z/OS WLM health value is set to 0.
- Message DFHTM1715 is issued to the console and the main terminal user to inform the operator that CICS is terminating.
- Tasks that already exist will complete. Long running tasks, such as conversational tasks, must end before this stage of shutdown can complete.
- Tasks to be automatically initiated will run, if they can start before the second stage.
- Any user-written programs listed in the first part of the shutdown program list table (PLT) are run sequentially.
- The Front End Programming Interface (FEPI) is requested to shut down.
• The terminal that initiated the shutdown, if any, is detached. This allows the operator to start any further tasks that might be required, or to purge any tasks.

A new task is allowed to start only if it has been defined as SHUTDOWN(ENABLED) in its TRANSACTION resource definition, or, for a transaction started as a result of terminal input, if the transaction identifier is listed in the current transaction list table (XLT). The XLT list of transactions restricts the tasks that can be started by terminals and allows the system to shut down in a controlled manner. The current XLT is the one specified by the XLT system initialization parameter, which can be overridden by the XLT option of the CEMT or EXEC CICS PERFORM SHUTDOWN command.

Certain CICS-supplied transactions are, however, allowed to start whether or not their code is listed in the XLT. These transactions are CEMT, CESF, CLS1, CLS2, CSAC, CSTE, and CSNE.

Note: You should not change the SHUTDOWN(ENABLED) attribute of the resource definitions for these transactions, otherwise CICS might not shut down successfully.

• A request is issued to all interregion communication (IRC) activity.
• Terminal control is requested to ignore all further input.
• Unless SDTRAN=NO or NOSDTRAN was specified, the shutdown task starts the specified shutdown transaction (default is CESD). CESD manages the purging of long-running user tasks.
• CLSDST requests are issued for all z/OS Communications Server terminals.
• The termination task waits for all terminal activity to cease, before entering the second stage of shutdown.

The first shutdown stage is complete when the last of the programs specified in the first part of the shutdown PLT has run and all user tasks are complete.

Second stage of normal shutdown

During the second stage of shutdown, terminals are not active, and no new tasks are allowed to start.

The following processing takes place:

1. User-written programs listed in the second part of the shutdown PLT (if any) are executed sequentially. These programs cannot communicate with terminals, or make any request that would cause a new task to start.
2. All currently open CICS files are now closed.
3. The transient data CI buffer and the temporary storage buffers are flushed.
4. CICS writes the following information to the global catalog:
   • A warm keypoint. This contains information that is used to restore the operating environment during a subsequent warm start.
   • A warm-start-possible indicator. This status applies on the next initialization of CICS if START=AUTO is specified.
5. Transient data is terminated.
6. A dump is taken, if one is required.
7. The local and global catalogs are closed.
8. The following message is issued:

   DFHKE1799 applid TERMINATION OF CICS IS COMPLETE

9. CICS completes some internal processing, then returns control to MVS.
CICS actions on an immediate shutdown (PERFORM SHUTDOWN IMMEDIATE)

During immediate shutdown of CICS, possibly requested by the main terminal operator or an application program, processing is different from a normal shutdown in the following important ways.

- User tasks are not guaranteed to complete for any kind of shutdown. They are just given less time for immediate shutdown before being purged.
- None of the programs listed in the shutdown PLT are run.
- CICS does not write a warm keypoint or a warm-start-possible indicator to the global catalog.
- CICS does not close files defined to CICS file control.

To preserve data integrity, the next initialization of CICS must be an emergency restart. If the next initialization of CICS specifies START=AUTO, there will be an emergency restart.

The processing involved in immediate shutdown is described as CICS system termination processing. (In comparison, normal shutdown involves quiesce processing.)

Unlike processing, controls are not exercised to ensure that resources and services remain available as long as they are needed. One consequence of this is that transaction and CICS system abends can occur during immediate shutdown. Thus, if a task tries to use a resource that has already been terminated, the task abends. Then dynamic transaction backout is invoked, and that might also fail because it could also try to use a resource that has been terminated.

In addition, if CICS system termination processing is delayed significantly, tasks in the system waiting for input from terminals that are no longer available are likely to extend beyond the period for deadlock timeout specified in the DTIMOUT option of the TRANSACTION definition.

First stage of immediate shutdown

During the first stage of an immediate shutdown, the following processes take place:

1. WLMHEALTH is set to IMMCLOSED, and thereby the z/OS WLM health value is set to 0.
2. The system termination task drives the collection of termination statistics.
3. If there is a terminal associated with the event that caused the immediate shutdown, a message is sent to inform the operator that CICS is terminating.
4. If the shutdown request has arrived by transaction routing, the associated terminal is freed.
5. Terminal input is no longer accepted.
6. The Front End Programming Interface (FEPI) is requested to shut down immediately. Unless SDTRAN=NO or NOSDTRAN was specified, the shutdown task starts the specified shutdown transaction (the default is CESD). CESD manages the purging of long-running user tasks.

Second stage of immediate shutdown

During the second stage of an immediate shutdown, the following processing takes place:

1. Transient data is terminated.
2. A dump is taken, if requested.
3. Interregion sessions are terminated.
4. If CICS is signed on to the CICS availability manager (CAVM), a signoff abnormal request is made from CAVM.
5. The local catalog and global catalog are left to be closed by the operating system.
6. The following message is issued:

   **DFHKE1799 applid TERMINATION OF CICS IS COMPLETE**

7. CICS completes some internal processing, then returns control to MVS.
Shutting down CICS normally

You can use **CEMT PERFORM SHUTDOWN** to initiate a normal shutdown.

**Before you begin**

- Make sure that all pipes (sessions) that are in use for the external call interface have been closed; otherwise, CICS cannot complete a normal shutdown.
- Before CICS shutdown, you can initiate a system cool-down to gradually stop flow of work into the region. To do so, you must set the **WLMHEALTH** system initialization parameter to activate the z/OS Workload Manager Health service in the CICS region. To initiate a system cool-down, you can issue a `SET WLMHEALTH OPENSTATUS(CLOSE)` command or use the CICS Explorer. For more information, see “CICS warm-up and cool-down, facilitated by z/OS Workload Manager health service” on page 62.

**Procedure**

Use the command **CEMT PERFORM SHUTDOWN** to shut down CICS normally.

The command can be issued at the system console or the main terminal.

When you use this command, CICS responds directly by issuing the following messages at the console:

```
DFHTM1715 CICSITH1 CICS is being quiesced by userid IVPUSER in transaction CEMT at netname IG2S2CA8.
DFHDMD0102I applid CICS is quiescing.
```

Message DFHTM1715 is also issued to the main terminal, to inform the operator that CICS is terminating.

**Example**

The following sequence of messages is issued on a successful normal shutdown of the CICS TOR, CICSITH1:

```
13.04.37 J0B08579 +DFHTM1715 IYK4ZEE1 CICS is being quiesced by userid CICSUSER in transaction CEMT at netname IG2S66B9.
13.04.37 J0B08579 +DFHDMD0102I IYK4ZEE1 CICS is quiescing.
13.04.37 J0B08579 +DFHMN0115I IYK4ZEE1 CICS Server z/OS WLM Health percentage is now 0.
13.04.37 J0B08579 +DFHCESD IYK4ZEE1 SHUTDOWN ASSIST TRANSACTION CESD STARTING.
13.04.37 J0B08579 +DFHTM1781 IYK4ZEE1 CICS shutdown cannot complete because some non-system user tasks have not terminated.
13.06.56 J0B08579 +DFHCESD IYK4ZEE1 THERE ARE NOW 0001 TASKS STILL IN THE SYSTEM.
13.06.59 J0B08579 +DFHCESD IYK4ZEE1 All non-system tasks have been successfully terminated.
```

**Note:** VTAM® is now the z/OS Communications Server (for SNA or IP).

Shutting down CICS immediately

You can use **CEMT PERFORM SHUTDOWN IMMEDIATE** to initiate an immediate shutdown.

**Procedure**

To shut down CICS immediately, use the command **CEMT PERFORM SHUTDOWN IMMEDIATE**.

You can use this command at the system console or the main terminal.
When you use this command, CICS responds directly by issuing the DFHTM1703 message at the console. Message DFHTM1703 is also issued to the main terminal, to inform the operator that CICS is terminating.

**Results**

If the CICS shutdown is successful, CICS issues the following message at the console:

```
DFHKE1799 applid TERMINATION OF CICS IS COMPLETE
```

**Example**

For example, the following sequence of messages was issued on an immediate shutdown of the CICS TOR, CICSHTH1:

```
16:15:59 . F CICSHTH1,CEMT PERF SHUT IMMED
15.05.55 . +DFHTM1703 CICSHTH1 CICS is being quiesced by userid IVPUSER in transaction CEMT at terminal SAMA
16.15.59 . +DFHTM1701 CICSHTH1 CICS is being terminated by operator at terminal CON1
16.16.01 . +DFHDU0303I CICSHTH1 Transaction Dump Data set DFHDMPA closed.
16.16.01 . +DFHKE1799 CICSHTH1 TERMINATION OF CICS IS COMPLETE.
```

**Shutdown command options**

You can specify any of the following shutdown options on the command, without affecting the type of shutdown performed.

<table>
<thead>
<tr>
<th>Option</th>
<th>Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>DUMP</td>
<td>CICS produces a dynamic storage dump after shutdown has completed.</td>
</tr>
<tr>
<td>PLT(xx)</td>
<td>CICS runs programs in the PLT, DFHPLTxx, during shutdown.</td>
</tr>
<tr>
<td>XLT(xx)</td>
<td>Only those transactions listed in the XLT, DFHXTLxx, can be started after the SHUTDOWN command, and before shutdown has completed.</td>
</tr>
</tbody>
</table>

**CICS warm-up and cool-down, facilitated by z/OS Workload Manager health service**

With z/OS Workload Manager (z/OS WLM) health service, you can enable CICS to have a warm-up process after the end of system initialization to control flow of work into the region until the region is fully ready to receive work. You can also enable CICS to have a cool-down process before system shutdown to limit flow of work into the region.

**Benefits**

Using the z/OS WLM health service to control flow of work into the CICS region after the completion of system initialization and before CICS shutdown has the following benefits:

**A system warm-up process can mitigate problems that might be caused by work flowing into a CICS region just after the completion of system initialization.**

Even though message DFHSI1517 signals the end of system initialization, CICS might still not be fully ready to receive or process work. This is because in some cases initialization continues after this message. For example, some bundle-defined resources are being installed asynchronously; so resources such as JVMSERVERs required for some applications have not completed initialization, even though the TCP/IP listener is open and accepting work. This condition might cause transactions to abend. For web services, a pipeline scan might not have completed, so web service requests will fail before the scan completes.
A system warm-up process can be used to control work flowing into CICS when the region is not yet running at optimum performance.

You have flexibility in the control of the warm-up or cool-down process. The time a CICS region needs to warm up before it is fully healthy depends on the types of applications being processed and the set of resources they employ. You can control the warm-up or cool-down process based on the need of each CICS region.

How to activate and set up the z/OS WLM health service

The z/OS WLM health service is enabled by default. If the service is disabled, to activate this service for a CICS region, you must set the **WLMHEALTH** system initialization parameter. In **WLMHEALTH**, you must specify an interval value and a health adjustment value.

When the region is operating, you can change the interval value and health adjustment value by using the **SET WLMHEALTH** SPI command, **CEMT SET WLMHEALTH**, the CICSPlex SM web user interface, or CICS Explorer.

What happens during CICS warm-up or cool-down

When the z/OS WLM health service is active in a CICS region, CICS informs the z/OS Workload Manager of the health state of the region through the **z/OS WLM health value**. The health value is an integer in the range 1 - 100. A value of 100 means that the region is fully capable to process work without any health problems whereas 0 means that it cannot process any work.

CICS warm-up process

During early CICS initialization, the region’s health value is set to zero. When the DFHSI1517 message is returned, the CICS warm-up process starts. At each interval, CICS calls the z/OS Workload Manager Health (IWM4HLTH) API to increment the region’s health value from zero, by a specified adjustment value, until the health value reaches 100.

If the interval value on the **WLMHEALTH** parameter is set to zero, the health value of the region remains at zero. To initiate a warm-up process for this region, you must change the interval to a non-zero value and set WLMHEALTH open by issuing a **SET WLMHEALTH** command.

CICS cool-down process

You can initiate a cool-down process by using the **SET WLMHEALTH CLOSE** command. At each interval, CICS calls the z/OS Workload Manager Health (IWM4HLTH) API to decrement the region’s health value from 100, by the specified adjustment value, until the health value is zero.

How use of z/OS WLM health service affects CICS and CICSPlex SM components

The health state of a CICS region affects how favorable the region is a target for connections. CICS and CICSPlex SM components react to the region’s health state.

TCP/IP

When TCP/IP is configured to use the WLM health, the health value provided by CICS will feed into the WLM server recommendations to Sysplex Distributor and the TCP/IP port sharing service, affecting when new connections are established with a CICS region in a cluster. For more information, see z/OS Communications Server: IP Configuration Reference and z/OS Communications Server: IP Configuration Guide.

MQMONITOR

Changes in the region’s health state might affect when MQMONITORs with attribute AUTOSTART(YES) are started or stopped. When the health value is less than 100, all started MQMONITORs are subject to a throttle limiting the messages that a single MQMONITOR can process. For details, see Effect of z/OS Workload Manager Health service on MQMONITORs.

CICSPlex SM

CICSPlex SM workload distribution use the z/OS WLM health value of the region in the routing algorithm. When CICSPlex SM Workload Manager decides where to route work, a region with a health value of zero is not eligible to receive work, and Workload Manager routes work only to a region with...
a non-zero health value. The greater the health value, the more favorable the region will be in the routing decision. For details, see Effect of the z/OS WLM health service on CICSPlex SM workload routing.

Initiating a CICS system warm-up

If configured correctly, the CICS warm-up process starts when the DFHSI1517 message is returned at the end of system initialization. You can also initiate a CICS warm-up process by issuing an EXEC CICS SET WLMHEALTH command in a CICS application, by using the CEMT transaction, by using the CICSPlex SM web user interface, or by using CICS Explorer.

Before you begin

The z/OS WLM health service must be active for the CICS region. This service is enabled by default. If it is disabled, you can activate the service by setting the WLMHEALTH system initialization parameter to a value other than OFF. In WLMHEALTH, you must specify an interval value and a health adjustment value.

About this task

During early CICS initialization, the region’s health value is set to zero. If the interval value on the WLMHEALTH parameter is set to a non-zero value, when the DFHSI1517 message is returned, the CICS warm-up process starts. However, if the interval value is zero, the health value of the region remains at zero. To initiate a warm-up process for this region, you must change the interval to a non-zero value and then initiate the warm-up process.

Procedure

• To initiate a CICS warm-up process in a CICS application by using the SET WLMHEALTH command:
  a) Optional: To change the interval or adjustment value, issue the following command:

  EXEC CICS SET WLMHEALTH INTERVAL(value) ADJUSTMENT(value)

  Note: The interval must be a non-zero value.
  b) Issue the following command to start the warm-up process:

  EXEC CICS SET WLMHEALTH OPENSTATUS(OPEN)

• To initiate a CICS warm-up process by using the CEMT transaction:

  Note: For details of how to start and use the CEMT transaction, see CEMT - main terminal.
  a) On the CICS command line, enter the command CEMT SET WLMHEALTH.
  b) Optional: To change the interval value, overtype the value in the INTERVAL field.
    You must specify a non-zero value.
  c) Optional: To change the adjustment value, overtype the value in the ADJUSTMENT field.
  d) Overtype the value CLOSE with OPEN.
  e) Press Enter.

• To initiate a warm-up process from the CICSPlex SM web user interface, use the MVS workload management (MVSWLM) view.
  To navigate to this view from the main menu, click CICS operations > CICS region operations views > MVS workload management.
  You can also change the interval value and adjustment value in the MVS workload management (MVSWLM) view.

• To initiate a warm-up process from CICS Explorer, follow the instruction available with the CICS Explorer documentation.
Results
At each interval, CICS calls the z/OS Workload Manager Health (IWM4HLTH) API to increment the region's health value from zero, by the specified adjustment value, until the health value reaches 100. Then, the warm-up process is complete.

Initiating a CICS system cool-down
Before CICS shutdown, you can initiate a CICS cool-down process by issuing an EXEC CICS SET WLMHEALTH command in a CICS application, by using the CEMT transaction, by using the CICSplex SM web user interface, or by using CICS Explorer. With the cool-down process, you can limit flow of work into a CICS region before system shutdown.

Before you begin
The z/OS WLM health service must be active for the CICS region. This service is enabled by default. If it is disabled, you can activate the service by setting the WLMHEALTH system initialization parameter to a value other than OFF. In WLMHEALTH, you must specify an interval value and a health adjustment value.

About this task
If you issue SET WLMHEALTH IMMCLOSE, the health value of the region is set to zero immediately. There is no cool-down process with the IMMCLOSE option.

Procedure
- To initiate a CICS cool-down process in a CICS application by using the SET WLMHEALTH command:
  a) Optional: To change the interval or adjustment value, issue the following command:

```
EXEC CICS SET WLMHEALTH INTERVAL(value) ADJUSTMENT(value)
```

  **Note:** The interval must be a non-zero value.
  b) Issue the following command to start the cool-down process:

```
EXEC CICS SET WLMHEALTH OPENSTATUS(CLOSE)
```

- To initiate a CICS cool-down process by using the CEMT transaction:
  **Note:** For details of how to start and use the CEMT transaction, see CEMT - main terminal.
  a) On the CICS command line, enter the command CEMT SET WLMHEALTH.
  b) Optional: To change the interval value, overtype the value in the INTERVAL field.
     You must specify a non-zero value.
  c) Optional: To change the adjustment value, overtype the value in the ADJUSTMENT field.
  d) Overtype the value OPEN with CLOSE.
  e) Press Enter.
- To initiate a cool-down process from the CICSplex SM web user interface, use the **MVS workload management (MVSWLM)** view.
  To navigate to this view from the main menu, click **CICS operations > CICS region operations views > MVS workload management**.
  You can also change the interval value and adjustment value in the **MVS workload management (MVSWLM)** view.
- To initiate a cool-down process from CICS Explorer, use the **z/OS Workload Management** view.
  To navigate to the view, you can either search on it in the **Quick Access** bar or select it from the **Operations** menu in the **SM Administration** perspective. Then double-click a region row to make changes in the editor.
To initiate a cool-down process, set **Health Status** to CLOSED. Optionally, you can change the interval value and adjustment value by editing the **Health Update Interval** and **z/OS WLM Health Indicator Adjustment Value** fields.

**Results**

At each interval, CICS calls the z/OS Workload Manager Health (IWM4HLTH) API to decrement the region's health indicator from 100, by the specified adjustment value, until the health value is zero. Then, the cool-down process is complete.
Chapter 3. Administering restart and recovery

Before you begin to plan and implement resource recovery in CICS, you should understand the concepts involved, including units of work, logging and journaling.

Units of work

When resources are being changed, there comes a point when the changes are complete and do not need backout if a failure occurs later. The period between the start of a particular set of changes and the point at which they are complete is called a unit of work (UOW). The unit of work is a fundamental concept of all CICS backout mechanisms.

From the application designer's point of view, a UOW is a sequence of actions that needs to be complete before any of the individual actions can be regarded as complete. To ensure data integrity, a unit of work must be atomic, consistent, isolated, and durable.

The CICS recovery manager operates with units of work. If a transaction that consists of multiple UOWs fails, or the CICS region fails, committed UOWs are not backed out.

A unit of work can be in one of the following states:

- Active (in-flight)
- Shunted following a failure of some kind
- Indoubt pending the decision of the unit of work coordinator.
- Completed and no longer of interest to the recovery manager

Shunted units of work

A shunted unit of work is one awaiting resolution of an indoubt failure, a commit failure, or a backout failure. The CICS recovery manager attempts to complete a shunted unit of work when the failure that caused it to be shunted has been resolved.

A unit of work can be unshunted and then shunted again (in theory, any number of times). For example, a unit of work could go through the following stages:

1. A unit of work fails indoubt and is shunted.
2. After resynchronization, CICS finds that the decision is to back out the indoubt unit of work.
3. Recovery manager unshunts the unit of work to perform backout.
4. If backout fails, it is shunted again.
5. Recovery manager unshunts the unit of work to retry the backout.
6. Steps 4 and 5 can occur several times until the backout succeeds.

These situations can persist for some time, depending on how long it takes to resolve the cause of the failure. Because it is undesirable for transaction resources to be held up for too long, CICS attempts to release as many resources as possible while a unit of work is shunted. This is generally achieved by abending the user task to which the unit of work belongs, resulting in the release of the following:

- Terminals
- User programs
- Working storage
- Any LU6.2 sessions
- Any LU6.1 links
- Any MRO links

The resources CICS retains include:
• Locks on recoverable data. If the unit of work is shunted indoubt, all locks are retained. If it is shunted because of a commit- or backout-failure, only the locks on the failed resources are retained.

• System log records, which include:
  – Records written by the resource managers, which they need to perform recovery in the event of transaction or CICS failures. Generally, these records are used to support transaction backout, but the RDO resource manager also writes records for rebuilding the CICS state in the event of a CICS failure.
  – CICS recovery manager records, which include identifiers relating to the original transaction such as:
    - The transaction ID
    - The task ID
    - The CICS terminal ID
    - The z/OS Communications Server SNA LUNAME
    - The user ID
    - The operator ID.

**Locks**

For files opened in RLS mode, VSAM maintains a single central lock structure using the lock-assist mechanism of the MVS coupling facility. This central lock structure provides sysplex-wide locking at a record level. Control interval (CI) locking is not used.

The locks for files accessed in non-RLS mode, the scope of which is limited to a single CICS region, are file-control managed locks. Initially, when CICS processes a read-for-update request, CICS obtains a CI lock. File control then issues an ENQ request to the enqueue domain to acquire a CICS lock on the specific record. This enables file control to notify VSAM to release the CI lock before returning control to the application program. Releasing the CI lock minimizes the potential for deadlocks to occur.

For coupling facility data tables updated under the locking model, the coupling facility data table server stores the lock with its record in the CFDT. As in the case of RLS locks, storing the lock with its record in the coupling facility list structure that holds the coupling facility data table ensures sysplex-wide locking at record level.

For both RLS and non-RLS recoverable files, CICS releases all locks on completion of a unit of work. For recoverable coupling facility data tables, the locks are released on completion of a unit of work by the CFDT server.

**Active and retained states for locks**

CICS supports active and retained states for locks.

When a lock is first acquired, it is an active lock. It remains an active lock until successful completion of the unit of work, when it is released, or is converted into a retained lock if the unit of work fails, or for a CICS or SMSVSAM failure:

• If a unit of work fails, RLS VSAM or the CICS enqueue domain continues to hold the record locks that were owned by the failed unit of work for recoverable data sets, but converted into retained locks. Retaining locks ensures that data integrity for those records is maintained until the unit of work is completed.

• If a CICS region fails, locks are converted into retained locks to ensure that data integrity is maintained while CICS is being restarted.

• If an SMSVSAM server fails, locks are converted into retained locks (with the conversion being carried out by the other servers in the sysplex, or by the first server to restart if all servers have failed). This means that a UOW that held active RLS locks will hold retained RLS locks following the failure of an SMSVSAM server.
Converting active locks into retained locks not only protects data integrity. It also ensures that new requests for locks owned by the failed unit of work do not wait, but instead are rejected with the LOCKED response.

**Synchronization points**

The end of a UOW is indicated to CICS by a synchronization point, usually abbreviated to syncpoint. A syncpoint arises in the following ways:

- Implicitly at the end of a transaction as a result of an `EXEC CICS RETURN` command at the highest logical level. This means that a UOW cannot span tasks.
- Explicitly by `EXEC CICS SYNCPOINT` commands issued by an application program at appropriate points in the transaction.
- Implicitly through a DL/I program specification block (PSB) termination (TERM) call or command. This means that only one DL/I PSB can be scheduled within a UOW.
- A syncpoint arises implicitly through one of the following CICS commands:
  - `EXEC CICS CREATE TERMINAL`
  - `EXEC CICS CREATE CONNECTION COMPLETE`
  - `EXEC CICS DISCARD CONNECTION`
  - `EXEC CICS DISCARD TERMINAL`
- Implicitly by a program called by a distributed program link (DPL) command if the SYNCONRETURN option is specified. When the DPL program terminates with an `EXEC CICS RETURN` command, the CICS mirror transaction takes a syncpoint.

It follows from this that a unit of work starts:

- At the beginning of a transaction
- Whenever an explicit syncpoint is issued and the transaction does not end
- Whenever a DL/I PSB termination call causes an implicit syncpoint and the transaction does not end
- Whenever one of the following CICS commands causes an implicit syncpoint and the transaction does not end:
  - `EXEC CICS CREATE TERMINAL`
  - `EXEC CICS CREATE CONNECTION COMPLETE`
  - `EXEC CICS DISCARD CONNECTION`
  - `EXEC CICS DISCARD TERMINAL`

A UOW that does not change a recoverable resource has no meaningful effect for the CICS recovery mechanisms. Nonrecoverable resources are never backed out.

A unit of work can also be ended by backout, which causes a syncpoint in one of the following ways:

- Implicitly when a transaction terminates abnormally, and CICS performs dynamic transaction backout
- Explicitly by `EXEC CICS SYNCPOINT ROLLBACK` commands issued by an application program to backout changes made by the UOW.

**Examples of synchronization points**

In Figure 7 on page 70, task A is a nonconversational (or pseudoconversational) task with one UOW, and task B is a multiple UOW task (typically a conversational task in which each UOW accepts new data from the user). The figure shows how UOWs end at syncpoints. During the task, the application program can issue syncpoints explicitly, and, at the end, CICS issues a syncpoint.
Figure 7. Units of work and syncpoints

Figure 8 on page 71 shows that database changes made by a task are not committed until a syncpoint is executed. If task processing is interrupted because of a failure of any kind, changes made within the abending UOW are automatically backed out.

If there is a system failure at time X:

- The change(s) made in task A have been committed and are therefore not backed out.
- In task B, the changes shown as Mod 1 and Mod 2 have been committed, but the change shown as Mod 3 is not committed and is backed out.
- All the changes made in task C are backed out.

Abbreviations:
- EOT: End of task
- SOT: Start of task
- UOW: Unit of work
- SP: Syncpoint
Figure 8. Backout of units of work

Abbreviations:
- EOT: End of task
- UOW: Unit of work
- Mod: Modification to database
- SOT: Start of task
- SP: Syncpoint
- X: Moment of system failure

CICS recovery manager

The recovery manager ensures the integrity and consistency of resources (such as files and databases) both within a single CICS region and distributed over interconnected systems in a network.

Figure 9 on page 72 shows the resource managers and their resources with which the CICS recovery manager works.
The main functions of the CICS recovery manager are:

- Managing the state, and controlling the execution, of each UOW
- Coordinating UOW-related changes during syncpoint processing for recoverable resources
- Coordinating UOW-related changes during restart processing for recoverable resources
- Coordinating recoverable conversations to remote nodes
- Temporarily suspending completion (shunting), and later resuming completion (unshunting), of UOWs that cannot immediately complete commit or backout processing because the required resources are unavailable, because of system, communication, or media failure

Managing the state of each unit of work

The CICS recovery manager maintains, for each UOW in a CICS region, a record of the changes of state that occur during its lifetime.

Typical events that cause state changes include:

- Creation of the UOW, with a unique identifier
- Premature termination of the UOW because of transaction failure
• Receipt of a syncpoint request
• Entry into the indoubt period during **two-phase commit** processing
• Notification that the resource is not available, requiring temporary suspension (shunting) of the UOW
• Notification that the resource is available, enabling retry of shunted UOWs
• Notification that a connection is reestablished, and can deliver a commit or rollback (backout) decision
• Syncpoint rollback
• Normal termination of the UOW

The identity of a UOW and its state are owned by the CICS recovery manager, and are recorded in storage and on the system log. The system log records are used by the CICS recovery manager during emergency restart to reconstruct the state of the UOWs in progress at the time of the earlier system failure.

The execution of a UOW can be distributed over more than one CICS system in a network of communicating systems.

The CICS recovery manager supports SPI commands that provide information about UOWs.

### Coordinating updates to local resources

The recoverable local resources managed by a CICS region are files, temporary storage, and transient data, plus resource definitions for terminals, typeterms, connections, and sessions.

Each local resource manager can write UOW-related log records to the local system log, which the CICS recovery manager may subsequently be required to re-present to the resource manager during recovery from failure.

To enable the CICS recovery manager to deliver log records to each resource manager as required, the CICS recovery manager adds additional information when the log records are created. Therefore, all logging by resource managers to the system log is performed through the CICS recovery manager.

During syncpoint processing, the CICS recovery manager invokes each local resource manager that has updated recoverable resources within the UOW. The local resource managers then perform the required action. This provides the means of coordinating the actions performed by individual resource managers.

If the commit or backout of a file resource fails (for example, because of an I/O error or the inability of a resource manager to free a lock), the CICS recovery manager takes appropriate action with regard to the failed resource:

- If the failure occurs during commit processing, the UOW is marked as commit-failed and is shunted awaiting resolution of whatever caused the commit failure.
- If the failure occurs during backout processing, the UOW is marked as backout-failed, and is shunted awaiting resolution of whatever caused the backout to fail.

Note that a commit failure can occur during the commit phase of a completed UOW, or the commit phase that takes place after successfully completing backout. (These two phases (or ‘directions’) of commit processing—commit after normal completion and commit after backout—are sometimes referred to as ‘forward commit’ and ‘backward commit’ respectively.) Note also that a UOW can be backout-failed with respect to some resources and commit-failed with respect to others. This can happen, for example, if two data sets are updated and the UOW has to be backed out, and the following happens:

- One resource backs out successfully
- While committing this successful backout, the commit fails
- The other resource fails to back out

These events leave one data set commit-failed, and the other backout-failed. In this situation, the overall status of the UOW is logged as backout-failed.

During emergency restart following a CICS failure, each UOW and its state is reconstructed from the system log. If any UOW is in the backout-failed or commit-failed state, CICS automatically retries the UOW to complete the backout or commit.
Coordinating updates in distributed units of work

If the execution of a UOW is distributed across more than one system, the CICS recovery manager (or their non-CICS equivalents) in each pair of connected systems ensure that the effects of the distributed UOW are atomic.

Each CICS recovery manager (or its non-CICS equivalent) issues the requests necessary to effect two-phase syncpoint processing to each of the connected systems with which a UOW may be in conversation.

Note: In this context, the non-CICS equivalent of a CICS recovery manager could be the recovery component of a database manager, such as DBCTL or Db2, or any equivalent function where one of a pair of connected systems is not CICS.

In each connected system in a network, the CICS recovery manager uses interfaces to its local recovery manager connectors (RMCs) to communicate with partner recovery managers. The RMCs are the communication resource managers (IPIC, LU6.2, LU6.1, MRO, and RMI) which have the function of understanding the transport protocols and constructing the flows between the connected systems.

As remote resources are accessed during UOW execution, the CICS recovery manager keeps track of data describing the status of its end of the conversation with that RMC. The CICS recovery manager also assumes responsibility for the coordination of two-phase syncpoint processing for the RMC.

Managing indoubt units of work

During the syncpoint phases, for each RMC, the CICS recovery manager records the changes in the status of the conversation, and also writes, on behalf of the RMC, equivalent information to the system log.

If a session fails at any time during the running of a UOW, it is the RMC responsibility to notify the CICS recovery manager, which takes appropriate action with regard to the unit of work as a whole. If the failure occurs during syncpoint processing, the CICS recovery manager may be in doubt and unable to determine immediately how to complete the UOW. In this case, the CICS recovery manager causes the UOW to be shunted awaiting UOW resolution, which follows notification from its RMC of successful resynchronization on the failed session.

During emergency restart following a CICS failure, each UOW and its state is reconstructed from the system log. If any UOW is in the indoubt state, it remains shunted awaiting resolution.

Resynchronization after system or connection failure

Units of work that fail while in an indoubt state remain shunted until the indoubt state can be resolved following successful resynchronization with the coordinator.

Resynchronization takes place automatically when communications are next established between subordinate and coordinator. Any decisions held by the coordinator are passed to the subordinate, and indoubt units of work complete normally. If a subordinate has meanwhile taken a unilateral decision following the loss of communication, this decision is compared with that taken by the coordinator, and messages report any discrepancy.

For an explanation and illustration of the roles played by subordinate and coordinator CICS regions, and for information about recovery and resynchronization of distributed units of work generally, see Troubleshooting intersystem problems.

CICS system log

CICS system log data is written to two MVS system logger log streams, the primary log stream and secondary log stream, which together form a single logical log stream.

The system log is the only place where CICS records information for use when backing out transactions, either dynamically or during emergency restart processing. CICS automatically connects to its system log stream during initialization, unless you have specified a journal model definition that defines the system log as DUMMY (in which case CICS can perform only an initial start).
The integrity of the system log is critical in enabling CICS to perform recovery. If any of the components involved with the system log—the CICS recovery manager, the CICS log manager, or the MVS system logger—experience problems with the system log, it might be impossible for CICS to perform successfully recovery processing. For more information about errors affecting the system log, see “Effect of problems with the system log” on page 83.

Setting up CICS log streams tells you more about CICS system log streams, and how you can use journal model definitions to map the CICS journal names for the primary system log stream (DFHLOG) and the secondary system log stream (DFHSHUNT) to specific log stream names. If you don't specify journal model definitions, CICS uses default log stream names.

Information recorded on the system log

The information recorded on the system log is sufficient to allow backout of changes made to recoverable resources by transactions that were running at the time of failure, and to restore the recoverable part of CICS system tables.

Typically, this includes before-images of database records and after-images of recoverable parts of CICS tables—for example, transient data cursors or TCTTE sequence numbers. You cannot use the system log for forward recovery information, or for terminal control or file control autojournaling.

Your application programs can write user-defined recovery records to the system log using EXEC CICS WRITE JOURNALNAME commands. Any user-written log records to support your own recovery processes are made available to global user exit programs enabled at the XRCINPT exit point.

CICS also writes “backout-failed” records to the system log if a failure occurs in backout processing of a VSAM data set during dynamic backout or emergency restart backout.

Records on the system log are used for cold, warm, and emergency restarts of a CICS region. The only type of start for which the system log records are not used is an initial start.

System activity keypoints

The recovery manager controls the recording of keypoint information, and the delivery of the information to the various resource managers at emergency restart.

The recovery manager provides the support that enables activity keypoint information to be recorded at frequent intervals on the system log. You specify the activity keypoint frequency on the AKPFREQ system initialization parameter. Activity keypoint information is of two types:

1. A list of all the UOWs currently active in the system
2. Image-copy type information allowing the current contents of a particular resource to be rebuilt

During an initial phase of CICS restart, recovery manager uses this information, together with UOW-related log records, to restore the CICS system to its state at the time of the previous shutdown. This is done on a single backward scan of the system log.

**Frequency of taking activity keypoints**: You are strongly recommended to specify a nonzero activity keypoint frequency. Choose an activity keypoint frequency that is suitable for the size of your system log stream. Note that writing activity keypoints at short intervals improves restart times, but at the expense of extra processing during normal running.

The following additional actions are taken for files accessed in non-RLS mode that use backup while open (BWO):

- Tie-up records are recorded on the forward recovery log stream. A tie-up record associates a CICS file name with a VSAM data set name.
- Recovery points are recorded in the integrated catalog facility (ICF) catalog. These define the starting time for forward recovery. Data recorded on the forward recovery log before that time does not need to be used.
Forward recovery logs

CICS writes VSAM forward recovery logs to a general log stream defined to the MVS system logger. You can merge forward recovery log data for more than one VSAM data set to the same log stream, or you can dedicate a forward recovery log stream to a single data set.

See Defining forward recovery log streams for information about the use of forward recovery log streams.

Replication logs

CICS writes VSAM replication logs to a general log stream defined to the MVS system logger. You can merge replication log data for more than one VSAM data set to the same log stream, or you can dedicate a replication log stream to a single data set.

See Replication logging for information about the use of replication logging.

User journals and automatic journaling

User journals and autojournals are written to a general log stream defined to the MVS system logger.

- User journaling is entirely under your application programs' control. You write records for your own purpose using EXEC CICS WRITE JOURNALNAME commands. See “Flushing journal buffers” on page 79 for information about CICS shutdown considerations.

- Automatic journaling means that CICS automatically writes records to a log stream, referenced by the journal name specified in a journal model definition, as a result of:
  - Records read from or written to files. These records represent data that has been read, or data that has been read for update, or data that has been written, or records to indicate the completion of a write, and so on, depending on what types of request you selected for autojournaling.
  
    You specify that you want autojournaling for VSAM files using the autojournaling options on the file resource definition in the CSD. For BDAM files, you specify the options on a file entry in the file control table.

  - Input or output messages from terminals accessed through the z/OS Communications Server.

    You specify that you want terminal control autojournaling on the JOURNAL option of the profile resource definition referenced by your transaction definitions. These messages could be used to create audit trails.

Automatic journaling is used for user-defined purposes; for example, for an audit trail. Automatic journaling is not used for CICS recovery purposes.

Shutdown and restart recovery

CICS can shut down normally or abnormally and this affects the way that CICS restarts after it shuts down.

CICS can stop executing as a result of:

- A normal (warm) shutdown initiated by a CEMT, or EXEC CICS, PERFORM SHUT command
- An immediate shutdown initiated by a CEMT, or EXEC CICS, PERFORM SHUT IMMEDIATE command
- An abnormal shutdown caused by a CICS system module encountering an irrecoverable error
- An abnormal shutdown initiated by a request from the operating system (arising, for example, from a program check or system abend)
- A machine check or power failure

When CICS performs a WARM or EMERGENCY restart, resources that were installed during the previous run are reinstalled in exactly the same state. Avoid changing system initialization parameters because this might cause initialization failures. For example, if you change a security system initialization parameter, Sockets Domain might fail to initialize because the required security mechanism cannot be found.
Normal shutdown processing

Normal shutdown is initiated by issuing a CEMT PERFORM SHUTDOWN command, or by an application program issuing an EXEC CICS PERFORM SHUTDOWN command. It takes place in three quiesce stages, as follows:

First quiesce stage

During the first quiesce stage of shutdown, all terminals are active, all CICS facilities are available, and a number of activities are performed concurrently.

The following activities are performed:

• CICS invokes the shutdown assist transaction specified on the SDTRAN system initialization parameter or on the shutdown command.

Because all user tasks, JVM servers and Node.js applications must terminate during the first quiesce stage, it is possible that shutdown could be unacceptably delayed by long-running tasks (such as conversational transactions). The purpose of the shutdown assist transaction is to allow as many tasks as possible to commit or back out cleanly, while ensuring that shutdown completes within a reasonable time.

CICS obtains the name of the shutdown assist transaction as follows:

1. If SDTRAN(tranid) is specified on the PERFORM SHUTDOWN command, or as a system initialization parameter, CICS invokes that tranid.

2. If NOSDTRAN is specified on the PERFORM SHUTDOWN command, or as a system initialization parameter, CICS does not start a shutdown transaction. Without a shutdown assist transaction, all tasks that are already running are allowed to complete.

3. If the SDTRAN (or NOSDTRAN) options are omitted from the PERFORM SHUTDOWN command, and omitted from the system initialization parameters, CICS invokes the default shutdown assist transaction, CESD, which runs the CICS-supplied program DFHCESD.

The SDTRAN option specified on the PERFORM SHUT command overrides any SDTRAN option specified as a system initialization parameter.

• The DFHCESD program started by the CICS-supplied transaction, CESD, escalates through PURGE to KILL. By doing this, long-running tasks, JVM servers and Node.js applications are shut down (see “The shutdown assist transaction” on page 81).

• Tasks that are automatically initiated are run if they start before the second quiesce stage.

If external resource managers such as Db2, IBM MQ and TCPIP are shut down before the tasks start running, the tasks will fail with an AEY9 abend. To avoid AEY9 abends, follow the advice in Avoiding AEY9 abends.

• Any programs listed in the first part of the shutdown program list table (PLT) are run sequentially. (The suffix or full name of the shutdown PLT is specified in the PLTSD system initialization parameter, which can be overridden by the PLT or PLTNAME option of the CEMT or EXEC CICS PERFORM SHUTDOWN command.)

• A new task started as a result of terminal input is allowed to start only if its transaction code is listed in the current transaction list table (XLT) or has been defined as SHUTDOWN(ENABLED) in the transaction resource definition. The XLT list of transactions restricts the tasks that can be started by terminals and allows the system to shut down in a controlled manner. The current XLT is the one specified by the XLT=xx system initialization parameter, which can be overridden by the XLT option of the CEMT or EXEC CICS PERFORM SHUTDOWN command.

Certain CICS-supplied transactions are, however, allowed to start whether their code is listed in the XLT or not. These transactions are CEMT, CESF, CLR1, CLR2, CLQ2, CLS1, CLS2, CSAC, CSTE, and CSNE.

• Finally, at the end of this stage and before the second stage of shutdown, CICS unbinds all the z/OS Communications Server SNA LUs and devices.
The first quiesce stage is complete when the last of the programs listed in the first part of the shutdown PLT has executed, all user tasks are complete and all JVM servers and Node.js applications are shut down. If the CICS-supplied shutdown transaction CESD is used, this stage does not wait indefinitely for all user tasks to complete.

**Second quiesce stage**

During the second quiesce stage of shutdown:

- Terminals are not active.
- No new tasks are allowed to start.
- Programs listed in the second part of the shutdown PLT (if any) run sequentially. These programs cannot communicate with terminals, or make any request that would cause a new task to start.

The second quiesce stage ends when the last of the programs listed in the PLT has completed executing.

**Third quiesce stage**

During the third quiesce stage of shutdown:

- CICS closes all files that are defined to CICS file control. However, CICS does not catalog the files as UNENABLED; they can then be opened implicitly by the first reference after a subsequent CICS restart. Files that are eligible for BWO support have the BWO attributes in the ICF catalog set to indicate that BWO is not supported. This prevents BWO backups being taken in the subsequent batch window.
- All extrapartition TD queues are closed.
- CICS writes statistics to the system management facility (SMF) data set.
- CICS recovery manager sets the type-of-restart indicator in its domain state record in the global catalog to "warm-start-possible". If you specify START=AUTO when you next initialize the CICS region, CICS uses the status of this indicator to determine the type of startup it is to perform. See “How the state of the CICS region is reconstructed” on page 84.
- CICS writes warm keypoint records to:
  - The global catalog for terminal control and profiles
  - The CICS system log for all other resources.
- CICS deletes all completed units of work (log tail deletion), leaving only shunted units of work and the warm keypoint.

**Note:** Specifying no activity keypointing (AKPFREQ=0) only suppresses log tail deletion while CICS is running, not at shutdown. CICS always performs log clean up at shutdown unless you specify RETPD=dddd on the MVS definition of the system log. See [Activity keypointing](#) for more information.
- CICS stops executing.

**Warm keypoints**

The CICS-provided warm keypoint program (DFHWKP) writes a warm keypoint to the global catalog, for terminal control and profile resources only, during the third quiesce stage of shutdown processing when all system activity is quiesced.

The remainder of the warm keypoint information, for all other resources, is written to the CICS system log stream, under the control of the CICS recovery manager. This system log warm keypoint is written by the activity keypoint program as a special form of activity keypoint that contains information relating to shutdown.

The warm keypoints contain information needed to restore the CICS environment during a subsequent warm or emergency restart. Thus CICS needs both the global catalog and the system log to perform a restart. If you run CICS with a system log that is defined by a journal model specifying TYPE(DUMMY), you cannot restart CICS with START=AUTO following a normal shutdown, or with START=COLD.
Shunted units of work at shutdown

If there are shunted units of work of any kind at shutdown, CICS issues message DFHRM0203.

This message displays the numbers of indoubt, backout-failed, and commit-failed units of work held in the CICS region’s system log at the time of the normal shutdown. It is issued only if there is at least one such UOW. If there are no shunted units of work, CICS issues message DFHRM0204.

DFHRM0203 is an important message that should be logged, and should be taken note of when you next restart the CICS region. For example, if you receive DFHRM0203 indicating that there is outstanding work waiting to be completed, you should not perform a cold or initial start of the CICS region. You are recommended to always restart CICS with START=AUTO, and especially after message DFHRM0203, otherwise recovery data is lost.

See “CICS cold start” on page 90 for information about a cold start if CICS has issued message DFHRM0203 at the previous shutdown.

Flushing journal buffers

During a successful normal shutdown, CICS calls the log manager domain to flush all journal buffers, ensuring that all journal records are written to their corresponding MVS system logger log streams.

During an immediate shutdown, the call to the log manager domain is bypassed and journal records are not flushed. Therefore, any user journal records in a log manager buffer at the time of an immediate shutdown are lost. This does not affect CICS system data integrity. The system log and forward recovery logs are always synchronized with regard to I/O and unit of work activity. If user journal data is important, you should take appropriate steps to ensure that journal buffers are flushed at shutdown.

These situations and possible solutions are summarized as follows:

- In a controlled shutdown that completes normally, CICS ensures that user journals are flushed.
- Use a shutdown assist transaction. In a controlled shutdown that is forced into an immediate shutdown by a shutdown-assist transaction, the shutdown-assist transaction will flush the journal buffers before forcing an immediate shutdown.
- In an uncontrolled shutdown explicitly requested with the SHUT IMMEDIATE command, CICS does not flush buffers. To avoid the potential loss of journal records in this case, you can issue an EXEC CICS WAIT JOURNALNAME command at appropriate points in the application program, or immediately before returning control to CICS. (Alternatively, you could specify the WAIT option on the WRITE JOURNALNAME command.)

Immediate shutdown processing (PERFORM SHUTDOWN IMMEDIATE)

As a general rule when terminating CICS, you are recommended to use a normal shutdown with a shutdown assist transaction, specifying either your own or the CICS-supplied default, CESD.

PERFORM IMMEDIATE not recommended

You should resort to using an immediate shutdown only if you have a special reason for doing so. For instance, you might need to stop and restart CICS during a particularly busy period, when the slightly faster immediate shutdown may be of benefit. Also, you can use z/OS Communications Server persistent sessions support with an immediate shutdown.

You initiate an immediate shutdown by a CEMT, or EXEC CICS, PERFORM SHUTDOWN IMMEDIATE command. Immediate shutdown is different from a normal shutdown in a number of important ways:

1. If the shutdown assist transaction is not run (that is, the SDTRAN system initialization parameter specifies NO, or the PERFORM SHUTDOWN command specifies NOSDTRAN), user tasks are not guaranteed to complete. This can lead to an unacceptable number of units of work being shunted, with locks being retained.

2. If the default shutdown assist transaction CESD is run, it allows as many tasks as possible to commit or back out cleanly, but within a shorter time than that allowed on a normal shutdown. See “The
shutdown assist transaction” on page 81 for more information about CESD, which runs the CICS-supplied program DFHCESD.

3. None of the programs listed in the shutdown PLT is executed.

4. CICS does **not** write a warm keypoint or a warm-start-possible indicator to the global catalog.

5. CICS does not close files managed by file control. It is left to VSAM to close the files when VSAM is notified by MVS that the address space is terminating. This form of closing files means that a VSAM VERIFY is needed on the next open of the files closed in this way, but this is done automatically.

6. Communications Server sessions wait for the restarted region to initialize or until the expiry of the interval specified in the PSDINT system initialization parameter, whichever is earlier.

The next initialization of CICS must be an emergency restart, in order to preserve data integrity. An emergency restart is ensured if the next initialization of CICS specifies `START=AUTO`. This is because the recovery manager’s type-of-restart indicator is set to "emergency-restart-needed" during initialization and is not reset in the event of an immediate or uncontrolled shutdown. See “How the state of the CICS region is reconstructed” on page 84.

**Note:** A PERFORM SHUTDOWN IMMEDIATE command can be issued, by the operator or by the shutdown assist transaction, while a normal or immediate shutdown is already in progress. If this happens, the shutdown assist transaction is not restarted; the effect is to force an immediate shutdown with no shutdown assist transaction.

If the original PERFORM SHUTDOWN request specified a normal shutdown, and the restart manager (ARM) was active, CICS is restarted (because CICS will not de-register from the automatic restart manager until the second quiesce stage of shutdown has completed).

**Shutdown requested by the operating system**

This type of shutdown can be initiated by the operating system as a result of a program check or an operating system abend.

A program check or system abend can cause either an individual transaction to abend or CICS to terminate. (For further details, see Processing operating system abends and program checks.)

A CICS termination caused by an operating system request:

- Does not guarantee that user tasks will complete.
- Does not allow shutdown PLT programs to execute.
- Does **not** write a warm keypoint or a warm-start-possible indicator to the global catalog.
- Takes a system dump (unless system dumps are suppressed by the DUMP=NO system initialization parameter).
- Does not close any open files. It is left to VSAM to close the files when VSAM is notified by MVS that the address space is terminating. This form of closing files means that a VSAM VERIFY is needed on the next open of the files closed in this way, but this is done automatically.

The next initialization of CICS must be an emergency restart, in order to preserve data integrity. An emergency restart is ensured if the next initialization of CICS specifies `START=AUTO`. This is because the recovery manager’s type-of-restart indicator is set to "emergency-restart-needed“ during initialization, and is not reset in the event of an immediate or uncontrolled shutdown.

**Uncontrolled termination**

An uncontrolled shutdown of CICS can be caused by a power failure, machine check, or operating system failure.

In each case, CICS cannot perform any shutdown processing. In particular, CICS does **not** write a warm keypoint or a warm-start-possible indicator to the global catalog.

The next initialization of CICS must be an emergency restart, in order to preserve data integrity. An emergency restart is ensured if the next initialization of CICS specifies `START=AUTO`. This is because the
recovery manager’s type-of-restart indicator is set to “emergency-restart-needed” during initialization, and is not reset in the event of an immediate or uncontrolled shutdown.

The shutdown assist transaction

You are recommended always to use the CESD shutdown-assist transaction when shutting down your CICS regions.

On a normal shutdown, CICS waits indefinitely for running transactions to finish, which can delay shutdown to a degree that is unacceptable. The CICS shutdown assist transaction improves normal shutdown, and reduces the need for an immediate shutdown.

You can use the DFHCESD program "as is", or use the supplied source code as the basis for your own customized version. CICS supplies versions in assembler, COBOL, and PL/I.

The operation of CESD, for both normal and immediate shutdowns, takes place over a number of stages. CESD controls these stages by sampling the number of tasks present in the system, and proceeds to the next stage if the number of in-flight tasks is not reducing quickly enough.

The stages of a normal shutdown CESD are as follows:

• Shutdown is initialized.
• After a time allowed for transactions to finish normally, CESD proceeds to issue a PURGE for each remaining task and JVM server. The transaction dump data set is closed in this stage.
• If there are still transactions running after a further eight samples (except when persistent sessions support is being used), the z/OS Communications Server is force-purged, then killed, and IRC is closed immediately.
• After running further samples, if any transactions are still running, CICS shuts down abnormally, leaving details of the remaining in-flight transactions on the system log to be dealt with during an emergency restart.

The operation of CESD is quicker for an immediate shutdown, with the number of tasks in the system being sampled only four times instead of eight.

Warning: On an immediate shutdown, CICS does not allow running tasks to finish. A backout is not performed until an emergency restart. This can cause an unacceptable number of units of work to be shunted, with locks being retained.

Cataloging CICS resources

CICS uses a global catalog data set (DFHGCD) and a local catalog data set (DFHLCD) to store information that is passed from one execution of CICS, through a shutdown, to the next execution of CICS.

This information is used for warm and emergency restarts, and to a lesser extent for cold starts. If the global catalog fails (for reasons other than filling the available space), the recovery manager control record is lost. Without this, it is impossible to perform a warm, emergency, or cold start, and the only possibility is then an initial start. For example, if the failure is due to an I/O error, you cannot restart CICS.

Usually, if the global catalog fills, CICS abnormally terminates, in which case you could define more space and attempt an emergency restart.

Consider putting the catalog data sets on the most reliable storage available—RAID or dual-copy devices—to ensure maximum protection of the data. Taking ordinary copies is not recommended because of the risk of getting out of step with the system log.

From a restart point of view, the system log and the CICS catalog (both data sets) form one logical set of data, and all of them are required for a restart.

Setting up the catalog data sets tells you how to create and initialize these CICS catalog data sets.
Global catalog
The global catalog contains information that CICS requires on a restart.
CICS uses the global catalog to store the following information:

- The names of the system log streams.
- Copies of tables of installed resource definitions, and related information, for the following:
  - Transactions and transaction classes
  - Db2 resource definitions
  - Programs, mapsets, and partitionsets (including autoinstalled programs, subject to the operand you specify on the PGAICTLG system initialization parameter)
  - Terminals and typeterms (for predefined and autoinstalled resources)
  - Autoinstall terminal models
  - Profiles
  - Connections, sessions, and partners
  - BDAM and VSAM files (including data tables) and
    - VSAM LSR pool share control blocks
    - Data set names and data set name blocks
    - File control recovery blocks (only if a SHCDS NONRLSUPDATEPERMITTED command has been used).
  - Transient data queue definitions
  - Dump table information
  - Interval control elements and automatic initiate descriptors at shutdown
  - APPC connection information so that relevant values can be restored during a persistent sessions restart
  - Logname information used for communications resynchronization
  - Monitoring options in force at shutdown
  - Statistics interval collection options in force at shutdown
  - Journal model and journal name definitions
  - Enqueue model definitions
  - Temporary storage model definitions
  - URIMAP definitions and virtual hosts for CICS Web support.

Most resource managers update the catalog whenever they make a change to their table entries. Terminal and profile resource definitions are exceptions (see the next list item about the catalog warm keypoint). Because of the typical volume of changes, terminal control does not update the catalog, except when:

- Running a z/OS Communications Server query against a terminal
- A generic connection has bound to a remote system
- Installing a terminal
- Deleting a terminal.

- A partial warm keypoint at normal shutdown. This keypoint contains an image copy of the TCT and profile resource definitions at shutdown for use during a warm restart.

**Note:** The image copy of the TCT includes all the permanent devices installed by explicit resource definitions. Except for some autoinstalled APPC connections, it does not include autoinstalled devices. Autoinstalled terminal resources are cataloged initially, in case they need to be recovered during an emergency restart, but only if the AIRDELAY system initialization parameter specifies a nonzero value.
Therefore, apart from the APPC exceptions previously mentioned, autoinstalled devices are excluded from the warm keypoint, and are thus not recovered on a warm start.

- Statistics options.
- Monitoring options.
- The recovery manager’s control record, which includes the type-of-restart indicator (see “How the state of the CICS region is reconstructed” on page 84).

All this information is essential for a successful restart following any kind of shutdown.

**Local catalog**

The CICS local catalog data set represents just one part of the CICS catalog, which is implemented as two physical data sets.

The two data sets are logically one set of cataloged data managed by the CICS catalog domain. Although minor in terms of the volume of information recorded on it, the local catalog is of equal importance with the global catalog, and the data should be equally protected when restarts are performed.

If you ever need to redefine and reinitialize the CICS local catalog, you should also reinitialize the global catalog. After reinitializing both catalog data sets, you must perform an initial start.

**Shutdown initiated by CICS log manager**

The CICS log manager initiates a shutdown of the region if it encounters an error in the system log that indicates previously logged data has been lost.

In addition to initiating the shutdown, the log manager informs the recovery manager of the failure, which causes the recovery manager to set the type-of-restart indicator to "no-restart-possible" and to issue message DFHRM0144. The result is that recovery during a subsequent restart is not possible and you can perform only an initial start of the region. To do this you are recommended to run the recovery manager utility program (DFHRMUTL) to force an initial start, using the SET_AUTO_START=AUTOINIT option.

During shutdown processing, existing transactions are given the chance to complete their processing. However, no further data is written to the system log. This strategy ensures that the minimum number of units of work are impacted by the failure of the system log. This is because:

- If a unit of work does not attempt to backout its resource updates, and completes successfully, it is unaffected by the failure.
- If a unit of work does attempt to backout, it cannot rely on the necessary log records being available, and therefore it is permanently suspended.

Therefore, when the system has completed the log manager-initiated shutdown all (or most) units of work will have completed normally during this period and if there are no backout attempts, data integrity is not compromised.

**Effect of problems with the system log**

A key value of CICS is its ability to implement its transactional recovery commitments and thus safeguard the integrity of recoverable data updated by CICS applications.

This ability relies upon logging before-images and other information to the system log. However, the system log itself might suffer software or hardware related problems, including failures in the CICS recovery manager, the CICS logger domain, or the MVS system logger. Although problems with these components are unlikely, you must understand the actions to take to minimize the impact of such problems.

If the CICS log manager detects an error in the system log that indicates previously logged data has been lost, it initiates a shutdown of the region. This action minimizes the number of transactions that fail after a problem with the log is detected and therefore minimizes the data integrity exposure.
Any problem with the system log that indicates that it might not be able to access all the data previously logged invalidates the log. In this case, you can perform only a diagnostic run or an initial start of the region to which the system log belongs.

The reason that a system log is completely invalidated by these kinds of error is that CICS can no longer rely on the data it previously logged being available for recovery processing. For example, the last records logged might be unavailable, and therefore recovery of the most recent units of work cannot be carried out. However, data might be missing from any part of the system log and CICS cannot identify what is missing. CICS cannot examine the log and determine exactly what data is missing, because the log data might appear consistent in itself even when CICS has detected that some data is missing.

These are the messages that CICS issues as it reads the log during system initialization except when START=INITIAL is specified. They can help you identify which units of work were recovered:

**DFHRM0402**
This message is issued for each unit of work when it is first encountered on the log.

**DFHRM0403 and DFHRM0404**
One of these messages is issued for each unit of work when its context is found. The message reports the state of the unit of work.

**DFHRM0405**
This message is issued when a complete keypoint has been recovered from the log.

If you see that message DFHRM0402 is issued for a unit of work, and it is matched by message DFHRM0403 or DFHRM0404, you can be sure of the state of the unit of work. If you see message DFHRM0405, you can use the preceding messages to determine which units of work are incomplete, and you can also be sure that none of the units of work is completely missing.

Another class of problem with the system log is one that does not indicate any loss of previously logged data; for example, access to the logstream was lost due to termination of the MVS system logger address space. This class of problem causes an immediate termination of CICS because a subsequent emergency restart will probably succeed when the cause of the problem has been resolved.

For information about how to deal with system log problems, see Some conditions that cause CICS log manager error messages.

**How the state of the CICS region is reconstructed**

CICS recovery manager uses the type-of-restart indicator in its domain state record from the global catalog to determine which type of restart it is to perform.

This indicator operates as follows:

- Before the end of initialization, on all types of startup, CICS sets the indicator in the control record to "emergency restart needed".
- If CICS terminates normally, this indicator is changed to "warm start possible".
- If CICS terminates abnormally because the system log has been corrupted and is no longer usable, this indicator is changed to "no restart". After fixing the system log, perform an initial start of the failed CICS region.
- For an automatic start (START=AUTO):
  - If the indicator says "warm start possible", CICS performs a warm start.
  - If the indicator says "emergency restart needed", CICS performs an emergency restart.
Overriding the type of start indicator

The operation of the recovery manager’s control record can be modified by running the recovery manager utility program, DFHRMUTL.

About this task

This can set an autostart record that determines the type of start CICS is to perform, effectively overriding the type of start indicator in the control record. See Recovery manager utility (DFHRMUTL) for information about using DFHRMUTL to modify the type of start performed by START=AUTO.

Warm restart

If you shut down a CICS region normally, CICS restarts with a warm restart if you specify START=AUTO. For a warm start to succeed, CICS needs the information stored in the CICS catalogs at the previous shutdown, and the information stored in the system log.

In a warm restart, CICS:

1. Restores the state of the CICS region to the state it was in at completion of the normal shutdown. All CICS resource definitions are restored from the global catalog, and the GRPLIST, FCT, and CSD system initialization parameters are ignored.

   CICS also uses information from the warm keypoint in the system log.
2. Reconnects to the system log.
3. Retries any backout-failed and commit-failed units of work.
4. Rebuilds indoubt-failed units of work.

For more information about the warm restart process, see “CICS warm restart” on page 95.

Emergency restart

If a CICS region fails, CICS restarts with an emergency restart if you specify START=AUTO. An emergency restart is similar to a warm start but with additional recovery processing for example, to back out any transactions that were in-flight at the time of failure, and thus free any locks protecting resources.

If the failed CICS region was running with VSAM record-level sharing, SMSVSAM converts into retained locks any active exclusive locks held by the failed system, pending the CICS restart. This means that the records are protected from being updated by any other CICS region in the sysplex. Retained locks also ensure that other regions trying to access the protected records do not wait on the locks until the failed region restarts. See Active and retained states for locks for information about active and retained locks.

For non-RLS data sets (including BDAM data sets), any locks (ENQUEUES) that were held before the CICS failure are reacquired.

Initialization during emergency restart

Most of CICS initialization following an emergency restart is the same as for a warm restart, and CICS uses the catalogs and the system log to restore the state of the CICS region. Then, after the normal initialization process, emergency restart performs the recovery process for work that was in-flight when the previous run of CICS was abnormally terminated.

Recovery of data during an emergency restart

During the final stage of emergency restart, the recovery manager uses the system log data to drive backout processing for any units of work that were in-flight at the time of the failure. The backout of units of work during emergency restart is the same as a dynamic backout; there is no distinction between the backout that takes place at emergency restart and that which takes place at any other time.

The recovery manager also drives:
• The backout processing for any units of work that were in a backout-failed state at the time of the CICS failure.
• The commit processing for any units of work that were in a commit-failed state at the time of the CICS failure.
• The commit processing for units of work that had not completed commit at the time of failure (resource definition recovery, for example).

The recovery manager drives these backout and commit processes because the condition that caused them to fail may be resolved by the time CICS restarts. If the condition that caused a failure has not been resolved, the unit of work remains in backout- or commit-failed state. See Backout-failed recovery and Commit-failed recovery for more information.

For more information about the emergency restart process, see CICS emergency restart.

Cold start

On a cold start, CICS reconstructs the state of the region from the previous run for remote resources only. For all resources, the region is built from resource definitions specified on the GRPLIST system initialization parameter and those resources defined in control tables.

The following is a summary of how CICS uses information stored in the global catalog and the system log on a cold start:

• CICS preserves, in both the global catalog and the system log, all the information relating to distributed units of work for partners linked by:
  – APPC
  – MRO connections to regions running under CICS Transaction Server
  – The resource manager interface (RMI); for example, to Db2 and DBCTL.
• CICS does not preserve any information in the global catalog or the system log that relates to local units of work.

Generally, to perform a cold start you specify START=COLD, but CICS can also force a cold start in some circumstances when START=AUTO is specified. See START parameter for details of the effect of the START parameter in conjunction with various states of the global catalog and the system log.

An initial start of CICS

If you want to initialize a CICS region without reference to the global catalog from a previous run, perform an initial start.

You can do this by specifying START=INITIAL as a system initialization parameter, or by running the recovery manager's utility program (DFHRMUTL) to override the type of start indicator to force an initial start.

See Recovery manager utility (DFHRMUTL) for information about the DFHRMUTL utility program.

Dynamic RLS restart

If a CICS region is connected to an SMSVSAM server when the server fails, CICS continues running, and recovers using a process known as dynamic RLS restart. An SMSVSAM server failure does not cause CICS to fail, and does not affect any resource other than data sets opened in RLS mode.

When an SMSVSAM server fails, any locks for which it was responsible are converted to retained locks by another SMSVSAM server within the sysplex, thus preventing access to the records until the situation has been recovered. CICS detects that the SMSVSAM server has failed the next time it tries to perform an RLS access after the failure, and issues message DFHFC0153. The CICS regions that were using the failed SMSVSAM server defer in-flight transactions by abending units of work that attempt to access RLS, and shunt them when the backouts fail with “RLS is disabled” responses. If a unit of work is attempting to commit its changes and release RLS locks, commit failure processing is invoked when CICS first detects that the SMSVSAM server is not available (see Commit-failed recovery).
RLS mode open requests and RLS mode record access requests issued by new units of work receive error
responses from VSAM when the server has failed. The SMSVSAM server normally restarts itself without
any manual intervention. After the SMSVSAM server has restarted, it uses the MVS event notification
facility (ENF) to notify all the CICS regions within its MVS image that the SMSVSAM server is available
again.

CICS performs a dynamic equivalent of emergency restart for the RLS component, and drives backout of
the deferred work.

Recovery after the failure of an SMSVSAM server is usually performed automatically by CICS. CICS retries
any backout-failed and commit-failed units of work. In addition to retrying those failed as a result of the
SMSVSAM server failure, this also provides an opportunity to retry any backout failures for which the
cause has now been resolved. Manual intervention is required only if there are units of work which, due to
the timing of their failure, were not retried when CICS received the ENF signal. This situation is extremely
unlikely, and such units of work can be detected using the INQUIRE UOWDSNFAIL command.

Note that an SMSVSAM server failure causes commit-failed or backout-failed units of work only in the
CICS regions registered with the server in the same MVS image. Transactions running in CICS regions in
other MVS images within the sysplex are affected only to the extent that they receive LOCKED responses
if they try to access records protected by retained locks owned by any CICS regions that were using the
failed SMSVSAM server.

**Recovery with z/OS Communications Server persistent sessions**

With z/OS Communications Server persistent sessions support, if CICS fails or undergoes immediate
shutdown (by means of a PERFORM SHUTDOWN IMMEDIATE command), the Communications Server
holds the CICS LU-LU sessions in recovery-pending state, and they can be recovered during startup by a
newly starting CICS region. With multinode persistent sessions support, sessions can also be recovered if
the Communications Server or z/OS fails in a sysplex.

The CICS system initialization parameter PSTYPE specifies the type of persistent sessions support for a
CICS region:

- **SNPS, single-node persistent sessions**
  Persistent sessions support is available, so that Communications Server sessions can be recovered
  after a CICS failure and restart. This setting is the default.

- **MNPS, multinode persistent sessions**
  In addition to the SNPS support, Communications Server sessions can also be recovered after a
  Communications Server or z/OS failure in a sysplex.

- **NOPS, no persistent sessions**
  Persistent sessions support is not required for the CICS region. For example, a CICS region that is
  used only for development or testing might not require persistent sessions.

For single-node persistent sessions support, you require z/OS Communications Server V3.4.1 or later,
which supports persistent LU-LU sessions. CICS Transaction Server for z/OS, Version 5 Release 5
functions with releases of z/OS Communications Server earlier than V3.4.1, but in the earlier releases
sessions are not retained in a bound state if CICS fails. For multinode persistent sessions support, you
require z/OS Communications Server V4.R4 or later, and z/OS Communications Server must be in a
Parallel Sysplex® with a coupling facility.

CICS support of persistent sessions includes the support of all LU-LU sessions, except LU0 pipeline and
LU6.1 sessions. With multinode persistent sessions support, if the Communications Server or z/OS fails,
LU62 synclevel 1 sessions are restored, but LU62 synclevel 2 sessions are not restored.
Running with persistent sessions support

When you specify SNPS or MNPS for the `PSTYPE` system initialization parameter so that z/OS Communications Server persistent sessions support is in use for a CICS region, the time specified by the `PSDINT` system initialization parameter for the region determines how long the sessions are retained.

If a CICS, Communications Server, or z/OS failure occurs, if a connection to the Communications Server is reestablished within this time, CICS can use the retained sessions immediately; there is no need for network flows to rebind them.

Make sure that you set a nonzero value for the persistent sessions delay interval, so that sessions are retained. The default is zero, which means that persistent sessions support is available if you have specified SNPS or MNPS for `PSTYPE`, but it is not being exploited.

You can change the persistent sessions delay interval using the `CEMT SET VTAM` command, or the `EXEC CICS SET VTAM` command. The changed interval is not stored in the CICS global catalog, and therefore is not restored in an emergency restart.

**Note:** VTAM is now the z/OS Communications Server.

During an emergency restart of CICS, CICS restores those sessions pending recovery from the CICS global catalog and the CICS system log to an in-session state. This process of persistent sessions recovery takes place when CICS opens its VTAM ACB. With multinode persistent sessions support, if the Communications Server or z/OS fails, sessions are restored when CICS reopens its VTAM ACB, either automatically by the COVR transaction, or by a CEMT or `EXEC CICS SET VTAM OPEN` command. Although sessions are recovered, any transactions inflight at the time of the failure are abended and not recovered.

When a terminal user enters data during persistent sessions recovery, CICS appears to hang. The screen that was displayed at the time of the failure remains on display until persistent sessions recovery is complete. You can use options on the TYPETERM and SESSIONS resource definitions for the CICS region to customize CICS so that either a successful recovery can be transparent to terminal users, or terminal users can be notified of the recovery, allowing them to take the appropriate actions.

If APPC sessions are active at the time of the CICS, Communications Server or z/OS failure, persistent sessions recovery appears to APPC partners as CICS hanging. The Communications Server saves requests issued by the APPC partner, and passes them to CICS when recovery is complete. When CICS reestablishes a connection with the Communications Server, recovery of terminal sessions is determined by the settings for the PSRECOVERY option of the CONNECTION resource definition and the RECOVOPTION option of the SESSIONS resource definition. You must set the PSRECOVERY option of the CONNECTION resource definition to the default value SYSDEFAULT for sessions to be recovered. The alternative, NONE, means that no sessions are recovered. If you have selected the appropriate recovery options and the APPC sessions are in the correct state, CICS performs an `ISSUE ABEND` to inform the partner that the current conversation has been abnormally ended.

If CICS has persistent verification defined, the sign-on is not active under persistent sessions until the first input is received by CICS from the terminal.

Defining z/OS Communications Server persistent sessions support describes the steps required to define persistent sessions support for a CICS region.

**Situations in which sessions are not reestablished**

When z/OS Communications Server persistent sessions support is in use for a CICS region, CICS does not always reestablish sessions that are being held by the Communications Server in a recovery pending state. In the situations listed here, CICS or the Communications Server unbinds and does not rebind recovery pending sessions.

- If CICS does not restart within the persistent sessions delay interval, as specified by the `PSDINT` system initialization parameter.
- If you perform a COLD start after a CICS failure.
- If CICS cannot find a terminal control table terminal entry (TCTTE) for a session; for example, because the terminal was autoinstalled with `AIRDELAY=0` specified.

88 CICS TS for z/OS: Administering CICS
• If a terminal or session is defined with the recovery option (RECOVOPTION) of the TYPETERM or SESSIONS resource definition set to RELEASESESS, UNCONDREL or NONE.

• If a connection is defined with the persistent sessions recovery option (PSRECOVERY) of the CONNECTION resource definition set to NONE.

• If CICS determines that it cannot recover the session without unbinding and rebinding it.

The result in each case is as if CICS has restarted following a failure without Communications Server persistent sessions support.

In some other situations APPC sessions are unbound. For example, if a bind was in progress at the time of the failure, sessions are unbound.

With multinode persistent sessions support, if a Communications Server or z/OS failure occurs and the TPEND failure exit is driven, the autoinstalled terminals that are normally deleted at this point are retained by CICS. If the session is not reestablished and the terminal is not reused within the AIRDELAY interval, CICS deletes the TCTTE when the AIRDELAY interval expires after the ACB is reopened successfully.

**Situations in which the z/OS Communications Server does not retain sessions**

When z/OS Communications Server persistent sessions support is in use for a CICS region, in some circumstances the Communications Server does not retain LU-LU sessions.

• If you close the Communications Server with any of the following CICS commands:
  – SET VTAM FORCECLOSE
  – SET VTAM IMMCLOSE
  – SET VTAM CLOSED
  **Note:** VTAM is now the z/OS Communications Server.

• If you close the CICS node with the Communications Server command `VARY NET INACT ID=applid`.

• If your CICS system performs a normal shutdown, with a `PERFORM SHUTDOWN` command.

If single-node persistent sessions support (SNPS), which is the default, is specified for a CICS region, sessions are not retained after a Communications Server or z/OS failure. If multinode persistent sessions support (MNPS) is specified, sessions are retained after a Communications Server or z/OS failure.

**Running without persistent sessions support**

z/OS Communications Server persistent sessions support is the default for a CICS region, but you might choose to run a CICS region without this support if it is used only for development or testing. Specify NOPS for the `PSTYPE` system initialization parameter to start a CICS region without persistent sessions support. Running without persistent sessions support can enable you to increase the number of CICS regions in an LPAR.

If you have a large number of CICS regions in the same LPAR (around 500), with persistent sessions support available for all the regions, you might reach a z/OS limit on the maximum number of data spaces and be unable to add any more CICS regions. In this situation, when you attempt to start further CICS regions, you see messages IST967I and DFHSI1572, stating that the ALESERV ADD request has failed and the VTAM (z/OS Communications Server) ACB cannot be opened. However, a region without persistent sessions support does not use a data space and so does not count towards the limit. To obtain a greater number of CICS regions in the LPAR:

1. Identify existing regions that can run without persistent sessions support.
2. Change the `PSTYPE` system initialization parameter for those regions to specify NOPS, and specify a zero value for the `PSDINT` system initialization parameter.
3. Cold start the regions to implement the change.

You can then start further CICS regions with or without persistent sessions support as appropriate, provided that you do not exceed the limit for the number of regions that do have persistent sessions support.
If you specify NOPS (no persistent session support) for the PSTYPE system initialization parameter, a zero value is required for the PSDINT (persistent session delay interval) system initialization parameter.

When persistent sessions support is not in use, all sessions existing on a CICS system are lost if that CICS system, Communications Server, or z/OS fails. In any subsequent restart of CICS, the rebinding of sessions that existed before the failure depends on the AUTOCONNECT option for the terminal. If AUTOCONNECT is specified for a terminal, the user of that terminal waits until the GMTRAN transaction has run before being able to continue working. The user sees the Communications Server logon panel followed by the “good morning” message. If AUTOCONNECT is not specified for a terminal, the user of that terminal has no way of knowing (unless told by support staff) when CICS is operational again unless the user tries to log on. In either case, users are disconnected from CICS and need to reestablish a session, or sessions, to regain their working environment.

### CICS cold start

This section describes the CICS startup processing specific to a cold start.

It covers the two forms of cold start:

- “Starting CICS with the START=COLD parameter” on page 90
- “Starting CICS with the START=INITIAL parameter” on page 94

#### Starting CICS with the START=COLD parameter

START=COLD performs a dual type of startup, performing a cold start for all local resources while preserving recovery information that relates to remote systems or resource managers connected through the resource manager interface (RMI).

This ensures the integrity of the CICS region with its partners in a network that manages a distributed workload. You can use a cold start to install resource definitions from the CSD (and from macro control tables). It is normally safe to perform a cold start for a CICS region that does not own any local resources (such as a terminal-owning region that performs only transaction routing). For more information about performing a cold start, and when it is safe to do so, see Initial and cold starts.

If you specify START=COLD, CICS either discards or preserves information in the system log and global catalog data set, as follows:

- CICS deletes all cataloged resource definitions in the CICS catalogs and installs definitions either from the CSD or from macro control tables. CICS writes a record of each definition in the global catalog data set as each resource definition is installed. All transaction and transaction class resource definitions, journal model definitions, programs, mapsets, and partitionsets are installed from the CSD, and are cataloged in the global catalog. Journal name definitions (including the system logs DFHLOG and DFHSHUNT) are created using the installed journal models and cataloged in the global catalog.
- Any program LIBRARY definitions that had been dynamically defined will be lost. Only the static DFHRPL concatenation will remain, together with any LIBRARY definitions in the grouplist specified at startup or installed via BAS at startup.
- CICS preserves the recovery manager control record, which contains the CICS logname token used in the previous run. CICS also preserves the log stream name of the system log.
- CICS discards any information from the system log that relates to local resources, and resets the system log to begin writing at the start of the primary log stream.

**Note:** If CICS detects that there were shunted units of work at the previous shutdown (that is, it had issued message DFHRM0203) CICS issues a warning message, DFHRM0154, to let you know that local recovery data has been lost, and initialization continues. The only way to avoid this loss of data from the system log is not to perform a cold start after CICS has issued DFHRM0203.

If the cold start is being performed following a shutdown that issued message DFHRM0204, CICS issues message DFHRM0156 to confirm that the cold start has not caused any loss of local recovery data.

- CICS releases all retained locks:
– CICS requests the SMSVSAM server, if connected, to release all RLS retained locks.
– CICS does not rebuild the non-RLS retained locks.

- CICS requests the SMSVSAM server to clear the RLS sharing control status for the region.
- CICS does not restore the dump table, which may contain entries controlling system and transaction dumps.
- CICS preserves resynchronization information about distributed units of work—information regarding unit of work obligations to remote systems, or to non-CICS resource managers (such as Db2) connected through the RMI. For example, the preserved information includes data about the outcome of distributed UOWs that is needed to allow remote systems (or RMI resource managers) to resynchronize their resources.

**Note:** The system log information preserved does **not** include before-images of any file control data updated by a distributed unit of work. Any changes made to local file resources are not backed out, and by freeing all locks they are effectively committed. To preserve data integrity, perform a warm or emergency restart using START=AUTO.

- CICS retrieves its logname token from the recovery manager control record for use in the "exchange lognames" process during reconnection to partner systems. Thus, by using the logname token from the previous execution, CICS ensures a warm start of those connections for which there is outstanding resynchronization work.

To perform these actions on a cold start, CICS needs the contents of the catalog data sets and the system log from a previous run. The CICS log manager retrieves the system log stream name from the global catalog ensuring CICS uses the same log stream as on a previous run.

See Reusing the global catalog to perform a cold start for details of the actions that CICS takes for START=COLD in conjunction with various states of the global catalog and the system log.

The recovery manager utility program DFHRMUTL returns information about the type of previous CICS shutdown which is of use in determining whether a cold restart is possible or not.

The following information provides more detail about what happens to different CICS resources when you perform a cold start. This information applies to resources stored in the CSD and macro control tables. Resources that are defined in CICS bundles are not stored in the CSD, and they are recovered using different processes, depending on whether the CICS bundles were created from a definition or by platforms and applications. For details of how CICS handles BUNDLE resources at startup, see Recovery of resources in bundles.

### CICS resources discarded when START=COLD is specified

CICS will discard certain information in the system log and global catalog data set if you specify START=COLD.

**Files**

All previous file control state data, including file resource definitions, is lost. See Files for more information.

**Temporary Storage**

All temporary storage queues from a previous run are lost, including CICS-generated queues (for example, for data passed on START requests). If the auxiliary temporary storage data set was used on a previous run, CICS opens the data set for update. If CICS finds that the data set is newly initialized, CICS closes it, reopens it in output mode, and formats all the control intervals (CIs) in the primary extent. When formatting is complete, CICS closes the data set and reopens it in update mode. The time taken for this formatting operation depends on the size of the primary extent, but it can add significantly to the time taken to perform a cold start.
**Temporary storage data sharing server**

Any queues written to a shared temporary storage pool normally persist across a cold start.

Shared TS pools are managed by a temporary storage server, and stored in the coupling facility. Stopping and restarting a TS data sharing server does not affect the contents of the TS pool, unless you clear the coupling facility structure in which the pool resides.

If you want to cause a server to reinitialize its pool, use the MVS SETXCF FORCE command to clean up the structure:

```sql
SETXCF FORCE,STRUCTURE,STRNAME(DFHXQLS_poolname)
```

The next time you start up the TS server following a SETXCF FORCE command, the server initializes its TS pool in the structure using the server startup parameters specified in the DFHXQMN job.

**Transient data**

All transient data queues from a previous run are lost. Transient data resource definitions are installed from Resource groups defined in the CSD, as specified in the CSD group list (named on the GRPLIST system initialization parameter). Any extrapartition TD queues that require opening are opened; that is, any that specify OPEN(INITIAL). All the newly-installed TD queue definitions are written to the global catalog. All TD queues are installed as enabled. CSD definitions are installed later than the macro-defined entries because of the position of CSD group list processing in the initialization process. Any extrapartition TD queues that need to be opened are opened; that is, any that specify OPEN=INITIAL. The TDINTRA system initialization parameter has no effect in a cold start.

**LIBRARY resources**

All LIBRARY resources from a previous run are lost. LIBRARY resource definitions are installed from resource groups defined in the CSD, as specified in the CSD group list (named on the GRPLIST system initialization parameter).

**Start requests (with and without a terminal)**

All forms of start request recorded in a warm keypoint (if the previous shutdown was normal) are lost. This applies both to START requests issued by a user application program and to START commands issued internally by CICS in support of basic mapping support (BMS) paging. Any data associated with START requests is also lost, even if it was stored in a recoverable TS queue.

**Resource definitions dynamically installed**

Any resource definitions dynamically added to a previous run of CICS are lost in a cold start, unless they are included in the group list specified on the GRPLIST system initialization parameter. If you define new resource definitions and install them dynamically, ensure the group containing the resources is added to the appropriate group list.

**Terminal control resources**

All previous terminal control information stored in the global catalog warm keypoint is lost. See Terminal control resources for more information.

**Dump Table**

The dump table that you use for controlling system and transaction dumps is not preserved in a cold start. If you have built up over a period of time a number of entries in a dump table, which is recorded in the CICS catalog, you have to re-create these entries following a cold start.
Files

All previous file control state data, including file resource definitions, is lost.

If RLS support is specified, CICS connects to the SMSVSAM, and when connected requests the server to:

• Release all RLS retained locks
• Clear any "lost locks" status
• Clear any data sets in "non-RLS update permitted" status

For non-RLS files, the CICS enqueue domain does not rebuild the retained locks relating to shunted units of work.

File resource definitions are installed as follows:

VSAM

Except for the CSD itself, all VSAM file definitions are installed from the CSD. You specify these in groups named in the CSD group list, which you specify on the GRPLIST system initialization parameter. The CSD file definition is built and installed from the CSDxxxx system initialization parameters.

Data tables

As for VSAM file definitions.

BDAM

File definitions are installed from file control table entries, specified by the FCT system initialization parameter.

Attention: If you use the SHCDS REMOVESUBSYS command for a CICS region that uses RLS access mode, ensure that you perform a cold start the next time you start the CICS region. The SHCDS REMOVESUBSYS command causes SMSVSAM to release all locks held for the region that is the subject of the command, allowing other CICS regions and batch jobs to update records released in this way. If you restart a CICS region with either a warm or emergency restart, after specifying it on a REMOVESUBSYS command, you risk losing data integrity.

You are recommended to use the REMOVESUBSYS command only for those CICS regions that you do not intend to run again, and therefore you need to free any retained locks that SMSVSAM might be holding.

Terminal control resources

All previous terminal control information stored in the global catalog warm keypoint is lost.

Terminal control resource definitions are installed as follows:

z/OS Communications Server devices

All Communications Server terminal resource definitions are installed from the CSD. The definitions to be installed are specified in groups named in the CSD group list, which is specified by the GRPLIST system initialization parameter. The resource definitions, of type TERMINAL and TYPETERM, include autoinstall model definitions as well as explicitly defined devices.

Connection, sessions, and profiles

All connection and sessions definitions are installed from the CSD. The definitions to be installed are specified in groups named in the CSD group list, which is specified by the GRPLIST system initialization parameter. The connections and sessions resource definitions include those used for APPC autoinstall of parallel and single sessions, as well as explicitly defined connections.

Sequential devices

Sequential (BSAM) device terminal resource definitions are installed from the terminal control table specified by the TCT system initialization parameter. CICS loads the table from the load library defined in the DFHRPL library concatenation. CICS TS for z/OS, Version 5.5

Resource definitions for BSAM terminals are not cataloged at install time. They are cataloged only in the terminal control warm keypoint during a normal shutdown.
Committing and cataloging resources installed from the CSD

CICS has two ways of installing and committing terminal resource definitions. Some resource definitions can be installed in groups or individually and are committed at the individual resource level, whereas some z/OS Communications Server (SNA) terminal control resource definitions must be installed in groups and are committed in “installable sets”.

Single resource install

All except the resources that are installed in installable sets are committed individually. CICS writes each single resource definition to the global catalog as the resource is installed. If a definition fails, it is not written to the catalog (and therefore is not recovered at a restart).

Installable set install

The following Communications Server terminal control resources are committed in installable sets:

- Connections and their associated sessions
- Pipeline terminals: all the terminal definitions sharing the same POOL name

If one definition in an installable set fails, the set fails. However, each installable set is treated independently within its CSD group. If an installable set fails as CICS installs the CSD group, it is removed from the set of successful installs. Logical sets that are not successfully installed do not have catalog records written and are not recovered.

If the installation of a resource or of an installable set is successful, CICS writes the resource definitions to the global catalog during commit processing.

Distributed transaction resources

Unlike all other resources in a cold start, CICS preserves any information (units of work) about distributed transactions.

This action has no effect on units of work that relate only to the local CICS; it applies only to distributed units of work. The CICS recovery manager deals with these preserved units of work when resynchronization with the partner system takes place, just as in a warm or emergency restart.

This action is effective only if both the system log stream and the global catalog from the previous run of CICS are available at restart.

For information about recovery of distributed units of work, see Troubleshooting intersystem problems.

Monitoring and statistics

The initial status of CICS monitoring is determined by the monitoring system initialization parameters (MN and MNxxxx).

The initial recording status for CICS statistics is determined by the STATRCD system initialization parameter. If STATRCD=ON is specified, interval statistics are recorded at the default interval of 1 hour.

Starting CICS with the START=INITIAL parameter

If you specify START=INITIAL, CICS performs an initial start as if you are starting a new region for the first time.

About this task

This initial start of a CICS region is different from a CICS region that initializes with a START=COLD parameter, as follows:

- The state of the global catalog is ignored. It can contain either data from a previous run of CICS, or it can be newly initialized. Any previous data is purged.
- The state of the system log is ignored. It can contain either data from a previous run of CICS, or it can reference new log streams. CICS does not keep any information saved in the system log from a previous run. The primary and secondary system log streams are purged and CICS begins writing a new system log.
Because CICS is starting a new catalog, it uses a new logname token in the "exchange lognames" process when connecting to partner systems. Thus, remote systems are notified that CICS has performed a cold start and cannot resynchronize.

User journals are not affected by starting CICS with the START=INITIAL parameter.

Note: An initial start can also result from a START=COLD parameter if the global catalog is newly initialized and does not contain a recovery manager control record. If the recovery manager finds that there is no control record on the catalog, it issues a message to the console prompting the operator to reply with a GO or CANCEL response. If the response is GO, CICS performs an initial start as if START=INITIAL was specified.

For more information about the effect of the state of the global catalog and the system log on the type of start CICS performs, see The role of the CICS catalogs.

CICS warm restart

If you specify START=AUTO, which is the recommended method, CICS determines which type of start to perform using information retrieved from the recovery manager's control record in the global catalog. If the type-of-restart indicator in the control record indicates warm start possible, CICS performs a warm restart. This section describes the CICS startup processing specific to a warm restart.

Note: If the type-of-restart indicator indicates emergency restart needed, CICS performs an emergency restart. See CICS emergency restart for the restart processing performed.

A warm start restores certain elements of the CICS components that can be warm started to the status that was recorded in the warm keypoint of the previous normal shutdown. For an overview of CICS actions in a warm start, see “CICS actions on a warm start” on page 53.

Attention: You should not attempt to compress a library after a warm start, without subsequently performing a CEMT SET PROGRAM(PRGMID) NEWCOPY for each program in the library. This is because on a warm start, CICS obtains the directory information for all programs which were installed on the previous execution. Compressing a library could alter its contents and subsequently invalidate the directory information known to CICS.

Rebuilding the CICS state after a normal shutdown

During a warm restart, CICS initializes using information from the catalogs and system log to restore the region to its state at the previous normal shutdown.

CICS needs both the catalogs and the system log from the previous run of CICS to perform a warm restart—the catalogs alone are not sufficient. If you run CICS with the system log defined as TYPE(DUMMY), CICS appears to shut down normally, but only the global catalog portion of the warm keypoint is written. Therefore, without the warm keypoint information from the system log, CICS cannot perform a warm restart. CICS startup fails unless you specify an initial start with START=INITIAL.

It is the responsibility of the individual resource managers (such as file control) and the CICS domains to recover their own state. The rebuilding process for resources varies depending on the type of resource, and whether or not the resource was defined as part of a CICS bundle.

The following information provides more detail about what happens to different CICS resources during a warm restart.

Files

File control information from the previous run is recovered from information recorded in the CICS catalog only.

File resource definitions for VSAM and BDAM files, data tables, and LSR pools are installed from the global catalog, including any definitions that were added dynamically during the previous run. The information recovered and reinstalled in this way reflects the state of all file resources at the previous shutdown. For example:
* If you manually set a file closed (which changes its status to UNENABLED) and perform a normal shutdown, it remains UNENABLED after the warm restart.
* Similarly, if you set a file DISABLED, it remains DISABLED after the warm restart.

**Note:** An exception to this occurs when there are updates to a file to be backed out during restarts, in which case the file is opened regardless of the OPENTIME option. At a warm start, there cannot be any in-flight units of work to back out, so this backout can only occur when retrying backout-failed units of work against the file.

CICS closes all files at shutdown, and, as a general rule, you should expect your files to be re-installed on restart as either:
* OPEN and ENABLED if the OPENTIME option is STARTUP
* CLOSED and ENABLED if the OPENTIME option is FIRSTREF.

The FCT and the CSDxxxx system initialization parameters are ignored.

File control uses the system log to reconstruct the internal structures, which it uses for recovery.

**Data set name blocks**
Data set name blocks (DSNBs), one for each data set opened by CICS file control, are recovered during a warm restart.

If you have an application that creates many temporary data sets, with a different name for every data set created, it is important that your application removes these after use. If applications fail to get rid of unwanted name blocks they can, over time, use up a considerable amount of CICS dynamic storage. You can use the `SET DSNAME REMOVE` command to remove unwanted data set name blocks.

**Reconnecting to SMSVSAM for RLS access**
CICS connects to the SMSVSAM server, if present, and exchanges RLS recovery information.

In this exchange, CICS finds out whether SMSVSAM has lost any retained locks while CICS has been shut down. This could happen, for example, if SMSVSAM could not recover from a coupling facility failure that caused the loss of the lock structure. If this has happened, CICS is notified by SMSVSAM to perform lost locks recovery. See Lost locks recovery for information about this process.

**Recreating non-RLS retained locks**
For non-RLS files, the CICS enqueue domain rebuilds the retained locks relating to shunted units of work.

**Temporary storage**
Auxiliary temporary storage queue information (for both recoverable and non-recoverable queues) is retrieved from the warm keypoint. Note that TS READ pointers are recovered on a warm restart (which is not the case on an emergency restart).

CICS opens the auxiliary temporary storage data set for update.

**Temporary storage data sharing server**
Any queues written to a shared temporary storage pool, even though non-recoverable, persist across a warm restart.

**Transient data**
Transient data initialization on a warm restart depends on the TDINTRA system initialization parameter, which specifies whether or not TD is to initialize with empty intrapartition queues. The different options are discussed as follows:
**TDINTRA=NOEMPTY (the default)**

All transient data resource definitions are installed from the global catalog, including any definitions that were added dynamically during the previous run. TD queues are always installed as enabled.

CICS opens any extrapartition TD queues that need to be opened—that is, any that specify OPEN=INITIAL.

**Note:** If, during the period when CICS is installing the TD queues, an attempt is made to write a record to a CICS-defined queue that has not yet been installed (for example, CSSL), CICS writes the record to the CICS-defined queue CXRF.

The recovery manager returns log records and keypoint data associated with TD queues. CICS applies this data to the installed queue definitions to return the TD queues to the state they were in at normal shutdown. Logically recoverable, physically recoverable, and non-recoverable intrapartition TD queues are recovered from the warm keypoint data.

**Trigger levels (for TERMINAL and SYSTEM only)**

After the queues have been recovered, CICS checks the trigger level status of each intrapartition TD queue that is defined with FACILITY(TERMINAL|SYSTEM) to determine whether a start request needs to be rescheduled for the trigger transaction.

If a trigger transaction failed to complete during the previous run (that is, did not reach the empty queue (QZERO) condition) or the number of items on the queue is greater than the trigger level, CICS schedules a start request for the trigger transaction.

This does not apply to trigger transactions defined for queues that are associated with files (FACILITY(FILE)).

**TDINTRA=EMPTY**

If you specify this option, a cold start will be performed for the transient data queues, but the resource definitions are warm started.

The following processing takes place:

- All intrapartition TD queues are initialized empty.
- The queue resource definitions are installed from the global catalog, but they are not updated by any log records or keypoint data. They are always installed enabled.

This option is intended for use when initiating remote site recovery (see CICS emergency restart), but you can also use it for a normal warm restart. For example, you might want to 'cold start' the intrapartition queues when switching to a new data set if the old one is corrupted, while preserving all the resource definitions from the catalog.

You cannot specify a general cold start of transient data while the rest of CICS performs a warm restart, as you can for temporary storage.

**Transactions**

All transaction and transaction class resource definitions are installed from the CSD, and updated with information from the warm keypoint in the system log. The resource definitions installed from the catalog include any that were added dynamically during the previous run.

**LIBRARY resources**

On WARM or EMERGENCY start, all LIBRARY definitions will be restored from the catalog, and the actual search order through the list of LIBRARY resources that was active at the time of the preceding shutdown will be preserved.

The latter will ensure that the search order of two LIBRARY resources of equal RANKING will remain the same. An equal RANKING implies that the relative search order of the LIBRARY resources is unimportant, but unexpected behavior might result if this order changed after a warm or emergency restart.
If a LIBRARY with an option of CRITICAL(YES) is restored from the catalog, and one of the data sets in its concatenation is no longer available, a message will be issued to allow the operator to choose whether to continue the CICS startup, or to cancel it. This Go or Cancel message will be preceded by a set of messages providing information on any data sets which are not available. For LIBRARY resources, with an option of CRITICAL(NO), this condition will not cause CICS startup to fail, but a warning message will be issued and the LIBRARY will not be reinstalled. This warning message will be preceded by a set of messages providing information on any data sets which are not available.

Attention: You should not attempt to compress a library after a warm start, without subsequently performing a CEMT SET PROGRAM(PRGMID) NEWCOPY for each program in the library. This is because on a warm start, CICS obtains the directory information for all programs which were installed on the previous execution. Compressing a library could alter its contents and subsequently invalidate the directory information known to CICS.

**Programs**

The recovery of program, mapset, and partitionset resource definitions depends on whether you are using program autoinstall and, if you are, whether you have requested autoinstall cataloging (specified by the system initialization parameter PGAICTLG=ALL|MODIFY).

**No autoinstall for programs**

If program autoinstall is disabled (PGAIPGM=INACTIVE), all program, mapset, and partitionset resource definitions are installed from the CSD, and updated with information from the warm keypoint in the system log.

The resource definitions installed from the catalog include any that were added dynamically during the previous run.

**Autoinstall for programs**

If program autoinstall is enabled (PGAIPGM=ACTIVE), program, mapset, and partitionset resource definitions are installed from the CSD only if they were cataloged; otherwise they are installed at first reference by the autoinstall process.

All definitions installed from the CSD are updated with information from the warm keypoint in the system log.

CICS catalogs program, mapset, and partitionset resource definitions as follows:

- If they are installed from predefined definitions in the CSD, either during a cold start or by an explicit INSTALL command, CICS catalogs the definitions.
- If the PGAICTLG system initialization parameter specifies ALL, CICS catalogs all the autoinstalled program-type definitions, and these are reinstalled during the warm restart.
- If the PGAICTLG system initialization parameter specifies MODIFY, CICS catalogs only those autoinstalled program-type definitions that are modified by a SET PROGRAM command, and these are reinstalled during the warm restart.
- CICS never catalogs programs that are autoinstalled by a task for an application that is deployed on a platform, regardless of the setting for the PGAICTLG system initialization parameter, so these programs are not reinstalled during the warm restart.

**Start requests**

In general, start requests are recovered together with any associated start data.

Recovery can, however, be suppressed by specifying explicit cold start system initialization parameters for temporary storage, interval control, or basic mapping support (on the TS, ICP, and BMS system initialization parameters respectively). Any data associated with suppressed starts is discarded.

The rules governing the operation of the explicit cold requests on system initialization parameters are:
• ICP=COLD suppresses all starts that do not have both data and a terminal associated with them. It also suppresses any starts that had not expired at shutdown. This includes BMS starts.
• TS=COLD (or TS main only) suppresses all starts that had data associated with them.
• BMS=COLD suppresses all starts relating to BMS paging.

Start requests that have not been suppressed for any of the preceding reasons either continue to wait if their start time or interval has not yet expired, or they are processed immediately. For start requests with terminals, consider the effects of the CICS restart on the set of installed terminal definitions. For example, if the terminal specified on a start request is no longer installed after the CICS restart, CICS invokes an XALTENF global user exit program (if enabled), but not the XICTENF exit.

Monitoring and statistics
The CICS monitoring and statistics domains retrieve their status from their control records stored in the global catalog at the previous shutdown.

This is modified by any runtime system initialization parameters.

Journal names and journal models
The CICS log manager restores the journal name and journal model definitions from the global catalog. Journal name entries contain the names of the log streams used in the previous run, and the log manager reconnects to these during the warm restart.

Terminal control resources
Terminal control information is installed from the warm keypoint in the global catalog, or installed from the terminal control table (TCT), depending on whether the resources are CSD-defined or TCT-defined.

CSD-defined resource definitions
When resources are defined in the CICS System Definition data set (CSD), terminal control information is installed from the warm keypoint in the global catalog.

CICS installs the following terminal control resource definitions from the global catalog:
• All permanent terminal devices, originally installed from explicit resource definitions, and profiles.
• The following autoinstalled APPC connections:
  – Synclevel-2-capable connections (for example, CICS-to-CICS connections)
  – Synclevel-1-capable, limited resource connections installed on a CICS that is a member of a z/OS Communications Server generic resource.

Other autoinstalled terminals are not recovered, because they are removed from the warm keypoint during normal shutdown. This ensures that their definitions are installed only when terminal users next log on after a CICS restart that follows a normal shutdown.

When a multiregion operation (MRO) connection is restored, it has the same status that was defined in the CSD. Any changes of status, for example the service status, are not saved on the global catalog, so are not recovered during a warm or emergency restart.

Only the global catalog is referenced for terminals defined in the CSD.

To add a terminal after initialization, use the CEDA INSTALL or EXEC CICS CREATE command, or the autoinstall facility. To delete a terminal definition, use the DISCARD command or, if autoinstalled, allow it to be deleted by the autoinstall facility after the interval specified by the AILDELAY system initialization parameter.
**Sequential (BSAM) devices**

Terminal control information for sequential terminal devices is installed from the terminal control table (TCT).

CICS installs sequential terminal resource definitions as follows:

- **Same TCT as last run.** CICS installs the TCT and then modifies the terminal entries in the table by applying the cataloged data from the terminal control warm keypoint from the previous shutdown. This means that, if you reassemble the TCT and keep the same suffix, any changes you make could be undone by the warm keypoint taken from the catalog.

- **Different TCT from last run.** CICS installs the TCT only, and does not apply the warm keypoint information, effectively making this a cold start for these devices.

**Distributed transaction resources**

CICS retrieves its logname from the recovery manager control record in the global catalog for use in the "exchange lognames" process with remote systems. Resynchronization of indoubt units of work takes place after CICS completes reconnection to remote systems.

See Recovery functions and interfaces for information about recovery of distributed units of work.

**URIMAP definitions and virtual hosts**

Installed URIMAP definitions for CICS Web support are restored from the global catalog, including their enable status. Virtual hosts, which are created by CICS using the host names specified in installed URIMAP definitions, are also restored to their former enabled or disabled state.

**Recovery of resources in bundles**

Resources that are defined in CICS bundles are not stored in the CSD. BUNDLE resources can be created from a definition and these resources are stored in the catalog. BUNDLE resources can also be created when you install platforms and applications. These resources have no definition, are not stored in the catalog, and are recovered through the application or platform.

**Recovery for BUNDLE definitions**

On a cold start of CICS, BUNDLE resource definitions are deleted from the catalog and the bundle is not re-created.

On a warm or emergency restart of CICS, during post-initialization processing CICS tries to re-create all the BUNDLE resource definitions that were installed before the restart, and install them in the enablement state that they were in when the CICS region stopped.

For BUNDLE resources that were created from a definition and stored in the catalog, CICS uses the CRLR supplied transaction to start a program that resolves all of the resources that are defined in the bundle manifest, including the dynamic re-creation of all the required CICS resources. Although most dynamically created resources are not defined in the catalog, EVENTBINDING, EPADAPTER, and EPADAPTERSET resources are stored in the catalog.

If CICS is unable to create and enable a resource dynamically, the BUNDLE resource installs in the disabled state and a warning message is issued. Even if only one out of a number of resources fail to install, the BUNDLE resource installs in a disabled state. Use the Bundle Parts view in the CICS Explorer to view the state of every resource in a BUNDLE resource.

For a standalone BUNDLE resource that contains application entry points, the availability status of the bundle is also recovered during the restart of a CICS region.

**Recovery for BUNDLE resources generated by applications and platforms**

When you install a platform in a CICSPlex, or install an application in a platform, any CICS bundles that are part of the deployment are dynamically created in the appropriate CICS regions by CICSPlex SM. Each
BUNDLE resource is dynamically created and is given a unique name. Each BUNDLE resource also has a BASESCOPE value that contains the name of the platform, the application, and the application version. Because the BUNDLE resources are dynamically created, they do not have equivalent definitions in the CSD and are not stored in the catalog.

The resources that are defined inside each CICS bundle for a platform or application are dynamically created in the CICS regions during the installation of the dynamically created BUNDLE resource. These resources also do not have equivalent definitions in the CSD, and are not stored in the catalog.

When you install an application or platform, CICSPlex SM creates a record for the platform or application in the data repository, which is used in recovery processing for the CICS bundles associated with the platform or application. The CICS bundles for applications are initially installed in the CICS regions in a disabled state. When you enable the application, CICSPlex SM enables the bundles in the CICS regions. When you make the application available, callers can invoke the application through its application entry points.

When you start or restart a CICS region that is defined as part of a platform, CICSPlex SM reads the information in the platform and application bundles in zFS, and installs the appropriate versions of the appropriate CICS bundles into the CICS region. The CICS bundles are installed in the same way during a cold, warm, or emergency restart of a CICS region. The generated resources inside the bundles are installed regardless of the autoinstall status or cataloguing for similar resources in the CICS region that are not part of an application bundle.

- CICS bundles associated with a platform are installed in the same state as the platform, unless there is a problem with the installation. If the platform is disabled, the CICS bundles associated with it are disabled, and if the platform is enabled, the bundles are enabled.
- If an application version was not enabled before the start or restart of the CICS region, its CICS bundles are installed in a disabled state. If an application version was enabled, its CICS bundles are installed in an enabled state, unless there is a problem with the installation.
- The availability status of an application version is applied at the start of a CICS region, and is recovered during a restart of a CICS region.

The relationship between a CICS bundle and the CICS regions where it is installed is stored in a management part for the application or platform. The management part is a MGMTPART record that is created automatically during the application install process. The overall status information for an application is derived from the status of the individual management parts for the application. The overall status information for a platform is derived from the status of the region types and the status of the individual management parts for the platform. To check the status for an application or platform, use the Cloud Explorer view in the CICS Explorer.

**Recovery of user resources**

If a bundle contains a resource type that is handled outside CICS, for example a vendor resource, the bundle registration program must be available during post-initialization programming to register the callback program and re-create the resource type.

If the registration program does not register the callback program or the callback program is not available to re-create the user resources, the BUNDLE resource installs in the disabled state and the user resources install in the unusable state. You must ensure that both the registration and callback programs are available in CICS before discarding and re-creating the BUNDLE resources.

**Recovery of files in bundles**

When a file that is defined in a CICS bundle is installed, it is added to the catalog. CICS recovers the bundle installed files from the catalog during a warm or emergency restart. These recovered files are used for the CICS recovery only. After CICS completes the recovery, all these files are deleted. When the bundle is re-created, CICS picks up the definition from the bundle directory, and creates a new file. If a file recovered from the catalog has a retained lock, it cannot be deleted on completion of recovery, and as a result, the file becomes orphaned (does not belong to any bundle) and has to be deleted manually after CICS has completed restart.
Automatic restart management

CICS uses the automatic restart manager (ARM) component of MVS to increase the availability of your systems.

MVS automatic restart management is a sysplex-wide integrated automatic restart mechanism that performs the following tasks:

- Restarts an MVS subsystem in place if it abends (or if a monitor program notifies ARM of a stall condition)
- Restarts all the elements of a workload (for example, CICS TORs, AORs, FORs, Db2) on another MVS image after an MVS failure
- Restarts CICS data sharing servers in the event of a server failure.
- Restarts a failed MVS image

CICS reconnects to DBCTL and the z/OS Communications Server automatically if either of these subsystems restart after a failure. CICS is not dependent on using ARM to reconnect in the event of failure.

The MVS automatic restart manager provides the following benefits:

- Enables CICS to preserve data integrity automatically in the event of any system failure.
- Eliminates the need for operator-initiated restarts, or restarts by other automatic packages, thereby:
  - Improving emergency restart times
  - Reducing errors
  - Reducing complexity.
- Provides cross-system restart capability. It ensures that the workload is restarted on MVS images with spare capacity, by working with the MVS workload manager.
- Allows all elements within a restart group to be restarted in parallel. Restart levels (using the ARM WAITPRED protocol) ensure the correct starting sequence of dependent or related subsystems.

Restrictions

MVS automatic restart management is available only to those MVS subsystems that register with ARM. CICS regions register with ARM automatically as part of CICS system initialization. If a CICS region fails before it has registered for the first time with ARM, it will not be restarted. After a CICS region has registered, it is restarted by ARM according to a predefined policy for the workload.

CICS ARM processing

A prime objective of CICS support for the MVS automatic restart manager (ARM) is to preserve data integrity automatically in the event of any system failure.

If CICS is restarted by ARM with the same persistent JCL, CICS forces START=AUTO to ensure data integrity.

Registering with ARM

To register with ARM, you must implement automatic restart management on the MVS images that the CICS workload is to run on. You must also ensure that the CICS startup JCL used to restart a CICS region is suitable for ARM.

Before you begin

The implementation of ARM is part of setting up your MVS environment to support CICS. See Implementing MVS automatic restart management in Installing.
About this task

During initialization, CICS registers with ARM automatically. CICS always registers with ARM because CICS needs to know whether it is being restarted by ARM and, if it is, whether the restart is with persistent JCL. (The ARM registration response to CICS indicates whether the same JCL that started the failed region is being used for the ARM restart.) You indicate whether MVS is to use the same JCL or command text that previously started CICS by specifying PERSIST as the restart_type operand on the RESTART_METHOD parameter in your automatic restart management policy.

When it registers with ARM, CICS passes the value SYSCICS as the element type, and the string SYSCICS_aaaaaaaa as the element name, where aaaaaaaaaa is the CICS applid. Because the applid is used in the element name, only one CICS region can successfully register with ARM for a given applid. If two CICS regions try to register with the same applid, ARM rejects the second region.

Waiting for predecessor subsystems

During initialization CICS issues an ARM WAITPRED (wait predecessor) request to wait, if necessary, for predecessor subsystems (such as Db2 and DBCTL) to become available. This is indicated by message DFHKE0406. One reason for this wait is to ensure that CICS can resynchronize with its partner resource managers for recovery purposes before accepting new work from the network.

Unregistering from ARM

During normal shutdown, unless you specify the RESTART option on the PERFORM SHUT command, CICS unregisters from ARM to ensure that it is not automatically restarted. Also, if you want to perform an immediate shutdown and do not want ARM to cause an automatic restart, you can specify the NORESTART option on PERFORM SHUT IMMEDIATE.

About this task

Some error situations that occur during CICS initialization cause CICS to issue a message, with an operator prompt to reply GO or CANCEL. If you reply CANCEL, CICS de-registers from ARM before terminating, because if CICS remained registered, an automatic restart would probably encounter the same error condition.

For other error situations, CICS does not unregister, and automatic restarts follow. To control the number of restarts, specify in your ARM policy the number of times ARM is to restart a failed CICS region.

Failing to register

If ARM support is present but the register fails, CICS issues message DFHKE0401. In this case, CICS does not know if it is being restarted by ARM, and therefore it doesn’t know whether to override the START parameter to force an emergency restart to preserve data integrity.

If START=COLD or START=INITIAL is specified as a system initialization parameter and CICS fails to register, CICS also issues message DFHKE0408. When CICS is restarting with START=COLD or START=INITIAL, CICS relies on ARM to determine whether to override the start type and change it to AUTO. Because the REGISTER has failed, CICS cannot determine whether the region is being restarted by ARM, and so does not know whether to override the start type. Message DFHKE0408 prompts the operator to reply ASIS or AUTO, to indicate the type of start CICS is to perform:

- A reply of ASIS means that CICS is to perform the start specified on the START parameter.
- A reply of AUTO means that CICS is being restarted by ARM, and the type of start is to be resolved by CICS. If the previous run terminated abnormally, CICS will perform an emergency restart.

Note: A CICS restart can have been initiated by ARM, even though CICS registration with ARM has failed in the restarted CICS.
ARM couple data sets

You must ensure that you define the couple data sets required for ARM and that they are online and active before you start any CICS region for which you want ARM support.

- CICS automatic ARM registration fails if the couple data sets are not active at CICS startup. When CICS is notified by ARM that registration has failed for this reason, CICS assumes this means that you do not want ARM support, and CICS initialization continues.
- If ARM loses access to the couple data sets, the CICS registration is lost. In this event, ARM cannot restart a CICS region that fails.

See z/OS MVS Setting Up a Sysplex for information about ARM couple data sets and ARM policies.

CICS restart JCL and parameters

Each CICS restart can use the previous startup JCL and system initialization parameters, or can use a new job and parameters.

CICS START options

You are recommended to specify START=AUTO, which causes a warm start after a normal shutdown and an emergency restart after failure.

You are also recommended always to use the same JCL, even if it specifies START=COLD or START=INITIAL, to ensure that CICS restarts correctly when restarted by the MVS automatic restart manager after a failure.

If you specify START=COLD (or INITIAL) and your ARM policy specifies that the automatic restart manager is to use the same JCL for a restart following a CICS failure, CICS overrides the start parameter when restarted by ARM and enforces START=AUTO. CICS issues message DFHPA1934 and ensures the resultant emergency restart handles recoverable data correctly.

If the ARM policy specifies different JCL for an automatic restart and that JCL specifies START=COLD, CICS uses this parameter value but risks losing data integrity. Therefore, if you need to specify different JCL to ARM, specify START=AUTO to ensure data integrity.

Workload policies

Workloads are started initially by scheduling or automation products. The components of the workload, and the MVS images capable of running them, are specified as part of the policies for z/OS Workload Manager and ARM.

The MVS images must have access to the databases, logs, and program libraries required for the workload.

Administrative policies provide ARM with the necessary information to perform appropriate restart processing. You can define one or more administrative policies, but can have only one active policy for all MVS images in a sysplex. You can modify administrative policies by using an MVS-supplied utility, and can activate a policy with the MVS SETXCF command.

Connecting to the z/OS Communications Server

The z/OS Communications Server for SNA is at restart level 1, the same as Db2 and DBCTL.

However, the Communications Server is not restarted when failed subsystems are being restarted on another MVS, because ARM expects the Communications Server to be running on all MVS images in the sysplex. For this reason, CICS and the Communications Server are not generally part of the same restart group.
In an SNA network, the session between CICS and the Communications Server is started automatically if the Communications Server is started before CICS. If the Communications Server is not active when you start (or restart) CICS, you receive the following messages:

+DFHSI1589D 'applid' VTAM is not currently active.
+DFHSI1572 'applid' Unable to OPEN VTAM ACB - RC=xxxxxxxx, ACB CODE=yy.

**Note:** VTAM is now the z/OS Communications Server.

CICS provides transaction COVR to open the SNA ACB automatically when the Communications Server becomes available.

**The COVR transaction**

To ensure that CICS reconnects to the z/OS Communications Server in the event of a Communications Server abend, CICS keeps retrying the OPEN VTAM ACB using a time-delay mechanism via the non-terminal transaction COVR.

After CICS has completed clean-up following the Communications Server failure, it invokes the CICS open z/OS Communications Server retry (COVR) transaction. The COVR transaction invokes the terminal control open z/OS Communications Server retry program, DFHZCOVR, which performs an OPEN VTAM retry loop with a 5-second wait. CICS issues a DFHZC0200 message every minute, while the open is unsuccessful, and each attempt is recorded on the CSNE transient data queue. After ten minutes, CICS issues a DFHZC0201 message and terminates the transaction. If CICS shutdown is initiated while the transaction is running, CICS issues a DFHZC0201 message and terminates the transaction.

You cannot run the COVR transaction from a terminal. If you invoke COVR from a terminal, it abends with an AZCU transaction abend.

**Note:** VTAM is now the z/OS Communications Server.

**Messages associated with automatic restart**

There are some CICS messages for ARM support, which CICS can issue during startup if problems are encountered when CICS tries to connect to ARM.

The message numbers are:

- DFHKE0401
- DFHKE0402
- DFHKE0403
- DFHKE0404
- DFHKE0405
- DFHKE0406
- DFHKE0407
- DFHKE0408
- DFHKE0410
- DFHKE0411
- DFHZC0200
- DFHZC0201

**Automatic restart of CICS data-sharing servers**

All three types of CICS data-sharing server—temporary storage, coupling facility data tables, and named counters—support automatic restart using the services of automatic restart manager.

The servers also have the ability to wait during start-up, using an event notification facility (ENF) exit, for the coupling facility structure to become available if the initial connection attempt fails.
Server ARM processing

During initialization, a data-sharing server unconditionally registers with ARM, except when starting up for unload or reload. A server does not start if registration fails, with return code 8 or higher.

If a server encounters an unrecoverable problem with the coupling facility connection, consisting either of lost connectivity or a structure failure, it cancels itself using the server command CANCEL  RESTART=YES. This terminates the existing connection, closes the server and its old job, and starts a new instance of the server job.

You can also restart a server explicitly using either the server command CANCEL  RESTART=YES, or the MVS command CANCEL  jobname, ARMRESTART

By default, the server uses an ARM element type of SYSCICSS, and an ARM element identifier of the form DFHxxnn_poolname where xx is the server type (XQ, CF or NC) and nn is the one- or two-character &SYSCLONE identifier of the MVS image. You can use these parameters to identify the servers for the purpose of overriding automatic restart options in the ARM policy.

Waiting on events during initialization

If a server is unable to connect to its coupling facility structure during server initialization because of an environmental error, the server uses an ENF event exit to wait for cross-system extended services (XES) to indicate that it is worth trying again.

The event exit listens for either:

• A specific XES event indicating that the structure has become available, or
• A general XES event indicating that some change has occurred in the status of coupling facility resources (for example, when a new CFRM policy has been activated).

When a relevant event occurs, the server retries the original connection request, and continues to wait and retry until the connection succeeds. A server can be canceled at this stage using an MVS CANCEL command if necessary.

Server initialization parameters for ARM support

The server startup parameters for ARM support are:

ARMELEMENTNAME=elementname
specifies the automatic restart manager element name, up to 16 characters, to identify the server to ARM for automatic restart purposes.

ARMELEMENTTYPE=elementtype
specifies the automatic restart manager element type, up to 8 characters for use in ARM policies as a means of classifying similar elements.

These parameters are the same for all the data sharing servers. For more details, see Automatic restart manager (ARM) parameters.

Server commands for ARM support

The following are the ARM options you can use on server commands:

CANCEL RESTART={NO|YES}
terminates the server immediately, specifying whether or not automatic restart should be requested. The default is RESTART=NO.

You can also enter RESTART on its own for RESTART=YES, NORESTART for RESTART=NO.

ARMREGISTERED
shows whether ARM registration was successful (YES or NO).

ARM
This keyword, in the category of display keywords that represent combined options, can be used to display all ARM-related parameter values. It can also be coded as ARMSTATUS.
These commands are the same for all the data sharing servers.

**Backup-while-open (BWO)**

The BWO facility, together with other system facilities and products, allows you to take a backup copy of a VSAM data set while it remains open for update.

Many CICS applications depend on their data sets being open for update over a long period of time. Normally, you cannot take a backup of the data set while the data set is open. Thus, if a failure occurs that requires forward recovery, all updates that have been made to the data set since it was opened must be recovered. This means that you must keep all forward recovery logs that have been produced since the data set was opened. A heavily used data set that has been open for update for several days or weeks might need much forward recovery.

Using BWO, only the updates that have been made since the last backup copy was taken need to be recovered. This could considerably reduce the amount of forward recovery that is needed.

**BWO and concurrent copy**

Concurrent copy improves BWO processing by eliminating the invalidation of a BWO dump because of updates to the data set.

The following is a comparison of various kinds of dumps that you can request:

- **Normal dump.** Use of the data set must be quiesced so that serialization is obtained, the data set is dumped, and serialization is released. The data set cannot be used for the entire time.

- **Concurrent copy dump.** Use of the data set must be quiesced so that serialization is obtained, concurrent copy utilization is completed within a very short time (compared with the actual time to dump the data set), serialization is released, and the data set is dumped. The data set can be used after concurrent copy initialization is complete.

- **BWO dump.** Serialization is attempted but is not required, and the data set is dumped. If it is eligible for BWO, the data set is dumped without serialization and can remain in use for the entire time, but the dump can be invalidated by update activity to the data set.

- **BWO dump using concurrent copy.** Serialization is attempted but is not required, concurrent copy initialization is completed, and the data set is dumped. If it is eligible for BWO, the data set is dumped without serialization and can remain in use for the entire time, and updates that occur do not cause the dump to be invalidated.

To use concurrent copy, specify the CONCURRENT keyword when you use DFSMShsm to dump BWO data sets.

**BWO and backups**

The BWO function allows backups to be taken by DFSMSdss when applications are running in continuous operation while the data set is open for update with full data integrity of copied data.

Continuous operation is typically 24 hours-a-day for five to seven days a week. This is feasible only for CICS VSAM file control data sets for which CICS creates forward-recovery logs. Long-running transactions, automated teller machines, and continuously available applications require the database to be up and running when the backup is being taken.

The concurrent copy function used along with BWO by DFSMSdss allows backups to be taken with integrity even when control-area and control-interval splits and data set additions (new extents or add-to-end) are occurring for VSAM key sequenced data sets.

**BWO requirements**

To use the backup-while-open (BWO) support provided by CICS, you can use the Data Facility Storage Management Subsystem/MVS (DFSMS/MVS) or a licensed program that provides equivalent function.

You must have your environment configured with the following modules and components:
• Use Release 2, or later, for data sets used in non-RLS access mode and Release 3 for data sets used in RLS access mode.

• You must install the DFSMSdfp IGWAMCS2 callable services module in the link pack area (LPA).

• You must install the IGWABWO module, supplied in SYS1.CSSLIB, in the LPA, or include SYS1.CSSLIB in the link list. Do not include the library in the STEPLIB or JOBLIB library concatenations.

• You must have the DFSMSdfp, DFSMSdss, and DFSMSShm components of DFSMS installed on the processors that perform backup and recovery.

During initialization, CICS determines the availability of BWO support by issuing calls to the callable services modules IGWAMCS2 and IGWABWO. CICS also checks on the DFSMSdss release level by calling the DFSMSdss module ADRRELVL. If access to this DFSMSdss module is strictly controlled by an external security manager, such as RACF®, security violation messages are issued against the CICS userid, unless the CICS region userid is authorized to access this module.

Note that CICS VSAM Recovery for z/OS, which performs forward recovery, must be installed on the processor where forward recovery is to be done. CICS VSAM Recovery is required for forward recovery and backout of CICS VSAM data sets backed up with BWO and concurrent copy functions of DFSMS/MVS.

Table 3 on page 108 cross-references the storage management component names of DFSMS to the previous names of the individual licensed programs:

<table>
<thead>
<tr>
<th>Component name</th>
<th>Full DFSMS/MVS name</th>
<th>Previous product name</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFSMSdfp</td>
<td>Data Facility Storage Management Subsystem data facility product</td>
<td>MVS/DFP</td>
</tr>
<tr>
<td>DFSMSShsm</td>
<td>Data Facility Storage Management Subsystem hierarchical storage manager</td>
<td>DFHSM</td>
</tr>
<tr>
<td>DFSMSdss</td>
<td>Data Facility Storage Management Subsystem data set services</td>
<td>DFDSS</td>
</tr>
</tbody>
</table>

**Hardware requirements**

The concurrent copy function is supported by the IBM 3990 Model 3 with the extended platform and the IBM 3990 Model 6 control units.

**Which data sets are eligible for BWO**

You can use BWO only for:

• Data sets that are on SMS-managed storage and that have an integrated catalog facility (ICF) catalog.

• VSAM data sets accessed by CICS file control and for the CICS system definition (CSD) file. ESDS, KSDS, and RRDS are supported. ESDS and KSDS are supported both with and without alternate indexes. DFSMSShsm imposes a limit (many thousands) on the number of alternate indexes for a data set.

BWO is supported at the VSAM sphere level; thus you cannot take BWO backup copies of some sphere components and not others. The first data set opened for update against a VSAM base cluster determines the BWO eligibility for the sphere. This includes base clusters that are accessed through a VSAM path key. For example, if the first data set is defined as eligible for BWO, CICS fails the file-open operation for any subsequent data set that is opened for update against that cluster and which is not defined as eligible for BWO.

You can take BWO volume backups if all data sets that are open for update on the volume are eligible for BWO.
**VSAM control interval or control area split**

For a KSDS (or an ESDS with alternate indexes) that has frequent insert or update activity, it is only practical (and safe) to take BWO backups during periods of reduced activity (for example, overnight). This is because it is possible for a VSAM control interval or control area split to occur during a BWO backup. Then, the integrity of the backup copy cannot be guaranteed because DFSMSdss copies the data set sequentially, and so certain portions of the data set might be duplicated or not represented at all in the backup copy.

DFSMSdfp indicates in the ICF catalog that a split has occurred. DFSMSShsm and DFSMSdss check the ICF catalog at the start and end of a backup. If a split is in progress at the start of a backup, the backup is not taken. If a split has occurred during a backup, or a split is still in progress at the end of a backup, the backup is discarded.

So, to take a BWO backup successfully, the normal time between splits must be greater than the time taken for DFSMSShsm and DFSMSdss to take a backup of the data set.

**Data tables:** You can use BWO with CICS-maintained data table base clusters. However, you cannot use BWO with user-maintained data tables, because no forward recovery support is provided.

**Alternate Index:** CICS normally uses a base key or a path key to access data in a VSAM base cluster data set. It is also possible, but not normal, for CICS to access alternate index records by specifying the alternate index name as the data set name. If an alternate index data set is used in this way, you cannot define the alternate index as eligible for BWO. Instead, the alternate index adopts the BWO characteristics already defined for the VSAM sphere.

**How you request BWO**

You can define files as eligible for BWO in one of two ways.

**About this task**

The method that you can use to define files as eligible for BWO depends on the mode in which the files are accessed.

Do not define BWO for the CICSPlex SM data repository using the IDCAMS DEFINE CLUSTER definition within the ICF catalog because performance is degraded. See Defining a forward recovery log for the data repository for information on taking backups of the CICSPlex SM data repository.

**Procedure**

- Decide which method you want to use for data sets:
  - If your data set is accessed in RLS mode, you must define the BWO option in the ICF catalog. Defining BWO in the ICF catalog requires DFSMS 1.3.
  - If your data set is accessed only in non-RLS mode, you can define the BWO option in either the ICF catalog or the CICS file definition.

Defining BWO in the ICF catalog requires DFSMS 1.3. For data sets that are accessed in RLS mode, the BWO option must be defined in the ICF catalog. Recovery attributes for data sets that are accessed only in non-RLS mode can be defined either in the ICF catalog or in the CICS FILE resource. If BWO is defined in the ICF catalog definition, by default it overrides any BWO option defined in the FILE resource. To force CICS to use the FILE resource attributes instead of the catalog recovery options, set the NONRLSRECOV system initialization parameter to FILEDEF.

**Specifying BWO using access method services**

There is a BWO parameter on the access method services DEFINE CLUSTER statement.

**About this task**

You can specify the BWO parameter as follows:
TYPECICS
The data set is eligible for BWO in CICS.

NO
The data set is not eligible for BWO.

TYPEIMS
The data set is eligible for BWO in IMS, but CICS treats this as NO.

TYPEOTHER
The data set is eligible for BWO, but CICS treats this as NO.

If you omit the BWO parameter from the DEFINE statement, by default it is UNDEFINED in the ICF catalog, and the BWO attribute from the CICS file resource definition is used.

BWO(TYPECICS) is the equivalent of BACKUPTYPE(DYNAMIC) in a CICS file resource definition. All other values, including UNDEFINED, are treated by CICS as the equivalent of BACKUPTYPE(STATIC) in a CICS file resource definition. For simplicity, the CICS terms BACKUPTYPE(DYNAMIC) and BACKUPTYPE(STATIC) are used unless it is necessary to specifically mention the access method services BWO parameters.

The BWO options for the CSD are taken from the ICF catalog if they are defined there, and the system initialization parameters (CSDBKUP, CSDRECOV, and CSDFRLOG) are ignored.

Specifying BWO on CICS file resource definitions
You define a file as eligible for BWO with the BACKUPTYPE attribute on a CICS FILE resource definition in the CSD.

About this task
If you specify BACKUPTYPE(DYNAMIC), the file is defined as eligible for BWO when the data set is opened. You must also specify RECOVERY(ALL) and FWDRECOVLOG(nn) to request forward recovery support.

BACKUPTYPE(STATIC), the default, defines a file as not eligible for BWO. In this case, if DFSMSShsm is to back up a data set, all CICS files currently open for update against that data set must be closed before the backup can start.

All files opened against the same VSAM base cluster must have the same BACKUPTYPE value. That value is established by the first file opened against the cluster; it is stored in the CICS data set name block (DSNB) for the cluster. If the value for a subsequent file does not match, the file-open operation fails.

The BACKUPTYPE value in the DSNB persists across warm and emergency restarts. It is removed by a CICS cold start (unless a backout failure occurs) or by issuing EXEC CICS SET DSNM ACTION(REMOVE) (or the CEMT equivalent) for the base cluster data set. To do this, all files that are open against the base cluster and via path definition must be closed, and the DSNB must have FILECOUNT of zero and NORMALBKOUT state.

The BACKUPTYPE attribute is ignored for user-maintained data table base clusters, because no forward recovery support is provided.

To use BWO for the CSD file, specify the CSDBKUP=DYNAMIC system initialization parameter. Also specify CSDRECOV=ALL and CSDFRLOG=nn to request forward recovery support.

Removing BWO attributes
If you want to remove BWO attributes from your data sets, you must follow the correct procedure to avoid problems when taking subsequent back ups.

Procedure
1. Close the VSAM data set either by shutting down CICS normally or issuing the command CEMT SET FILE CLOSED.
Do not perform an immediate shutdown, as CICS does not close the files and the status of BWO does not reset. The BWO status of your data sets will not be correct when you restart CICS.

2. Alter the attributes for the data set to remove the BWO options.
   You can use the IDCAMS `ALTER NULLIFY BWO` command.

3. Restart CICS or reopen the data set.

**Systems administration**

The systems administrator must decide which VSAM user data sets are eligible for BWO, and then set up the appropriate operating procedures for taking the BWO backup copies and for forward recovery.

These procedures should include:

- How to forward recover a data set by using the BWO backup copy, the forward recovery log, and the forward recovery utility to bring the data set to a point of consistency. Users must not have access to the file during the recovery process.
- How to forward recover a data set that may have been damaged while allocated to CICS. This operation may require backout of partially committed units of work during CICS emergency restart, after forward recovery has been done.

The procedures are simpler when using BWO than when not, because:

- Backups can be taken more frequently, so there are fewer forward recovery logs to manage. This also reduces the amount of processing that is required to forward recover the data set.
- The point from which forward recovery should start is recorded in the ICF catalog. The forward recovery utility uses this value to automate this part of the forward recovery process. This recovery point is saved with the backup copy and subsequently replaced in the ICF catalog when the backup copy is restored. For more information, see “Recovery point (non-RLS mode)” on page 117.
- During data set restore and forward recovery processing, CICS does not allow files to be opened for the same data set.

**Batch jobs**

During the batch window between CICS sessions, it is possible for batch jobs to update a data set. Because batch jobs do not create forward recovery logs, any update that is made while a BWO backup is in progress, or after it has completed, would not be forward recoverable. Therefore, non-BWO backups should be taken, at least:

- At the start of the batch window so that, if a batch job fails, it can be restarted; and
- At the end of the batch window, for use with CICS forward recovery processing.

All update activity against the data set must be quiesced while the backups are taken, so that DFSMSHsm can have exclusive control of the data set.

After an uncontrolled or immediate shutdown, further BWO backups might be taken by DFSMSHsm, because the BWO status in the ICF catalog is not reset. These backups should be discarded; only the non-BWO backups taken at the end of the batch window should be used during forward recovery, together with the CICS forward recovery logs.

**Data set security:** CICS must have RACF ALTER authority for all data sets that are defined as BACKUPTYPE(DYNAMIC), because CICS needs to update the BWO attributes in the ICF catalog. The authority must apply either to the data set or to the ICF catalog in which the data set is cataloged. For information on defining RACF ALTER authority, see Authorizing access to CICS data sets.
**BWO processing**

The information in the remainder of this section might be required by the system administrator to recover from error situations due to incorrect operating procedures or hardware failures.

The main data fields used by the BWO facility are:

- **Attribute flags in the ICF catalog, to control BWO activity.** The DFSMSdfp field dictionary name is `VVRSMFLG`. For more information about the attribute flags used in connection with BWO, see z/OS DFSMS Managing Catalogs.

- **Recovery point in the ICF catalog.** This point is the time from which the forward recovery utility must start applying log records. It is always before the time that the last backup was taken. It is recorded in local time format (`OCYYDDDF HHMMSSTF`) where:

<table>
<thead>
<tr>
<th>Character</th>
<th>Description</th>
</tr>
</thead>
</table>
  | C         | century 
  | YY        | year                |
  | DDD       | day                 |
  | HH        | hours               |
  | MM        | minutes             |
  | SS        | seconds             |
  | T         | tenths of a second  |
  | F         | + sign

The DFSMSdfp field dictionary name is `VVRRDATA`.

- **The BACKUPTYPE attribute in the CICS file resource definition (for DFSMS 1.2), or the BWO option in the ICF catalog (for DFSMS 1.3).** When CICS has determined the BWO option from one of these sources, it stores the value into the data set name block (DSNB) for the base cluster at the time the first file referencing the data set is opened.

The attribute flags and recovery point are managed by VSAM in the primary data VSAM volume record (VVR) of the base cluster, which is in the VSAM volume data set (VVDS). There is only one primary base cluster VVR for each VSAM sphere, which is why BWO eligibility is defined at the sphere level. For more information, see z/OS DFSMS Managing Catalogs.

BWO processing affects the following operations in a CICS system:

- File opening
- File closing
- Shutdown and restart
- Data set backup and restore
- Journaling and forward recovery logging
- Forward recovery

Each of these operations is discussed in the following sections.

### File opening

Different processing is done for each of the three cases when a file is opened for an update.

The following processing takes place:

- **First file opened for update against a cluster**
- **Subsequent file opened for update against a cluster while the previous file is still open (that is, the update use count in the DSNB is not zero)**
- **Subsequent file opened for update against a cluster after all previous files have been closed (that is, the update use count in the DSNB is zero)**

In all three cases, CICS issues warning message DFHFC5812 if BACKUPTYPE(DYNAMIC) is specified for a VSAM AIX data set that is being opened as a stand-alone base cluster data set. The AIX data set must default to the BACKUPTYPE already defined for the sphere.

Also, if the file-open operation fails during BWO processing, the ACB will be open. So CICS closes the ACB before indicating the file-open operation has failed. This affects CICS statistics.
If the file is opened for read-only, and the data set ICF catalog indicates that the data set is back-level, the file-open operation fails.

**Back-level data sets**

In all cases, a file-open operation fails with error messages if the ICF catalog indicates that the data set is back-level. A back-level data set occurs as a result of the following:

- A data set has been restored from a backup copy, but not forward recovered.
- A data set has been forward recovered, but the forward recovery operation has not completed successfully.
- The ICF catalog indicates that a data set is corrupted.

*Note*: This check occurs irrespective of whether BACKUPTYPE(DYNAMIC) or BACKUPTYPE(STATIC) is specified.

**First file opened in non-RLS mode against a cluster**

The following processing is done for the first file that is opened for update against a VSAM base cluster data set after a CICS cold start. (In this case, the update use count in the DSNB for the base cluster is always zero.)

CICS calls the DFSMSdfp IGWABWO callable service to inquire on the BWO attributes in the ICF catalog.

- If the file is defined with BACKUPTYPE(DYNAMIC), CICS calls IGWABWO to make the data set eligible for BWO and to set the recovery point to the current time. CICS also sets the BACKUPTYPE attribute in the DSNB to indicate eligibility for BWO.

  However, if the ICF catalog indicates that the data set is already eligible for BWO, IGWABWO just sets the recovery point to the current time. CICS issues a message, and you can discard any BWO backups already taken in a previous batch window.

- If the file was defined with BACKUPTYPE(STATIC) and the ICF catalog indicates that the data set is already ineligible for BWO, CICS sets the BACKUPTYPE attribute in the DSNB to indicate ineligibility for BWO.

  However, if the ICF catalog indicates that the data set is currently eligible for BWO, IGWABWO makes it ineligible for BWO and sets the recovery point to the current time. CICS issues a message, and you can discard any BWO backups already taken in a previous batch window.

If BWO support is requested and the appropriate level of DFSMSdfp (as described in “BWO requirements” on page 107) is not correctly installed on the processor where CICS is running, the first file-open operation fails with error message DFHFC5811. Subsequent file-open operations are allowed, but CICS issues an attention message.

CICS also issues an attention message (DFHFC5813) for the first file-open operation if the appropriate levels of DFSMShsm and DFSMSdss are not installed on the processor where CICS is running. Ensure that they are installed on the processor where the BWO backup is to be made.

**Subsequent files opened when use count is not zero**

The following processing is done when a subsequent file is opened for update against a VSAM base cluster data set and the update use count in the DSNB for the base cluster is not zero.

The ICF catalog has already been validated and set by the first file-open operation, so CICS just checks the BACKUPTYPE attributes in the resource definition and the DSNB. If they are not consistent, the file-open operation fails with error messages. You must then either correct the resource definition, or REMOVE the DSNB after closing all files that are open against the base cluster data set.

**Subsequent files opened when use count is zero**

The following processing is done when a subsequent file is opened for update against a VSAM base cluster data set and the update use count in the DSNB for the base cluster is zero.

This situation could exist in the following cases:
• After a warm or emergency restart of CICS, because the BACKUPTYPE attribute in the DSNB is cataloged in the global catalog and is restored at CICS restart

• When all files that are open against a base cluster are closed, and then one or more are reopened

CICS checks the BACKUPTYPE attributes in the FCT and the DSNB. If they are inconsistent, the file-open operation fails with error messages. Either correct the CEDA definition, or REMOVE the DSNB after closing all files that are open against the base cluster data set. If the BACKUPTYPE attributes are consistent, CICS uses the DFSMSdfp IGWABWO callable service to inquire on the BWO attributes in the ICF catalog.

• If the file was defined with BACKUPTYPE(DYNAMIC), IGWABWO makes the data set eligible for BWO and sets the recovery point to the current time.

However, if the ICF catalog indicates that the data set is already eligible for BWO, IGWABWO resets the recovery point to the current time. CICS issues an attention message; you can discard any BWO backup copies already taken in a previous batch window.

• If the file was defined with BACKUPTYPE(STATIC) and the ICF catalog indicates that the data set is already ineligible for BWO, the ICF catalog is not updated.

However, if the ICF catalog indicates that the data set is currently eligible for BWO, IGWABWO makes it ineligible for BWO and sets the recovery point to the current time. CICS issues an attention message; you should discard any BWO backup copies already taken in a previous batch window.

File closing (non-RLS mode)

When the last file that is open for update is closed against a VSAM base cluster data set, CICS uses the DFSMSdfp IGWABWO callable service to update the ICF catalog to indicate that the data set is no longer eligible for BWO and to reset the recovery point to the current time.

If a VSAM split has occurred while a file was open, CICS calls IGWABWO at file-close time to update the ICF catalog to prevent further BWO backups. If DFSMShsm is currently taking a BWO backup, it will discard the backup at the end of the backup operation.

The BWO attributes indicating that a split has occurred and that the data set is eligible for BWO are restored when the next file is opened for update against the data set. This ensures that DFSMShsm takes the correct action if a split occurs during backup processing, which spans CICS updating a file (causing a VSAM split), the file being closed, and then the file being reopened.

When CICS is terminated by a normal shutdown, all CICS files are closed. The ICF catalog is updated to suppress BWO activity during the batch window between CICS sessions. After an uncontrolled or immediate shutdown, or if there is a failure during file closing, the data set remains open and the BWO flags are not reset. See “Shutdown and restart” on page 115.

Restriction for VSAM upgrade set

In some circumstances, it might not be possible to take either BWO or non-BWO backups of a data set. The VSAM UPDATE ACB ENQs for a sphere might remain, even though there are no files open for update against this sphere. This could happen if a VSAM sphere contains an alternate index in the upgrade set and the following actions occur:

1. The sphere is opened for update via a VSAM path. This causes VSAM to open for update all upgrade clusters for this sphere.

2. A file is opened for read-only against this sphere.

3. The original VSAM path is closed.

The data set is now ineligible for BWO backups because CICS file control has reset the BWO attributes in the ICF catalog. But, until all open ACBs in the sphere are closed, VSAM will not close the internal ACBs that are open for update, and thus it is not possible to take non-BWO backups either.

To remedy this situation, either:

• Close all ACBs for the sphere, or

• Open for update against the base cluster data set a file that is defined with BACKUPTYPE(DYNAMIC).
**Shutdown and restart**

The way CICS closes files is determined by whether the shutdown is controlled, immediate, or uncontrolled.

**Controlled shutdown**

During a controlled shutdown, CICS closes all open files defined to CICS. This ensures that, for files that are open for update and eligible for BWO, the BWO attributes in the ICF catalog are set to a ‘BWO disabled’ state.

If a failure occurs during shutdown so that CICS is unable to close a file, CICS issues warning message DFHFC5804. In this case, check the BWO attributes and, if necessary, either use DFSMSdfp IGWABWO callable service to set the attributes, or discard any BWO backups that are taken in the batch window that follows the shutdown.

**Immediate or uncontrolled shutdown**

During an immediate or uncontrolled shutdown, CICS does not close the files defined to CICS, and so the BWO attributes in the ICF catalog are not updated.

Use the DFSMSdfp IGWABWO callable service to set the attributes (see “An assembler program that calls DFSMS callable services” on page 119 for an example of how to do this). Do not run any batch jobs before the next CICS restart. If you do, for releases prior to DFSMS 1.2, discard any BWO backups that are taken in the batch window.

For DFSMS 1.2 onward, the controls in DFSMS allow DFSMSdss to detect a backup that is invalidated if CICS applications are shut down (normally or abnormally) and if batch programs are executed that update the data set while the BWO backup is in progress. This allows DFSMSdss to discard the backup, which prevents DFSMSHsm from erroneously discarding the oldest valid backup from the inventory maintained by DFSMSHsm.

**Restart**

At the next CICS restart, the following BWO-dependent actions can occur when a data set is opened for update:

- If the BWO attributes in the ICF catalog are set to the ‘BWO enabled’ state, CICS issues warning message DFHFC5808.

- If the file has been redefined as BACKUPTYPE(STATIC), and:
  - A cold start of CICS has been performed
  - The original base cluster DSNB has been discarded
  - The BWO attributes in the ICF catalog are set to the ‘BWO enabled’ state
  CICS issues warning message DFHFC5809.

- If the file has been redefined as BACKUPTYPE(STATIC), and:
  - CICS has been warm or emergency restarted
  - The original base cluster DSNB has been kept
  CICS fails the file-open operation with message DFHFC5807.

**Data set backup and restore**

BWO backups are taken at the VSAM sphere level. You can use DFSMSHsm or DFSMSdss to take the backup copy. You are recommended to use DFSMSHsm because, without DFSMSHsm installed, you must supply automatic class selection (ACS) routines to fulfil the SMS requirements for BWO support.

When you use DFSMSHsm, you still use DFSMSdss as the data mover. You can specify this using the DFSMSHsm SETSYS command:

```
SETSYS DATAMOVER(DSS)
```
The DFSMS processing at the start of backup is dependent on the DFSMS release level. For releases before DFSMS 1.2, DFSMSdss first checks the BWO attributes in the ICF catalog to see if the data set is eligible for BWO. If it is, the backup is made without attempting to obtain exclusive control and serialize updates to this data set.

For DFSMS 1.2 onward, DFSMSdss first tries to obtain exclusive control of the data set. If DFSMSdss succeeds, an enqueued form of backup takes place. If this serialization fails, DFSMSdss checks the BWO attributes in the ICF catalog to see if the data set is eligible for BWO. If it is, a BWO backup is attempted. If it is not eligible, the backup attempt fails.

This change will prevent DFSMS starting a BWO backup after CICS has abnormally terminated.

At the end of the BWO backup, DFDSS again checks the BWO attributes. If the data set is no longer eligible for BWO, the backup is discarded. Events that cause this situation are:

- File closing during BWO, which sets the ‘BWO disabled’ state
- Start of VSAM split, which sets the ‘BWO enabled and VSAM split in progress’ state
- End of VSAM split, which sets the ‘BWO enabled/disabled and VSAM split occurred’ state.

At the start of a backup, if the state is ‘BWO enabled and VSAM split occurred’, DFSMSdss resets the state to ‘BWO enabled’. Then, if another VSAM split occurs, the backup will be discarded at the end of the backup operation.

**VSAM access method services**

DFSMS access method services import and export operations do not support BWO in releases earlier than DFSMS 1.2. Access method services always serializes the data set before exporting it; and when the IMPORT function is used, the BWO attributes in the ICF catalog are not updated.

For DFSMS 1.2 onward, access method services supports the import and export of BWO attributes.

**Invalid state changes for BWO attributes**

CICS, DFSMSdfp, DFSMSdss, and an SMSVSAM server can all update the BWO attributes in the ICF catalog.

To prevent errors, DFSMSdss fails a BWO backup if one of the following state changes is attempted during the backup:

- From ‘BWO enabled and VSAM split in progress’ to ‘BWO enabled’. This state change could be attempted if:
  1. At the start of data set backup processing, a request is issued to change the ‘BWO enabled and VSAM split occurred’ state to the ‘BWO enabled’ state.
  2. But then, before the ‘BWO enabled’ state is set, a VSAM split occurs and sets the ‘BWO enabled and VSAM split in progress’ state.

  DFSMSdfp must now disallow the pending change to ‘BWO enabled’ (and DFSMSdss must fail the backup) because, if the split did not finish before the end of the backup, the invalid backup would not be discarded.

- From ‘BWO disabled and VSAM split occurred’ to ‘BWO enabled’. This state change could be attempted if:
  1. At the start of data set backup processing, a request is issued to change the ‘BWO enabled and VSAM split occurred’ state to the ‘BWO enabled’ state.
  2. But then, before the ‘BWO enabled’ state is set, CICS closes the last file opened for update, and the data set becomes ineligible for BWO. CICS sets the ‘BWO disabled and VSAM split occurred’ state to ensure that the BWO backup is discarded and that no more BWO backups are taken.

  DFSMSdfp must now disallow the pending change to ‘BWO enabled’ (and DFSMSdss must fail the backup) to prevent the possibility of a BWO backup being taken during a subsequent batch window.
**Data set restore**

When a BWO backup copy of a data set is restored, using DFSMSHsm RECOVER or DFSMSdss RESTORE, the data set must be serialized to prevent any updates during the restore operation.

When the restore is complete, the BWO attributes in the ICF catalog are changed to a ‘Backup restored by DFSMSHsm’ state. CICS cannot open the data set until forward recovery has been completed successfully.

DFSMSdss also resets the recovery point in the ICF catalog to the value it contained when the backup was made. This ensures that forward recovery starts at the correct point. This value should not be used for forward recovery of a non-BWO backup.

*Non-SMS managed storage*

If a BWO backup is restored in storage that is not SMS-managed, the BWO attributes in the ICF catalog are lost. Thus forward recovery is not possible.

**Forward recovery logging**

The forward recovery utility uses the forward recovery logs to recover a base cluster.

To do this, it must know:

- The data set to associate with each record on the logs
- The point from which to start recovery

**Data sets**

Each data set after-image record on the log is associated with a file name.

However, there might be many files associated with the same data set; therefore, when a file is opened, the association between the file and the data set is recorded on the forward recovery log by a tie-up record. This information is also written to the log of logs. For non-BWO backups, the forward recovery utility uses this tie-up record to apply the log records to the correct data sets.

When a BWO is taken for a data set opened in RLS mode, DFSMSdss notifies each CICS region having an open ACB for the data set. On receipt of this notification, each CICS allows all units of work with updates for the data set to complete, and then they write the tie-up records to the forward recovery log and the log of logs, and replies to DFSMSdss.

For BWO backups, it is usually not necessary for the forward recovery utility to process a log from file-open time. Therefore, the tie-up records for all open files are written regularly on the log during activity-keypoint processing, and the time that they are written is recorded. To reduce the number of tie-up records if the activity keypoint frequency is high (such as for some large systems), CICS ensures that there is at least 30 minutes’ separation between sets of tie-ups on the log.

**Recovery point (non-RLS mode)**

The recovery point is a time that can be converted to a position on a forward recovery log. Recovery of the data set requires only the records that are written after that position. Thus all previous records can be ignored by the forward recovery utility.

The recovery point is stored in the ICF catalog. It is initialized when the first file is opened for update against the data set, and updated during activity-keypoint processing and when the file is closed.

The recovery point is not the time of the current keypoint, as there might still be some uncommitted log records that have not been forced. Instead, it is the time of the start of the last keypoint that wrote a complete set of tie-up records and that completed earlier than the oldest uncommitted write to a forward recovery log.

**Note:**

1. Only one new recovery point is calculated during an activity keypoint. It is used for all data sets that are open for update and eligible for BWO. Thus a long-running task updating a data set that uses BWO will affect the amount of forward recovery needed for all data sets.
2. If you disable activity keypointing in your system (by specifying the AKPFREQ system initialization parameter as zero), BWO support is seriously affected because, after the file-open operation, no more tie-up records are written and the recovery point is not updated. So, forward recovery of a BWO data set must take place from the time that the data set was first opened for update.

**Forward recovery**

CICS VSAM Recovery for z/OS fully supports BWO and the log of logs.

If you do not use CICS VSAM Recovery for z/OS, ensure that your forward recovery utility is able to:

- Recognize whether a backup was made with BWO or not. The DFSMShsm ARCXTRCT macro can be used to determine this.
- Use the BWO attributes and recovery point in the ICF catalog. It should use the DFSMSdfp IGWABWO callable service to do this. See “An assembler program that calls DFSMS callable services” on page 119 for a sample program.
- Recognize the additional tie-up records on the forward recovery logs and, optionally, recognize tie-up records on the log of logs. These are written so that the forward recovery utility can quickly find the correct position without having to scan the entire forward recovery log.
- Recognize after-images that have already been applied to the data set.

The forward recovery utility should ALLOCATE, with DISP=OLD, the data set that is to be recovered. This prevents other jobs accessing a back-level data set and ensures that data managers such as CICS are not still using the data set.

Before the data set is opened, the forward recovery utility should set the BWO attribute flags to the ‘Forward recovery started but not ended’ state. This prevents DFSMShsm taking BWO backups while forward recovery is in progress. To prevent CICS opening a back-level data set, the utility should perform this state change for all data sets in a system that supports BWO, even if some do not use BWO.

The forward recovery utility should use the BWO time stamp for the data set in the ICF catalog, set by DFSMSdss when the data set is restored, to determine the starting point in the forward recovery log to start the forward recovery.

If forward recovery completes successfully, the utility should set the BWO attributes to the ‘BWO disabled’ state before the data set is closed.

If forward recovery does not complete successfully, the utility should leave the BWO attributes in the ‘Forward recovery started but not ended’ state to ensure that CICS does not open a back-level data set.

If forward recovery does not complete successfully:

1. Determine and correct the reason for the failure
2. Delete the partially-recovered data set
3. Restore the backup copy
4. Reattempt forward recovery

**Note:** The EXEC CICS SET DSNNAME RECOVERED system programmer command (or the CEMT equivalent) resets the BWO attributes in the ICF catalog to indicate ‘BWO disabled’. If you use this command for a data set that has been restored but not forward recovered, and then you later open this data set, CICS is unaware that forward recovery has been overridden and CICS might access back-level data. However, in exceptional circumstances, it might be necessary to allow CICS to access back-level data. This command has been provided to allow this to happen.

Alternatively, if you use a VSAM forward recovery utility that does not update the BWO attributes during forward recovery, you may use these commands to reset the backup-restored-by-DFSMShsm state before subsequent CICS file control access.
Recovering VSAM spheres with alternate indexes

Before you can forward recover a data set that was restored from a copy made using BWO, ensure that no alternate indexes are in the upgrade set. CICS VSAM Recovery for z/OS checks the upgrade set of data sets restored from BWO copies and issues a message if alternate indexes are found.

About this task

To forward recover such a data set, after the restore, use the AMS ALTER or DELETE command to remove or delete the alternate indexes from the upgrade set. After forward recovery has completed successfully, you can re-create the upgrade set by rebuilding the alternate indexes using the access method services BLDINDX command.

An assembler program that calls DFSMS callable services

```
*ASM XOPTS(CICS,NOEPilog,SP)
*   * A program that can be run as a CICS transaction to Read and Set
*       the BWO Indicators and BWO Recovery Point via DFSMS Callable
*       Services (IGWABWO).
*   *Invoke the program via a CICS transaction as follows:
*       * Rxxx 'data_set_name'
*       * Sxxx 100 'data_set_name'
*   * Where:
*       * Rxxx and Sxxx are the names of the transactions that will invoke
*           this program. Specify Rxxx to read and Sxxx to set the BWO
*           attributes.
*       * 'data_set_name' is the fully-qualified name of your data set
*       * 100 is the value the BWO indicators will be set to.
*       * The BWO Recovery Point time will be set to the current date and
*           time returned from the CICS ASKTIME function.
*   *DFHEISTG DSECT
*INDATA   DS   0CL53    Input data stream
*   * First character of tran id indicates transaction function
*   *TRANFUNC DS   C        First char of tran id - S=SET R=READ
*DS   4C       Remainder of tran id and space
*BWOC1    DS   C        First BWO indicator
*BWOC2    DS   C        Second BWO indicator
*BWOC3    DS   C        Third BWO indicator
*DS   C        Space
*DSNAMES  DS   44C      Target data set name 1-44 chars
*   * 2 possible formats of input line, so overlay the definitions
*   *ORG  INDATA
*DS   5C       Tran id and space
*DSNAMER  DS   44C      Target data set name 1-44 chars
*DS   4C       Filler
*   *INLENGTH DS   H        Length of input data stream
*
* Parmlist for IGWABWO call
*PARMLST DS 10A
*RETCODE DS F        Return code
*REASON DS F        Reason
*PROBDET DS D        Problem determination code
*FUNC DS F        Function
*READ EQU 0       Read
*SET EQU 1       Set
*DSNLEN DS F        Data set name length
*DSN DS 44C      Data set name
*BWOFLAGS DS 03F    BWO indicator flags
*ORG  BWOFLAGS
*BWOF1 DS F    BWO indicator 1
*BWOF2 DS F    BWO indicator 2
*BWOF3 DS F    BWO indicator 3
```
**BWOTIME** DS D  BWO recovery point time
**RESERVED** DS 2D  Reserved

* * Success message

**SUCMSG** DS 0CL66  Define storage for success message
**DS 30C**

**DATEVAL** DS 8C  Date value from BWO recovery point
**SUCMSG1** DS 8C  Message text
**TIMEVAL** DS 8C  Time value from BWO recovery point
**SUCMSG2** DS C  Message text
**READMSG** DS 0CL11  If function = READ put out BWO flags
**DS 7C**
**BWoVAL1** DS C  BWO indicator 1
**BWoVAL2** DS C  BWO indicator 2
**BWoVAL3** DS C  BWO indicator 3

* * DATETIME DS D  Current date and time value

* * RECOVPT DS 0D  BWO recovery point
**DTZERO** DS B  Date dword
**DTENTRY** DS B
**DTDATE** DS 5B
**DTSIGN1** DS B

* * DTTIME DS 6B  Time dword
**DTENTHS** DS B
**DTSIGN2** DS B

* * RECOVPTP DS 0D  Packed recovery point
**DATEPACK** DS F  Packed version of date
**TIMEPACK** DS F  Packed version of time

* **DFHREGS**

**PROG** CSECT
**PROG** AMODE 31

* * Initialise INTO field for RECEIVE

* * MVC  DSNAMER(48),BLANKS
**MVC INLENGTH(2),INMAXLEN**

* EXEC CICS RECEIVE INTO(INDATA) LENGTH(INLENGTH)

* CLI  TRANFUNC,C’S’  Set or Read call?
**BNE PRGREAD**

* * Set up the parameters for a SET call

* **SR R4,R4**
**LA R4,SET(0)**
**ST R4,FUNC**  Set function
**MVC DSN(44),DSNAMES**  Set data set name
**LH R4,INLENGTH**
**S R4,PRELENS**  Subtract tran id + space + BWO ind
**ST R4,DSNLEN**  Set data set name length

* EXEC CICS ASKTIME ABSTIME(DATETIME)
**EXEC CICS FORMATTIME ABSTIME(DATETIME) YYDDD(DTDATE)**  *
**TIME(DTTIME)**

* PACK KEYWORK(5),RECOVPT(9)  Packed date field
**MVC DATEPACK(4),KEYWORK**
**PACK KEYWORK(5),RECOVPT+8(9) Packed time field**

* MVC TIMEPACK(4),KEYWORK
**XC RECOVPT(1),RECOVPT**  Set century 0=1900, 1=2000
**OI RECOVPT+3,X’0F’**  Set +ve sign for date
**OI RECOVPT+7,X’0F’**  Set +ve sign for time
**MVC BWOTIME(8),RECOVPT**  Set BWO recovery point time

* EXEC CICS SYNCPOINT

* MVC BWOFLAGS(12),ZEROES
**LA R4,1(0)**
**CLI BWOC1,’C’0’**
**BE PRGBIT2**
**ST R4,BWOF1**  Set BWO indicator 1 if required
**PRGBIT2 DS 0H**
CLI BWOC2,C'0'  
BE PRGBIT3  
ST R4,BWOF2  
Set BWO indicator 2 if required  
PRGBIT3  
DS 0H  
CLI BWOC3,C'0'  
BE PRGCONT  
B PRGCONT  
PRGCONT  
DS 0H  
CLI TRANFUNC,C'R'  
BNE PRGABORT  
* If tran id not R or S then abort  
* Set up the parameters for a read call  
*  
SR R4,R4  
LA R4,READ(0)  
ST R4,FUNC  
Set function  
MVC DSN(44),DSNAME    
Set data set name  
LH R4,INLENGTH  
S R4,PRELENR  
Subtract tran id + space  
ST R4,DSNLEN  
Set data set name length  
PRGCONT  
DS 0H  
*  
* OK, our parameters are set up, so create the address list, and make  
* the call  
*  
LOAD EP=IGWABWO,ERRET=PRGABORT  
LR R15,R0  
LA R1,PARMLST  
R1 -> parmlist  
LA R4,RETCODE  
Pass addr of return code  
ST R4,0(R1)  
LA R4,REASON  
Pass addr of reason code  
ST R4,4(R1)  
LA R4,PROBDET  
Pass addr of problem determination  
LA R4,FUNC  
ST R4,12(R1)  
Pass addr of function required  
LA R4,DSNLEN  
ST R4,16(R1)  
Pass addr of data set name length  
LA R4,DSN  
ST R4,20(R1)  
Pass addr of data set name  
LA R4,SEL  
ST R4,24(R1)  
Pass addr of selection mask  
LA R4,BWOFFLAGS  
ST R4,28(R1)  
Pass addr of BWO flags  
LA R4,BWOTIME  
ST R4,32(R1)  
Pass addr of BWO recovery point  
LA R4,RESERVED  
ST R4,36(R1)  
Pass addr of reserved field  
BALR 14,15  
Call IGWABWO  
*  
* Back from the call, check return code  
*  
SR R4,R4  
CL R4,RETCODE  
Check return code  
BNE PRGABORT  
*  
* All OK, set up minimum success message, decide if we need more  
*  
MVC SUCMSG(38),SUCTXT  
Set up message text  
MVC SUCMSG1(8),SUCTXT1  
MVC SUCMSG2(1),SUCTXT2  
UNPK KEYWORK(9),BWOTIME(5)  
Make date printable  
TR KEYWORK(8),HEXTAB-C'0'    
MVC DATEVAL(8),KEYWORK  
UNPK KEYWORK(9),BWOTIME+4(5)  
Make time printable  
TR KEYWORK(8),HEXTAB-C'0'    
MVC TIMEVAL(8),KEYWORK  
CLI TRANFUNC,C'S'  
If READ then print BWO flags  
BNE PRGREADO  
*  
* Got all the info we need, so put it out and exit  
*  
EXEC CICS SEND TEXT FROM(SUCMSG) LENGTH(55) ERASE WAIT  
*  
B PRGEXIT  
*
Disaster recovery

If your CICS system is normally available about 99 percent of the time, it would be wise to look at your disaster recovery plan. The same pressure that drives high availability drives the need for timely and current disaster recovery.

You must plan what level of disaster recovery you require for your CICS environment. If you are using Db2 or IMS, you can read more specific details related to database recovery in the following publications:

- Db2 for z/OS product documentation for Db2 database recovery
- Operations and automation in IMS product documentation for IMS database recovery

Six tiers of solutions for off-site recovery

One blueprint for recovery planning describes a scheme consisting of six tiers of off-site recoverability (tiers 1-6), with a seventh tier (tier 0) that relies on local recovery only, with no off-site backup.

The tiers cover a full range of recovery options, ranging from no data moved off-site to full off-site copies with no loss of data. The following figures and text describe them from a CICS perspective.
**Tier 0: no off-site data**

Tier 0 is defined as having no requirements to save information off-site, establish a backup hardware platform, or develop a disaster recovery plan. Tier 0 is the no-cost disaster recovery solution.

Figure 10 on page 123 summarizes the tier 0 solution.

**Approach**
- Data not sent offsite
- Recovery done utilizing onsite local records

**Recovery**
- Least expensive cost
- No disaster recovery capability

Any disaster recovery capability would depend on recovering on-site local records. For most true disasters, such as fire or earthquake, you would not be able to recover your data or systems if you implemented a tier 0 solution.

**Tier 1 - physical removal**

Tier 1 is defined as having a disaster recovery plan, required data set backups physically removed and transported to an off-site storage facility, and optionally, a backup site, but without the required hardware currently installed.

Figure 11 on page 123 summarizes the tier 1 solution.

**Approach**
- Backups kept offsite
- Procedures and inventory offsite
- Recovery - install required hardware, restore system and data, reconnect to network

**Recovery**
- Relatively low cost
- Difficult to manage
- Most important applications resolved first
- Recovery possible, but may take a long time

Figure 11. Disaster recovery tier 1: physical removal
Your disaster recovery plan has to include information to guide the staff responsible for recovering your system, from hardware requirements to day-to-day operations.

The backups required for off-site storage must be created periodically. After a disaster, your data can only be as up-to-date as the last backup—daily, weekly, monthly, or whatever period you chose—because your recovery action is to restore the backups at the recovery site (when you have one).

This method may not meet your requirements if you need your online systems to be continuously available.

- If you require data from two or more subsystems to be synchronized, for example, from Db2 and VSAM, you would have to stop updates to both, then copy both sets of data.
- Such subsystems would both be unavailable for update until the longest running copy is finished.
- If you require a point-in-time copy for all your data, your application may be unavailable for updates for a considerable time.

The major benefit of tier 1 is the low cost. The major costs are the storage site and transportation.

The drawbacks are:

- Setting up a computer floor, and obtaining the necessary hardware after a disaster can take a long time.
- Recovery is to the point in time of your last backups. You have no computer record, such as forward recovery logs, of any transactions that took place after these backups were taken.
- The process is difficult to manage.
- Your disaster recovery plan is difficult to test.

**Tier 1**

Tier 1 provides a very basic level of disaster recovery. You will lose data in the disaster, perhaps a considerable amount. However, tier 1 allows you to recover and provide some form of service at low cost. You must assess whether the loss of data and the time taken to restore a service will prevent your company from continuing in business.

**Tier 2 - physical removal with hot site**

Tier 2, like tier 1, provides a very basic level of disaster recovery. You will lose data in the disaster, perhaps a considerable amount.

However, tier 2 allows you to recover and provide some form of service at low cost and more rapidly than tier 1. You must assess whether the loss of data and the time taken to restore a service will prevent your company from continuing in business.

Figure 12 on page 125 summarizes the tier 2 solution.
Tier 2 is similar to tier 1. The difference in tier 2 is that a secondary site already has the necessary hardware installed, which can be made available to support the vital applications of the primary site. The same process is used to backup and store the vital data; therefore the same availability issues exist at the primary site as for tier 1.

The benefits of tier 2 are the elimination of the time it takes to obtain and setup the hardware at the secondary site, and the ability to test your disaster recovery plan.

The drawback is the expense of providing, or contracting for, a ‘hot’ standby site.

Tier 3 - electronic vaulting

Tier 3, like tiers 1 and 2, provides a basic level of disaster recovery. You will lose data in the disaster, perhaps a considerable amount of data.

The advantage of tier 3 is that you should be able to provide a service to your users quite rapidly. You must assess whether the loss of data will prevent your company from continuing in business.

Figure 13 on page 126 summarizes the tier 3 solution.
Tier 3 is similar to tier 2. The difference is that data is electronically transmitted to the hot site. This eliminates physical transportation of data and the off-site storage warehouse. The same process is used to backup the data, so the same primary site availability issues exist in tier 3 as in tiers 1 and 2.

The benefits of tier 3 are:

• Faster recovery, as the data does not have to be retrieved from off-site and down-loaded.
• No need to ship the backups manually to a warehouse and store them.

The drawbacks are the cost of reserving the DASD at the hot standby site, and that you must have a link to the hot site, and the required software, to transfer the data.

Procedures and documentation still have to be available at the hot site, but this can be achieved electronically.

**Tier 0–3 solutions**

Tiers 0 to 3 cover the disaster recovery plans of many CICS users. With the exception of tier 0, they employ the same basic design using a point-in-time copy of the necessary data. That data is then moved off-site to be used when required after a disaster.

Figure 14 on page 127 summarizes the solutions for tiers 0 through 3, and shows the approximate time required for a recovery with each tier of solution.
Figure 14. Disaster recovery tier 0-3: summary of solutions

The advantage of these methods is their low cost.

The disadvantages of these methods are:

- Recovery is slow, and it can take days or weeks to recover.
- Any recovery is incomplete, because any updates made after the point-in-time backup are lost.
- Disaster recovery is risky, and difficulties in testing your disaster recovery plan could lead to incomplete recovery.

**Tier 4 - active secondary site**

Tier 4 provides a more advanced level of disaster recovery. You will lose data in the disaster, but only a few minutes- or hours-worth.

You must assess whether the loss of data will prevent your company from continuing in business, and what the cost of lost data will be.

Figure 15 on page 128 summarizes the tier 4 solution.
Tier 4 closes the gap between the point-in-time backups and current online processing recovery. Under a tier 4 recovery plan, site one acts as a backup to site two, and site two acts as a backup to site one. Tier 4 duplicates the vital data of each system at the other’s site. You must transmit image copies of data to the alternate site on a regular basis. You must also transmit CICS system logs and forward recovery logs, after they have been archived. Similarly, you must transmit logs for IMS and Db2 subsystems. Your recovery action is to perform a forward recovery of the data at the alternate site. This allows recovery up to the point of the latest closed log for each subsystem.

You must also copy to the alternate site other vital data that is necessary to run your system. For example, you must copy your load libraries and JCL. You can do this on a regular basis, or when the libraries and JCL change.

The benefits of tier 4 are:

- Recovery is fast, with the required hardware and software already in place at the secondary site.
- Recovery is more complete than in the tier 1 to 3 solutions. You can recover all data to the end of the log for each of your data subsystems.
- Recovery risk is low, because you can easily test your procedures.

The drawbacks are:

- Recovery is more difficult to manage, as you have to ensure that all the logs and copies are transmitted to the other system.
- This solution introduces synchronization problems. Logs for different data subsystems are transmitted at different times. When you complete your recovery at the secondary site, you could find that your VSAM data is complete up to 30 minutes before the disaster, whereas your Db2 data is complete up to 15 minutes before the disaster. If your data must be synchronized, you may have to develop further procedures to resynchronize data in different subsystems.
- Cost is higher than for the tier 1 to 3 solutions, because you need dedicated hardware, software, and communication links.
Tier 5 - two-site, two-phase commit

A tier 5 solution is appropriate for a custom-designed recovery plan with special applications. Because these applications must be designed to use this solution, it cannot be implemented at most CICS sites. Figure 16 on page 129 summarizes the tier 5 solution.

Tier 5, remote two-phase commit, is an application-based solution to provide high currency of data at a remote site. This requires partially or fully dedicated hardware at the remote site to keep the vital data in image format and to perform the two-phase commit. The vital data at the remote site and the primary site is updated or backed out as a single unit of work (UOW). This ensures that the only vital data lost would be from transactions that are in process when the disaster occurs.

Other data required to run your vital application has to be sent to the secondary site as well. For example, current load libraries and documentation has to be kept up-to-date on the secondary site.

The benefits of tier 5 are fast recovery using vital data that is current. The drawbacks are:

- The cost of maintaining and running two sites.
- The solution is application program dependent. You must write your applications so that they write data both locally and remotely, by transmitting data to a partner application at the remote site that also writes the data.
- This solution increases the time transactions take to respond. Your application program waits every time it needs to transmit data to the remote site.

Tier 6 - minimal to zero data loss

Tier 6 provides a very complete level of disaster recovery. You must assess whether the cost of achieving this level of disaster recovery is justified for your company. Figure 17 on page 130 summarizes the tier 6 solution.
Figure 17. Disaster recovery tier 6: minimal to zero data loss

Tier 6, minimal to zero data loss, is the ultimate level of disaster recovery. There are two tier 6 solutions, one hardware-based and the other software-based. For details of the hardware and software available for these solutions, see “Peer-to-peer remote copy (PPRC) and extended remote copy (XRC)” on page 132 (hardware) and “Remote Recovery Data Facility” on page 134 (software).

The hardware solution involves the use of IBM 3990-6 DASD controllers with remote and local copies of vital data. There are two flavors of the hardware solution: (1) peer-to-peer remote copy (PPRC), and (2) extended remote copy (XRC).

The software solution involves the use of Remote Recovery Data Facility (RRDF). RRDF applies to data sets managed by CICS file control and to the Db2, IMS, IDMS, CPCS, ADABAS, and SuperMICR database management systems, collecting real-time log and journal data from them. RRDF is supplied by E-Net Corporation and is available from IBM as part of the IBM Cooperative Software Program.

The benefits of tier 6 are:
• No loss of data.
• Recovery in a very short period of time.
• Emergency restart at remote site should be possible.

The drawbacks are the cost of running two sites and the communication overhead. If you are using the hardware solution based on 3990-6 controllers, you are limited in how far away your recovery site can be. If you use PPRC, updates are sent from the primary 3990-6 directly to the 3990-6 at your recovery site using enterprise systems connection (ESCON) links between the two 3990-6 devices. The 3990-6 devices can be up to 43 km (26.7 miles) apart subject to quotation.

If you use XRC, the 3990-6 devices at the primary and recovery sites can be attached to the XRC DFSMS/MVS host at up to 43 km (26.7 miles) using ESCON links (subject to quotation). If you use three sites, one for the primary 3990, one to support the XRC DFSMS/MVS host, and one for the recovery 3990, this allows a total of 86 km (53.4 miles) between the 3990s. If you use channel extenders with XRC, there is no limit on the distance between your primary and remote site.

For RRDF there is no limit to the distance between the primary and secondary sites.
Tier 4–6 solutions

This summary shows the three tiers and the various tools for each that can help you reach your required level of disaster recovery.

Figure 18 on page 131 summarizes the solutions for tiers 4 through 6, and shows the approximate time required for a recovery with each tier of solution.

Figure 18. Disaster Recovery Tier 4-6: Summary of Solutions

Tier 4 relies on automation to send backups to the remote site. NetView provides the ability to schedule work in order to maintain recoverability at the remote site.

Tier 5 relies on the two-phase commit processing supported by various database products and your application program's use of these features. Tier 5 requires additional backup processing to ensure that vital data, other than databases, is copied to the remote system.

Tier 6 is divided into two sections: software solutions for specific access methods and database management systems, and hardware solutions for any data.

RRDF can provide very high currency and recoverability for a wide range of data. However, it does not cover all the data in which you may be interested. For example, RRDF does not support load module libraries.

The 3990-6 hardware solution is independent of the data being stored on the DASD. PPRC and XRC can be used for databases, CICS files, logs, and any other data sets that you need to ensure complete recovery on the remote system.

Disaster recovery and high availability

This topic describes the tier 6 solutions for high availability and data currency when recovering from a disaster.
Peer-to-peer remote copy (PPRC) and extended remote copy (XRC)

PPRC and XRC are both 3990-6 hardware solutions that provide data currency to secondary, remote volumes.

Updates made to secondary DASD are kept in time sequence. This ensures that updates are applied consistently across volumes. PPRC and XRC also ensure that updates are applied in time sequence across control units as well. This sequencing offers a very high degree of data integrity across volumes behind different control units.

Because PPRC and XRC are hardware solutions, they are application, and data, independent. The data can be Db2, VSAM, IMS, or any other type of data. All your vital data on DASD can be duplicated off-site. This reduces the complexity of recovery. These solutions can also make use of redundant array of independent disks (RAID) DASD to deliver the highest levels of data integrity and availability.

PPRC synchronously shadows updates from the primary to the secondary site. This ensures that no data is lost between the data committed on the primary and secondary DASD. The time taken for the synchronous write to the secondary unit has an impact on your application, increasing response time. This additional time (required for each write operation) is approximately equivalent to a DASD fastwrite operation. Because the implementation of PPRC is almost entirely in the 3990-6, you must provide enough capacity for cache and non-volatile storage (NVS) to ensure optimum performance.

XRC is an asynchronous implementation of remote copy. The application updates the primary data as usual, and XRC then passes the updates to the secondary site. The currency of the secondary site lags slightly behind the primary site because of updates in transit. As part of XRC data management, updates to the secondary site are performed in the same sequence as at the primary site. This ensures data integrity across controllers and devices. Because XRC does not wait for updates to be made at the secondary site, the application’s performance is not directly affected. XRC uses cache and non-volatile storage, so you must provide enough capacity to ensure optimum performance.

In the event of a disaster, check the state of all secondary volumes to ensure data consistency against the shadowed log data sets. This ensures that the same sequence of updates is maintained on the secondary volumes as on the primary volumes up to the point of the disaster. Because PPRC and XRC do not require restores or forward recovery of data, your restart procedures on the secondary system may be the same as for a short-term outage at the primary site, such as a power outage.

When running with PPRC or XRC, the data you replicate along with the databases includes:

- CICS logs and forward recovery logs
- CICS system definition (CSD) data sets, SYSIN data sets, and load libraries
- Recovery control (RECON) and restart data set (RDS) for IMS
- IMS write-ahead data set (WADS) and IMS online log data set (OLDS)
- ACBLIB for IMS
- Boot-strap data set (BSDS), the catalog and the directory for Db2
- Db2 logs
- Any essential non-database volumes

CICS applications can use non-DASD storage for processing data. If your application depends on this type of data, be aware that PPRC and XRC do not handle it.

For more information on PPRC and XRC, see z/OS DFSMS Advanced Copy Services.

PPRC or XRC?

You need to choose between PPRC and XRC for transmitting data to your backup site. This topic compares the two methods to help you make your choice.

Choose PPRC as your remote copy facility if you:

- Require data currency at the secondary site
- Have your recovery site within ESCON distance
• Can accept some performance degradation
• Have a duplicate DASD configuration available at the remote site

The synchronous nature of PPRC ensures that, if you have a disaster at your main site, you lose only inflight transactions. The committed data recorded at the remote site is the same as that at the primary site.

**Use PPRC for high value transactions**

Consider PPRC if you deal with high value transactions, and data integrity in a disaster is more important to you than day-to-day performance. PPRC is more likely to be the solution for you if you characterize your business as being low volume, high value transactions; for example, a system supporting payments of thousands, or even millions, of dollars.

Choose XRC as your remote copy facility if you:
• Can accept that your data at the secondary site will be a few seconds behind the primary
• Have your secondary site outside ESCON distance
• Require high performance at the primary site

The asynchronous nature of XRC means that the remote site may have no knowledge of transactions that ran at the primary site, or does not know that they completed successfully. XRC ensures that the data recorded at the remote site is consistent (that is, it looks like a snapshot of the data at the primary site, but the snapshot may be several seconds old).

**Use XRC for high volume transactions**

Consider XRC if you deal with low value transactions, and data integrity in a disaster is less important to you than day-to-day performance. XRC is more likely to be the solution for you if you characterize your business as being high volume, low value transactions; for example, a system supporting a network of ATMs, where there is a high volume of transactions, but each transaction is typically less than 200 dollars in value.

**Other benefits of PPRC and XRC**

PPRC or XRC may eliminate the need for disaster recovery backups to be taken at the primary site, or to be taken at all.

PPRC allows you to temporarily suspend the copying of updates to the secondary site. This allows you to suspend updates at the secondary site so that you can make image copies or backups of the data there. After the backups are complete, you can reestablish the pairing of data sets on the primary and secondary sites. Updates to the primary that have been recorded by the 3990-6 are applied to the secondary to resynchronize the pair.

XRC supports the running of concurrent copy sessions to its secondary volumes. This enables you to create a point-in-time copy of the data.

PPRC and XRC also allow you to migrate data to another or larger DASD of similar geometry, behind the same or different control units at the secondary site. This can be done for workload management or DASD maintenance, for example.

**Forward recovery**

Whether you use PPRC or XRC, you have two fundamental choices. You can either pair volumes containing both the data and the log records or you can pair only the volumes containing the log records.

In the first case you should be able to perform an emergency restart of your systems, and restore service very rapidly. In the latter case you would need to use the log records, along with an image copy transmitted separately, to perform a forward recovery of your data, followed by an emergency restart.

Pairing the data volumes, as well as the log volumes, costs more because you have more data flowing between the sites, and therefore you need a greater bandwidth to support the flow. In theory you can restart much faster than if you have to perform a forward recovery. When deciding which to use, you must
determine whether this method is significantly faster, and whether you think it is worth the additional costs.

Remote Recovery Data Facility

The Remote Recovery Data Facility (RRDF), Version 2 Release 1, a product of the E-Net Corporation, minimizes data loss and service outage time in the event of a disaster by providing a real-time remote logging function.

Real-time remote logging provides data currency at the remote site, enabling the remote site to recover databases within seconds of the outage—typically in less than 1 second.

RRDF runs in its own address space. It provides programs that run in the CICS or database management system address space. These programs are invoked through standard interfaces—for example, at exit points associated with writing out log records.

The programs that run in the CICS or database management system address space use MVS cross-memory services to move log data to the RRDF address space. The RRDF address space maintains a virtual storage queue at the primary site for records awaiting transmission, with provision for spill files if communication between the primary and secondary sites is interrupted. Remote logging is only as effective as the currency of the data that is sent off-site. RRDF transports log stream data to a remote location in real-time, within seconds of the log operation at the primary site.

When the RRDF address space at the remote site receives the log data, it formats it into archived log data sets. Once data has been stored at the remote site, you can use it as needed to meet business requirements. The recovery process uses standard recovery utilities. For most data formats, first use the log data transmitted by RRDF in conjunction with a recent image copy of the data sets and databases that you have to recover. Then perform a forward recovery. If you are using Db2, you have the option of applying log records to the remote copies of your databases as RRDF receives the log records.

If you use Db2, you can use the optional RRDF log apply feature. With this feature you can maintain a logically consistent "shadow" copy of a Db2 database at the remote site. The RRDF log apply feature updates the shadow database at selected intervals, using log data transmitted from the primary site. Thus restart time is shortened because the work needed after a disaster is minimal. The currency of the data depends on the log data transmitted by RRDF and on how frequently you run the RRDF log apply feature. The RRDF log apply feature also enhances data availability, as you have read access to the shadow copy through a remote site Db2 subsystem. RRDF supports Db2 remote logging for all environments, including TSO, IMS, CICS, batch, and call attach.

At least two RRDF licenses are required to support the remote site recovery function, one for the primary site and one for the remote site. For details of RRDF support needed for the CICS Transaction Server, see “Remote Recovery Data Facility support” on page 136.

Choosing between RRDF and 3990-6 solutions

About this task

Table 4 on page 134 summarizes the characteristics of the products you can use to implement a tier 6 solution. You must decide which solution or solutions is most appropriate for your environment.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>RRDF</th>
<th>3990-6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data type supported</td>
<td>Various data sets&lt;sup&gt;1&lt;/sup&gt;</td>
<td>Any on DASD</td>
</tr>
<tr>
<td>Database shadowing</td>
<td>Optional. Available for Db2 and IDMS only</td>
<td>Optional</td>
</tr>
<tr>
<td>Forward recovery required</td>
<td>Yes</td>
<td>Depends on implementation</td>
</tr>
</tbody>
</table>

<sup>1</sup> Remote Recovery Data Facility (RRDF), Version 2 Release 1, a product of the E-Net Corporation, minimizes data loss and service outage time in the event of a disaster by providing a real-time remote logging function.
Disaster recovery personnel considerations

When planning for disaster recovery, you need to consider personnel issues.

You should ensure that a senior manager is designated as the disaster recovery manager. The recovery manager must make the final decision whether to switch to a remote site, or to try to rebuild the local system (this is especially true if you have adopted a solution that does not have a warm or hot standby site).

You must decide who will run the remote site, especially during the early hours of the disaster. If your recovery site is a long way from the primary site, many of your staff will be in the wrong place.

Finally, and to show the seriousness of disaster recovery, it is possible that some of your key staff may be severely injured and unable to take part in the recovery operation. Your plans need to identify backups for all your key staff.

Returning to your primary site

One aspect of disaster recovery planning which can be overlooked is the need to include plans for returning operations from the recovery site back to the primary site (or to a new primary site if the original primary site cannot be used again).

About this task

Build the return to normal operations into your plan. The worst possible time to create a plan for moving back to your primary site is after a disaster. You will probably be far too busy to spend time building a plan. As a result, the return to your primary site may be delayed, and may not work properly.

Disaster recovery facilities

This section looks at the various alternatives for achieving disaster recovery with CICS and also looks at utilities that can aid the process.

MVS system logger recovery support

The MVS system logger provides support that enables a recovery resource manager to be associated with a log stream (that is, a local recovery resource manager operating on behalf of a remote site).

The name of the recovery resource manager is specified when a new log stream definition is created or an existing log stream definition is updated. When a recovery resource manager connects to the log stream, through the IXGCONN service, it requests that a resource manager-owned exit be given control when specified events occur. When such an event occurs, the MVS system logger invokes the exit specified by the resource manager and passes it details of the event. It is then the responsibility of the recovery resource manager to transmit log records to a remote site.

The remote site needs to be able to import log streams transmitted by the recovery resource manager; this too is provided by MVS system logger services. Importation is the process whereby log blocks resident in one log stream (the source log stream) are created in (or copied into) another log stream (the target log stream) while maintaining (in the target log stream) the same MVS system logger-assigned log

---

Table 4. Selecting a tier 6 implementation (continued)

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>RRDF</th>
<th>3990-6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance limitation</td>
<td>None</td>
<td>About 40 km for ESCON. Unlimited for XRC with channel extenders</td>
</tr>
</tbody>
</table>

Note: Data sets managed by CICS file control and the Db2, IMS, IDMS, CPCS, ADABAS, and SuperMICR database management systems.
block id and GMT time stamp that is assigned to the source log stream. The result of a log stream import is a copy of the source log stream in the target log stream.

**CICS VSAM Recovery QSAM copy**

CICS VSAM Recovery (CICS VR) provides a QSAM copy function that can copy MVS log streams to a QSAM data set.

Copies of the QSAM data can be sent either electronically or physically to the remote site. On arrival at the remote site, you can use the MVS system logger import services to put the log records into an MVS system logger log stream. Alternatively, you can use CICS VR to perform forward recovery of a data set using the QSAM data directly.

**Remote Recovery Data Facility support**

The Remote Recovery Data Facility (RRDF) product from the E-Net Corporation supports the CICS log manager.

RRDF Version 2 Release 1 uses the disaster recovery services (for export and import of log streams) provided by the MVS system logger. RRDF connects to a log stream at the local site where the resource manager exit is specified, to register its interest. The recovery manager is given control whenever writes or deletes occur. Typically, writes are intercepted for transmission to the remote site. Delete requests are intercepted to prevent CICS from deleting system log records before RRDF has sent them to the remote site. RRDF at the remote site receives the transmitted log records, establishes an import connection to a log stream, and imports the log records.

**CICS VR shadowing**

CICS VR provides a data shadowing facility. Shadowing helps to reduce recovery time by applying forward recovery logs periodically at the remote site. See CICS VR documentation for a complete explanation.

**CICS emergency restart considerations**

It is important to consider the differences between CICS Transaction Server and earlier releases of CICS when planning for off-site recovery.

**Indoubt and backout failure support**

Support during emergency restarts for units-of-work that failed indoubt or failed during backout is provided by the CICS recovery manager.

This support is available at the remote site only if the system log is transmitted and the CICS regions at the remote site are running under CICS Transaction Server.

It is possible for system log records to be transmitted to the remote site for units-of-work that subsequently become indoubt-failed or backout-failed. The log records for failed units of work could be moved to the secondary log stream at the local site. However, resource managers such as RRDF are aware of such movements and act accordingly.

**Remote site recovery for RLS-mode data sets**

CICS provides support for remote site recovery where VSAM data sets are used in RLS mode at the primary site. Using this RLS support for remote recovery, you can switch over to the remote site without suffering indeterminate or unreported loss of data integrity.

If a disaster occurs at the primary site, your disaster recovery procedures should include recovery of VSAM data sets at the designated remote recovery site. You can then emergency restart the CICS regions at the remote site so that they can backout any uncommitted data. Special support is needed for RLS because record locks, which were protecting uncommitted data from being updated by other transactions at the primary site, are not present at the remote site. You invoke CICS RLS support for off-site recovery using the OFFSITE system initialization parameter.
The OFFSITE system initialization parameter protects all RLS data sets until all emergency restart recovery is complete. You can specify this OFFSITE system initialization parameter at run-time only—it cannot be specified and assembled in the SIT—and it is valid only when START=AUTO is specified. You specify OFFSITE=YES when restarting CICS regions at a remote site when recovery involves VSAM data sets opened in RLS mode.

When you specify OFFSITE=YES, file control performs RLS off-site recovery processing, under which file control does not allow any new RLS access during startup. With RLS recovery in operation during an emergency restart, CICS does not allow any data sets to be accessed in RLS mode until:

- CICS has completed all outstanding RLS recovery work.
- CICS file control has issued a message requesting a "GO" response from an operator when all CICS regions have completed RLS recovery processing.
- An operator has replied to the message.

Operators should reply to the message only when all the CICS regions being restarted with OFFSITE=YES have issued the message, indicating that they have all completed their RLS recovery.

A CICS-supplied sample NetView EXEC, DFH$OFAR, is provided to automate the detection of, and reply to, the WTOR console messages. For more information, see the prolog in the source member of the CICSTS55.CICSSDFHSAMP. library.
Chapter 4. CICS policies

The behavior of CICS can be controlled during run time, based on predefined policies. CICS performs the action that is defined for a policy rule when all the conditions specified by the rule are met.

Policies define the action that CICS is to take when one of the following conditions is met:

• A CICS user task makes excessive use of system resources; for example, a user task consumes too much storage.
• A CICS system or user task changes the state of a system resource; for example, a FILE resource is closed.
• The overall system health changes; for example, the number of active task exceeds the maximum user tasks in the CICS system (the MXT value).

A condition and action pair make up a policy rule, and one or more policy rules can be defined within a policy. A policy is defined in a CICS bundle and a CICS bundle can consist of one or more policies. For more information, see Creating and deploying a policy in a CICS Bundle project in the CICS Explorer product documentation.

Policy rules

CICS supports two types of policy rules: system rules and task rules.

Use system rules to monitor the state of critical system resources or the overall health of a CICS system and to respond automatically when any changes occur. System rules support two actions: message or event. For more information about the system rules that are supported, see “Policy system rules” on page 140.

Use task rules to monitor the resource utilization of individual user tasks and to automatically respond when a task resource usage exceeds a pre-defined threshold. In this way, excessive resource usage, and looping transactions can be detected and dealt with appropriately. Task rules support three actions: message, event, or abend. For more information about the task rules that are supported, see “Policy task rules” on page 144.

Scope and deployment of policies

All deployed policies have a specific scope that controls which CICS tasks they apply to. Policies are defined in CICS bundles, which can be deployed in the following ways:

Deployed into a single CICS region

Policies that define task and system rules can be installed as a CICS BUNDLE resource defined in the CSD or CICSPlex SM data repository and installed in any CICS region.

By default, policies that define task rules that are deployed in this way apply to all CICS user tasks running in the region. However, you can restrict task rules to specific user tasks by defining a policy scope in the CICS bundle manifest. For more information, see Restricting a policy to specific user tasks in a stand-alone CICS region in the CICS Explorer product documentation. Policies that define system rules deployed in this way apply to all CICS tasks running in the region.

Deployed during platform installation

Policies that define task and system rules can be packaged with a platform bundle and deployed when the platform is installed.

Policies that define system rules and are deployed in this way apply to all CICS tasks that run in all the CICS regions within the platform to which the policies are deployed. However, policies that define task rules apply to only the CICS user tasks for CICS applications installed on the platform.

Deployed during application installation

Policies that define task rules can be packaged with an application bundle and deployed when the application is installed on a platform. These rules apply only to the CICS user tasks for that
application. You can further restrict task rules to user tasks for a specific application operation by defining a policy scope in the CICS bundle manifest. Policies that define system rules cannot be packaged with an application bundle.

For more information, see “Policy scopes” on page 165.

Policy rule types

CICS supports two types of rules: system rules and task rules. You can define system and task rules in the same policy, but it is advisable to define the two types of rule in separate policies if you want to deploy the policies with a CICS platform or with a CICS application, or to further restrict the scope of task rules installed in a stand-alone CICS region by defining policy scopes.

Policy system rules

System rules define the action to be taken when something of interest happens in a CICS system, such as a resource state change, a threshold being crossed, or an unusual system state or action. Policies that define system rules can be deployed either to a single CICS region or with a CICS platform. They cannot be deployed with a CICS application.

The supported system rule types are as follows:

**AID threshold**
Use this rule type to define the action to be taken when an EXEC CICS START request that meets all of the following conditions is issued:

- The TERMID option is specified with a value that is the same as the terminal where the transaction is running.
- The FROM option is specified.
- The INTERVAL and TIME options are not specified.
- The request would cause the current number of AIDs in the CICS system to exceed a threshold.

**Bundle available status**
Use this rule type to define the action to be taken when the available status of a bundle that declares application entry points changes from or to a specific state. To restrict the action to specific bundles, specify the bundle filter in the rule definition. If you want the specified action to be taken only when the status change is made by a specific transaction or a task running under a specific user ID, specify the transaction ID or user ID filter in the rule definition.

If a bundle is deployed with a CICS application, the messages and events that are produced when a bundle available status rule is triggered contain the application context information.

**Note:**
Bundle available status rules are not applicable to any bundles that do not declare application entry points.

**Bundle enable status**
Use this rule type to define the action to be taken when the enable status of a bundle changes from or to a specific state, or when the enable status of a bundle changes from a specific state to another specific state. To restrict the action to specific bundles, specify the bundle filter in the rule definition. If you want the specified action to be taken only when the status change is made by a specific transaction or a task running under a specific user ID, specify the transaction ID or user ID filter in the rule definition.

If a bundle is deployed with a CICS application, the messages and events that are produced when a bundle enable status rule is triggered contain the application context information.

**DBCTL connection status**
Use this rule type to define the action to be taken when the status of the connection between CICS and DBCTL changes from or to a specific state. If you want the specified action to be taken only when the status change is made by a specific user ID, specify the user ID filter in the rule definition.
Note:
DBCTL connection status rules will not trigger for changes in the status of a DBCTL connection during CICS initialization when the DBCTLCON=YES system initialization parameter is specified.

Db2 connection status
Use this rule type to define the action to be taken when the status of a Db2 connection changes from or to a specific state. If you want the specified action to be taken only when the status change is made by a specific transaction or a task running under a specific user ID, specify the transaction ID or user ID filter in the rule definition.

File open status
Use this rule type to define the action to be taken when the open status of a CICS FILE resource changes from or to a specific state. To restrict the action to specific file resources, specify the file filter in the rule definition. If you want the specified action to be taken only when the status change is made by a specific transaction or a task running under a specific user ID, specify the transaction ID or user ID filter in the rule definition.

File enable status
Use this rule type to define the action to be taken when the enable status of a CICS FILE resource changes from or to a specific state. To restrict the action to specific file resources, specify the file filter in the rule definition. If you want the specified action to be taken only when the status change is made by a specific transaction or a task running under a specific user ID, specify the transaction ID or user ID filter in the rule definition.

IBM MQ connection status
Use this rule type to define the action to be taken when the status of a connection between CICS and IBM MQ changes from or to a specific state. If you want the specified action to be taken only when the status change is made by a specific transaction or a task running under a specific user ID, specify the transaction ID or user ID filter in the rule definition.

Note:
IBM MQ connection status rules will not trigger for changes in the status of a CICS-MQ connection during CICS initialization when the MQCONN=YES system initialization parameter is specified.

IPIC connection status
Use this rule type to define the action to be taken when the status of a IPIC connection (IPCONN) changes from or to a specific state. To restrict the action to specific IPIC connections, specify the connection name filter in the rule definition. If you want the specified action to be taken only when the status change is made by a specific user ID, specify the user ID filter in the rule definition.

Message
Use this rule type to define the action to be taken when CICS issues a DFHxxxxnnnn message or when CICSplex SM issues an EYUxxxxnnnn message. To restrict the action to a specific CICS or CICSplex SM message, specify the message ID filter. To restrict the action to specific instances of a message, specify one or more message insert filters. If you want the specified action to be taken only when the message is issued by a specific transaction or a task running under a specific user ID, specify the transaction ID or user ID filter.

Not all CICS or CICSplex SM messages result in evaluation of a message system rule. No message system rules are evaluated for messages that are issued by the EC, EP, or MP components of CICS, that is, all DFHECnnnn, DFHEPnnnn and DFHMPnnnn messages. In addition, events are not emitted for message system rules that specify the event action for these messages:
• CICS initialization messages that are issued before event processing starts. Event processing is started before phase 2 initialization PLT programs are run.
• CICS termination messages that are issued after event processing stops. Event processing is stopped after all shutdown PLT programs have run.

You can determine whether a message system rule will be evaluated for a specific message, based on its description in CICS messages. If a message description contains a list titled XMEOUT parameters/Message inserts, you can define a message system rule for it; otherwise, the message
is not enabled for message system rules. For example, you can define a message system rule for
message DFHFC0208 but not for message DFHDU0205.

A message system rule will be evaluated regardless of whether or not a message is suppressed by
either an XMEOUT global user exit program or the system initialization parameter MSGLVL=0.

MRO connection status
Use this rule type to define the action to be taken when the status of a MRO connection changes from
or to a specific state. To restrict the action to specific MRO connections, specify the connection name
filter in the rule definition. If you want the specified action to be taken only when the status change is
made by a specific transaction or a task running under a specific user ID, specify the transaction ID or
user ID filter in the rule definition.

Pipeline enable status
Use this rule type to define the action to be taken when the enable status of a CICS pipeline changes
from or to a specific state. To restrict the action to specific pipeline, specify the pipeline name filter in
the rule definition. If you want the specified action to be taken only when the status change is made
by a specific transaction or a task running under a specific user ID, specify the transaction ID or user
ID filter in the rule definition.

Program enable status
Use this rule type to define the action to be taken when the enable status of a CICS program changes
from or to a specific state. To restrict the action to specific programs, specify the program name filter in
the rule definition. If you want the specified action to be taken only when the status change is made
by a specific transaction or a task running under a specific user ID, specify the transaction ID or user
ID filter in the rule definition.

If a program is deployed with a CICS application, the messages and events that are produced when a
program enable status rule is triggered contain the application context information.

Transaction class tasks
Use this rule type to define the action to be taken when the number of active tasks in a CICS
transaction class goes above or below a specific threshold, which is represented by a percentage of
the maximum number of active tasks in a transaction class (the MAXACTIVE value). The threshold is
chosen from a predefined list of 50%, 60%, 70%, 80%, 90%, or 100%. To restrict the specified action to
specific CICS TRANCLASS resources, specify the transaction class filter in the rule definition. For
more information, see “User tasks and transaction class tasks system rules” on page 142.

Transaction abend
Use this rule type to define the action to be taken when a transaction encounters an unhandled
abend.

To restrict the specified action to a specific abend code, specify the abend code filter in the rule
definition. If you want the specified action to be taken only when the status change is made by
a specific transaction or a task running under a specific user ID, specify the transaction ID or user
ID filter in the rule definition.

A transaction abend system rule with the event action will not be evaluated for any transaction abend
originating in any task that runs an event processing adapter program.

User tasks
Use this rule type to define the action to be taken when the number of active tasks in a CICS system
goes above or below a specific threshold, which is represented by a percentage of the maximum user
tasks in the CICS system (the MXT value). The threshold is chosen from a predefined list of 50%, 60%,
70%, 80%, 90%, or 100%. For more information, see “User tasks and transaction class tasks system
rules” on page 142.

User tasks and transaction class tasks system rules
You can use user tasks and transaction class tasks system rules to monitor system and transaction class
definition (TRANCLASS) task load by specifying a message to be issued or an event to be emitted when
the active task count crosses a threshold value.
User tasks and transaction class tasks system rule thresholds are expressed as a percentage of the \textbf{MXT} system initialization parameter or the \textbf{MAXACTIVE} value of the TRANCLASS resource. For performance reasons, they are predefined. The possible threshold values you can select are:

- 60%, 70%, 80%, 90%, and 100% when the "Goes Higher Than" operator is used.
- 50%, 60%, 70%, 80%, and 90% when the "Goes Lower Than" operator is used.

You can filter on a threshold to indicate how close the system is to the \textbf{MXT} value. You can define more than one system rule to indicate various degrees of health as the threshold gets closer to the limit that you set for the \textbf{MXT} system initialization parameter.

You can filter on the TRANCLASS and a threshold to indicate how close the TRANCLASS is to its \textbf{MAXACTIVE} value. You can define more than one system rule to indicate various degrees of health as the number of attached tasks gets closer to the \textbf{MAXACTIVE} limit that you set for the TRANCLASS resource.

To avoid large numbers of messages or events being emitted, user tasks and transaction class tasks system rules are evaluated only when the number of active tasks crosses a threshold value and has been either above the next higher threshold or below the next lower threshold since last time when rules for that threshold value were evaluated.

For example, any "goes above 60% of MXT" rule is evaluated during transaction attach only when the number of active tasks exceeds 60% of the \textbf{MXT} value and the number of active tasks was above 70% of \textbf{MXT}, or below the 50% of \textbf{MXT}, since the "goes above 60% of MXT" rule was last evaluated. Figure 19 on page 143 shows examples to help you understand this algorithm.
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Rules are evaluated as follows:

- No user tasks or transaction class tasks rules are evaluated when the number of active tasks exceeds the 50% threshold. Rules are evaluated during transaction attach only when the number of active tasks goes above the 60%, 70%, 80%, 90%, or 100% thresholds, and during transaction detach when the number of active tasks goes below the 50%, 60%, 70%, 80%, or 90% thresholds. No rules are evaluated when the number of active tasks fluctuates around the 50% threshold, because the number of active tasks was not above the 60% threshold since any "goes below 50%" rules were last evaluated.
Rules are evaluated because the number of active tasks crosses the 60% threshold for the first time since it last crossed the 50% threshold.

Rules are evaluated because the number of active tasks crosses the 70% threshold for the first time since it last crossed the 60% threshold.

No rules are evaluated when the number of active tasks oscillates around the 70% threshold because the number of active tasks does not go above 80%, or below 60%, in the intervening period of time.

Rules are evaluated because the number of active tasks drops below the 60% threshold for the first time since it last crossed the 70% threshold.

A series of actions are performed when the number of active tasks progressively exceeds the 60%, 70%, 80%, 90%, and 100% thresholds.

Considerations

No transaction class tasks system rules are evaluated for transactions that are defined with a MAXACTIVE value of less than 10 in the TRANCLASS resource.

No transaction class tasks system rules are evaluated for transactions that do not belong to any TRANCLASS resource, that is, any transaction defined with TRANCLASS (DFHTCL00).

If you require an event to be emitted when the number of user tasks or transaction class tasks goes above the 100% threshold, and you need the event to be emitted as quickly as possible, consider the dispatch characteristics of the EP adapter specified by the policy rule:

- For a user tasks system rule, ensure that the specified EP adapter will be linked to. An attached EP adapter task might be queued until the MAXTASK condition is cleared.
- For a transaction class tasks system rule, ensure that the TRANCLASS that causes the event is not used by an attached EP adapter task.

Policy task rules

Task rules define the action to be taken when an individual CICS user task crosses a threshold, such as consuming too much CPU, allocating too much storage, or issuing too many requests to IBM MQ. Policies that define task rules can be deployed to a single CICS region, with a CICS platform, or with a CICS application.

Using task rules to monitor user tasks

You define policies to monitor the resource utilization of a user task, and to automatically respond when resource usage exceeds the thresholds you define. In this way, excessive resource usage and looping and runaway transactions can be detected and dealt with appropriately.

While primarily designed to be deployed with CICS applications and platforms to monitor application tasks, policies can also be deployed to single CICS regions to monitor any CICS user task. By default, task rules in a policy that is deployed into a single CICS region apply to all CICS user tasks running in that CICS region. However deploying polices with such a wide scope may not be suitable in all cases. If you want the specified action to be taken only when the status change is made in relation to a specific transaction or a range of transactions, in relation to a specific user ID or a range of user IDs, or in relation to a combination of both, specify the transaction ID or user ID filter in the rule definition.

By defining an application entry point and a policy scope, you can restrict the effect of policy task rules to tasks initiated from certain entry points such as a transaction, a program, or a URIMAP.

Where policy task rules apply

Task rules are used to manage the behavior of user tasks. They do not apply to the following tasks:

- All CICS system tasks. They include the CPLT system task under which CICS initialization PLT programs run.
- All terminal initiated CICS supplied transactions, except CECI.
• All user tasks that are started by event processing, for example, tasks started by the start transaction adapter.

• All non-terminal initiated CICS supplied transactions, except the following tasks:
  – All web interface tasks, that is, transactions whose initial program is DFHWBA, except for the CICS Management Client Interface (CMCI) transactions CWWU and CWGQ and the CICSPlex SM Web User Interface (WUI) transactions COVE, COVP and COVU.
  – All CICS-MQ bridge tasks, that is, transactions whose initial program is either DFHMQBP0 or DFHMQBP3, for example the CKBP and CKBC transactions.
  – All CICS mirror transactions, that is, transactions whose initial program is DFHMIRS.
  – All Liberty initiated transactions, that is, transactions whose initial program is DFHSJTHP.
  – All CICS pipeline tasks, that is, transactions whose initial program is DFHPIDSH (the SOAP HTTP inbound router program), DFHPIDSQ (the SOAP MQ inbound router program), or DFHPILSQ (the SOAP MQ inbound listener program).

How CICS processes policy task rules
During run time, CICS determines all the task rules that apply to a given user task when the task is attached. After that, for task rules of the same type, CICS applies the rules to user tasks in order of lowest threshold to highest threshold. When multiple task rules apply to the same threshold, CICS processes message type rules first, then event rules, and finally abend rules. This sequence ensures that messages and events are emitted before a task is abended.

Types of task rules
The supported task rule types are as follows:

Async requests
Use this rule type to define a threshold for the number of EXEC CICS RUN TRANSID requests performed by a user task, and take automatic action if the threshold is exceeded.
  • All RUN TRANSID requests are counted, regardless of whether the request is successful.

Database requests
Use this rule type to define a threshold for the number of Db2 SQL or IMS DLI requests performed by a user task, and take automatic action if the threshold is exceeded.
  • All EXEC SQL, EXEC DLI, and CALLDLI requests are counted, regardless of whether the request is successful.
  • The count includes database requests issued by exits. For example, a program that issues EXEC CICS FILE requests that are converted into SQL requests by CICS VSAM Transparency (CICS VT) counts both towards any file request threshold and any database request count threshold.
  • The count does not include any EXEC DLI or CALLDLI requests for which an XDLIPRE global user exit program returns a response code of UERCBYP, which bypasses execution of the command.

EXEC CICS requests
Use this rule type to define a threshold for the number of EXEC CICS requests performed by a user task, and take automatic action if the threshold is exceeded.
  • All EXEC CICS requests processed by a task are counted, regardless of whether the request is successful.
  • The count does not include any EXEC CICS requests for which an XEINN or XEISPIN global user exit program returns a response code of UERCBYP, which bypasses execution of the command.

File requests
Use this rule type to define a threshold for the number of EXEC CICS file access requests performed by a user task, and take automatic action if the threshold is exceeded.
• The threshold applies to a specific file command, for example READ. It is not a cumulative count of all file access requests.

• File requests are counted when an application makes a file control request, regardless of whether the request is successful, including when an XFCREQ global user exit returns a response code of UERCBYP (ignore request).

• Requests are counted under the task for the application-owning region (AOR), whether the file is local or remote. Requests are not counted in the file-owning region (FOR).

IBM MQ requests
Use this rule type to define a threshold for the number of MQ requests performed by a user task, and take automatic action if the threshold is exceeded.

• All MQ requests processed by the IBM MQ adapter are counted, regardless of whether the request is successful.

Named counter requests
Use this rule type to define a threshold for the number of EXEC CICS GET COUNTER or GET DCOUNTER requests performed by a user task, and take automatic action if the threshold is exceeded.

• All GET COUNTER or GET DCOUNTER requests processed by a task are counted, regardless of whether the request is successful.

Program requests
Use this rule type to define a threshold for the number of EXEC CICS LINK or EXEC CICS INVOKE APPLICATION requests that are performed by a user task, and take automatic action if the threshold is exceeded.

• This rule type applies to requests that are serviced locally or remotely, regardless of whether the request is successful, including when an XPCREQ global user exit returns a response code of UERCBYP (ignore request).

• Any task that is started in a remote region that services a DPL request is then outside of the scope of the rules that are applied to the task that issued the DPL, so any further requests that the remote task might perform are not counted by the local task.

Note: EXEC CICS INVOKE APPLICATION requests are included in the count for EXEC CICS LINK requests; they can not be counted separately.

Start requests
Use this rule type to define a threshold for the number of EXEC CICS START requests that are performed by a user task, and take automatic action if the threshold is exceeded.

• All EXEC CICS START requests are counted, regardless of whether the request is successful, including when an XICREQ global user exit returns a response code of UERCBYP (ignore request), or when an XICERES exit returns a response code of UERCPRG (a required resource is unavailable).

Note: When you are using a policy on function-shipped EXEC CICS START requests in a remote region, the trigger mechanism depends on the interregion communication protocol and settings. For more information, see The mirror transaction and transformer program.

Storage allocation
Use this rule type to define a threshold for the amount of storage that is allocated by a user task, and take automatic action if the threshold is exceeded. The threshold applies to a specific storage class, for example 31-bit task storage. It is not a cumulative count of all storage requests.

• The threshold count includes all successful GETMAIN requests performed by a user task; both explicit EXEC CICS GETMAIN requests and implicit GETMAIN requests that occur in response to other EXEC CICS commands, for example EXEC CICS READ FILE SET.

• For task-related storage requests (task24, task31, and task64), the count is decremented when the task issues an explicit or implicit FREEMAIN that succeeds. However, the counts for shared storage (shared24, shared31, and shared64) are NOT decremented when a task releases shared storage.

Important: If an EXEC CICS GETMAIN with the NOSUSPEND option satisfies a rule that specifies an action of event, the task might be suspended during capture of the event data.
Storage requests
Use this rule type to define a threshold for the number of GETMAIN requests performed by a user task, and take automatic action if the threshold is exceeded. This differs from the storage policy rule type, which is used to define thresholds that are based on the amount of storage allocated.

- The storage request threshold count contains the number of all GETMAIN requests performed by a user task; both explicit EXEC CICS GETMAIN requests and implicit GETMAIN requests that occur in response to other EXEC CICS commands, for example EXEC CICS READ FILE SET. The STORAGE REQUEST counter is incremented even when a request fails.

Important: If an EXEC CICS GETMAIN with the NOSUSPEND option satisfies a rule that specifies an action of event, the task might be suspended during capture of the event data.

Syncpoint requests
Use this rule type to define a threshold for the number of EXEC CICS SYNCPOINT requests that are performed by a user task, and take automatic action if the threshold is exceeded.

- EXEC CICS SYNCPOINT and EXEC CICS SYNCPOINT ROLLBACK requests are both counted, and unsuccessful requests are included in addition to successful requests.

TD queue requests
Use this rule type to define a threshold for the number of EXEC CICS READQ TD and EXEC CICS WRITEQ TD requests issued by a user task, and take automatic action when the threshold is crossed.

- Both EXEC CICS READQ TD and EXEC CICS WRITEQ TD requests are counted, and every request is counted, regardless of whether the request is successful, including when an XTDREQ global user exit returns a response code of UERCBYP (ignore request).

Note: A number of products write to the CICS TDQ, which might lead to a higher number of requests than you expect. For example, Language Environment uses EXEC CICS WRITEQ TD extensively for writing diagnostic information, as well as capturing output from COBOL DISPLAY and C printf() statements. IP CICS Sockets is another product that uses EXEC CICS WRITEQ TD requests.

Time
Use this rule type to define a threshold for the amount of processor time that is used by a user task (CPU time subtype), or the amount of elapsed time that is taken by a task (Elapsed time subtype), and take automatic action if the threshold is exceeded.

Note: For the CPU time rules, because of the way processor changes are recorded, it is not possible to count the processor time continually. Therefore, on some occasions the threshold might be exceeded for some time before this function detects it, and you might observe a discrepancy between monitoring data and policy threshold actions taken. A CPU time rule compares the total processor time with the policy threshold value. However, the processor time value is not incremented until a task gives up control of a processor, so a task might greatly exceed a threshold before it gives up control of the processor and allows the check to occur.

- The time policy rule type differs from the other policy rule types in that the threshold is based on time, rather than a count of API requests, or the amount of storage allocated.
- For CPU time rules, it is not until the task is redispachet and next issues an EXEC CICS call or calls a task-related user exit (TRUE), for example an EXEC SQL call, that it checks whether the CPU time threshold is exceeded. If, for some reason, the task never gives up control, normal RUNAWAY processing abends the task when the RUNAWAY time interval is exceeded, before any time policy processing occurs.
- For Elapsed time rules, a check whether the elapsed time threshold is exceeded is made every time a task issues an EXEC CICS call or calls a TRUE. In either case, if the threshold is exceeded and the rule action is abend, the abend happens after the command completes.

TS queue bytes
Use this rule type to define a threshold for the total amount of data that is written by a user task to temporary storage. The threshold applies either to a particular temporary storage queue (TSQ) type (auxiliary, main, or shared), or to the total amount of data that is written to all auxiliary, main, or shared TSQs combined.
• Data from only successful requests is counted. Data that is written by both EXEC CICS WRITEQ TS and EXEC CICS WRITEQ TS REWRITE requests count towards the total.
• For EXEC CICS WRITEQ TS REWRITE requests, the count is incremented by the total size of the REWRITE, and not the delta between the original WRITE and REWRITE. This behavior is consistent with the way the monitoring (MN) domain treats TSQ WRITE and REWRITE requests.

**TS queue requests**
Use this rule type to define a threshold for the number of EXEC CICS READQ TS and EXEC CICS WRITEQ TS requests that are issued by a user task to auxiliary, main, or shared temporary storage queues (TSQ), or to all auxiliary, main, or shared TSQs combined, and take automatic action if the threshold is exceeded.

• All TSQ access requests to auxiliary, main, and shared TSQs are counted, regardless of whether the request is successful, including when an XTSEREQ global user exit returns a response code of UERCBYP (ignore request). EXEC CICS WRITEQ TS REWRITE requests are counted as WRITEQ.

**Note:** The following points apply to both the TS queue bytes and the TS queue request policy rule types:
• For remote TSQ requests, only the aggregate READQ TS and WRITEQ TS counts are updated, but this includes shared TSQ requests. Because the TSQ type for a remote request is not known in the AOR, the counts for specific queue types are not updated. TSQ requests issued by programs that are invoked by distributed program link (DPL) or tasks started by transaction routing are counted in the remote system (AOR) only.
• TSQ requests issued by CICS system code as an indirect result of something that is triggered by a CICS user task might be counted. For example, the Temporary Storage Event adapter DFHECEAT issues TSQ requests if a user task triggers a CICS event. If the event is defined as SYNChronous, these requests are issued under the capturing (user) task and are counted by policy code. If the event is asynchronous, the TSQ requests are issued under a CICS system task (and one whose initial program starts DFH), so a policy does not apply to that task and they are not counted.
• TSQ requests issued by CICS that do not go through the CICS EXEC interface program (DFHEIP) are counted by monitoring but not by policy code.

**Policy actions**
The supported policy actions are to issue a message, emit an event to an event processing (EP) adapter or to all EP adapters in a EP adapter set, abend the task, or reject an EXEC CICS request.

The following actions can be triggered when the conditions for a task or system rule are met:

<table>
<thead>
<tr>
<th>Actions</th>
<th>System rules</th>
<th>Task rules</th>
</tr>
</thead>
<tbody>
<tr>
<td>Issue a message</td>
<td>Issue one of the following messages:</td>
<td>Issue one of the following messages:</td>
</tr>
<tr>
<td>(default)</td>
<td>• DFHMP3009 if the system rule is installed</td>
<td>• DFHMP3001 for a non-application user task.</td>
</tr>
<tr>
<td></td>
<td>into a stand-alone CICS region.</td>
<td>• DFHMP3007 for a CICS application user task.</td>
</tr>
<tr>
<td></td>
<td>• DFHMP3010 if the system rule is installed</td>
<td></td>
</tr>
<tr>
<td></td>
<td>into a CICS platform.</td>
<td></td>
</tr>
<tr>
<td>Abend the task</td>
<td>Not applicable.</td>
<td>Issue either the default abend code AMPB or a user-specified abend code.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CICS also issues one of the following messages:</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• DFHMP3002 for a non-application task.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• DFHMP3008 for a CICS application user task.</td>
</tr>
</tbody>
</table>
### Actions

<table>
<thead>
<tr>
<th>System rules</th>
<th>Task rules</th>
</tr>
</thead>
<tbody>
<tr>
<td>By default, a transaction dump is taken for the abend. You can suppress the transaction dump, or request a system dump, by using the `CEMT SET TRDUMPCODE</td>
<td>SYDUMPCODE<code>or</code>EXEC CICS SET TRANDUMPCODE</td>
</tr>
</tbody>
</table>

#### Emit an event

Emit an event to either a single event processing (EP) adapter or all adapters in an EP Adapter set.

#### Reject EXEC CICS request

Reject the EXEC CICS request with an INVREQ response and an EIBRESP2 value of 400.

### Notes:

- Policy events can be emitted only to asynchronous and non-transactional EP adapters.
- The information that is captured in policy events is predetermined and cannot be customized.
- During the processing of a task abend, CICS stops checking the task against policy rules; while policy counters are updated, no policy actions (messages, events, or abends) occur.

For information about the supported EP adapters, see [Event processing adapters](#).

For information about the data that is captured for policy events, see “Data captured for a policy event” on page 149.

### Data captured for a policy event

Unlike standard CICS events, the data that is captured for a policy event is predetermined and you cannot customize it. You will need to know what data is captured when you consume CFE format policy events that are emitted by one of the supported event processing (EP) adapters, when you write a program invoked for a CICS transaction started by the transaction start EP adapter or when you write your own custom EP adapter.

Policy events that are emitted in the CFE format by the IBM MQ Queue, TD Queue, or TS Queue EP adapters can be mapped by using CICS-supplied mapping structures. For more information, see [Policy event in CFE format](#).

When you format and emit policy events with a custom EP adapter, or consume events in a program invoked for a CICS transaction started by the transaction start EP adapter you need to know which `DFHEP . NAME . nnnnn` container contains each item data captured for a policy event. Table 5 on page 150 shows the name and size of the CICS containers for each item of capture data common to all policy events. Table 6 on page 150 lists the additional CICS containers for task rules. Table 7 on page 151 through Table 22 on page 159 shows the additional containers for each type of system rule. The names for each item of capture data are also available in the `DFHEP . DESCRIPTOR` container that is passed to a custom EP adapter, or the `DFHEP . NAME . nnnnn` containers that are passed to tasks started by the transaction start EP adapter.

For more information about writing a custom EP adapter to format and emit a policy event, see [Custom EP adapter](#).

For more information about writing a program that is invoked by a CICS transaction started by the transaction start EP adapter to consume policy events, see [Transaction start EP adapter](#).
Table 5. Containers for data that is emitted for all policy events

<table>
<thead>
<tr>
<th>Container name</th>
<th>Container size in bytes</th>
<th>Contents</th>
<th>Capture data item name</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFHEP.DATA.00001</td>
<td>10</td>
<td>Event version number</td>
<td>version</td>
</tr>
<tr>
<td>DFHEP.DATA.00002</td>
<td>7</td>
<td>Task number</td>
<td>task_id</td>
</tr>
<tr>
<td>DFHEP.DATA.00003</td>
<td>4</td>
<td>CICS TRANSACTION name</td>
<td>transaction_id</td>
</tr>
<tr>
<td>DFHEP.DATA.00004</td>
<td>8</td>
<td>User identifier</td>
<td>user_id</td>
</tr>
<tr>
<td>DFHEP.DATA.00005</td>
<td>8</td>
<td>Program name &quot;1&quot; on page 150</td>
<td>program_name</td>
</tr>
<tr>
<td>DFHEP.DATA.00006</td>
<td>64</td>
<td>Policy name</td>
<td>policy_name</td>
</tr>
<tr>
<td>DFHEP.DATA.00007</td>
<td>64</td>
<td>Rule name</td>
<td>rule_name</td>
</tr>
<tr>
<td>DFHEP.DATA.00008</td>
<td>16</td>
<td>Rule group</td>
<td>rule_group</td>
</tr>
<tr>
<td>DFHEP.DATA.00009</td>
<td>16</td>
<td>Rule type, for example &quot;storage&quot;</td>
<td>rule_type</td>
</tr>
<tr>
<td>DFHEP.DATA.00010</td>
<td>8</td>
<td>Bundle name of the CICS BUNDLE that contains the policy</td>
<td>bundle_name</td>
</tr>
<tr>
<td>DFHEP.DATA.00011</td>
<td>10</td>
<td>Bundle major version</td>
<td>bundle_version_major</td>
</tr>
<tr>
<td>DFHEP.DATA.00012</td>
<td>10</td>
<td>Bundle minor version</td>
<td>bundle_version_minor</td>
</tr>
<tr>
<td>DFHEP.DATA.00013</td>
<td>10</td>
<td>Bundle micro version</td>
<td>bundle_version_micro</td>
</tr>
<tr>
<td>DFHEP.DATA.00014</td>
<td>64</td>
<td>CICS Bundle Project name</td>
<td>bundle_id</td>
</tr>
<tr>
<td>DFHEP.DATA.00015</td>
<td>8</td>
<td>User tag</td>
<td>policy_user_tag</td>
</tr>
<tr>
<td>DFHEP.DATA.00016</td>
<td>64</td>
<td>Platform name</td>
<td>platform_name</td>
</tr>
</tbody>
</table>

Note:
1. Program name data is not captured for system rules, so the container DFHEP.DATA.00005 is always 8 blanks for policy events emitted for system rules.

Table 6. Additional containers for data that is emitted for all task rule events

<table>
<thead>
<tr>
<th>Container name</th>
<th>Container size in bytes</th>
<th>Contents</th>
<th>Capture data item name</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFHEP.DATA.00017</td>
<td>64</td>
<td>Application name</td>
<td>application_name</td>
</tr>
<tr>
<td>DFHEP.DATA.00018</td>
<td>10</td>
<td>Application major version</td>
<td>application_version_major</td>
</tr>
<tr>
<td>DFHEP.DATA.00019</td>
<td>10</td>
<td>Application minor version</td>
<td>application_version_minor</td>
</tr>
<tr>
<td>DFHEP.DATA.00020</td>
<td>10</td>
<td>Application micro version</td>
<td>application_version_micro</td>
</tr>
<tr>
<td>DFHEP.DATA.00021</td>
<td>64</td>
<td>Operation name</td>
<td>operation</td>
</tr>
<tr>
<td>DFHEP.DATA.00022</td>
<td>16</td>
<td>Rule category, for example &quot;task24&quot;</td>
<td>rule_category</td>
</tr>
<tr>
<td>DFHEP.DATA.00023</td>
<td>2</td>
<td>Rule operator, for example &quot;GT&quot;</td>
<td>rule_operator</td>
</tr>
</tbody>
</table>
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Table 6. Additional containers for data that is emitted for all task rule events (continued)

<table>
<thead>
<tr>
<th>Container name</th>
<th>Container size in bytes</th>
<th>Contents</th>
<th>Capture data item name</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFHEP.DATA.00024</td>
<td>16</td>
<td>Rule threshold, for example &quot;2048&quot;</td>
<td>rule_threshold</td>
</tr>
<tr>
<td>DFHEP.DATA.00025</td>
<td>16</td>
<td>Current count, for example &quot;2200&quot;</td>
<td>current_count</td>
</tr>
<tr>
<td>DFHEP.DATA.00026 - DFHEP.DATA.000nn</td>
<td>255</td>
<td>Value of user-defined static data item</td>
<td>As defined by user</td>
</tr>
</tbody>
</table>

Table 7. Additional containers for data that is emitted for all AID threshold system rule events

<table>
<thead>
<tr>
<th>Container name</th>
<th>Container size in bytes</th>
<th>Contents</th>
<th>Capture data item name</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFHEP.DATA.00017</td>
<td>10</td>
<td>AID threshold, for example &quot;5000&quot;</td>
<td>at_threshold</td>
</tr>
<tr>
<td>DFHEP.DATA.00028 - DFHEP.DATA.000nn</td>
<td>255</td>
<td>Value of user-defined static data item</td>
<td>As defined by user</td>
</tr>
</tbody>
</table>

Table 8. Additional containers for data that is emitted for all bundle available status system rule events

<table>
<thead>
<tr>
<th>Container name</th>
<th>Container size in bytes</th>
<th>Contents</th>
<th>Capture data item name</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFHEP.DATA.00017</td>
<td>8</td>
<td>Bundle name, for example &quot;PROGBUN&quot;</td>
<td>ba_bundle_name</td>
</tr>
<tr>
<td>DFHEP.DATA.00018</td>
<td>12</td>
<td>FROM bundle available status, for example &quot;UNAVAILABLE&quot;</td>
<td>ba_from_availstatus</td>
</tr>
<tr>
<td>DFHEP.DATA.00019</td>
<td>12</td>
<td>TO bundle available status, for example &quot;AVAILABLE&quot;</td>
<td>ba_to_availstatus</td>
</tr>
<tr>
<td>DFHEP.DATA.00020</td>
<td>64</td>
<td>Bundle ID, for example &quot;payroll_application_resources&quot;</td>
<td>ba_bundle_id</td>
</tr>
<tr>
<td>DFHEP.DATA.00021</td>
<td>10</td>
<td>Bundle version major, for example &quot;1&quot;</td>
<td>ba_bundle_version_major</td>
</tr>
<tr>
<td>DFHEP.DATA.00022</td>
<td>10</td>
<td>Bundle version minor, for example &quot;2&quot;</td>
<td>ba_bundle_version_minor</td>
</tr>
<tr>
<td>DFHEP.DATA.00023</td>
<td>10</td>
<td>Bundle version micro, for example &quot;3&quot;</td>
<td>ba_bundle_version_micro</td>
</tr>
<tr>
<td>DFHEP.DATA.00024</td>
<td>255</td>
<td>Bundle directory, for example &quot;/cics/bundles&quot;</td>
<td>ba_bundle_dir</td>
</tr>
<tr>
<td>DFHEP.DATA.00025</td>
<td>64</td>
<td>Platform name, for example &quot;PRODUCTION_PLAT&quot;</td>
<td>ba_platform_name</td>
</tr>
<tr>
<td>DFHEP.DATA.00026</td>
<td>64</td>
<td>Application name, for example &quot;PAYROLL_APP&quot;</td>
<td>ba_application_name</td>
</tr>
<tr>
<td>DFHEP.DATA.00027</td>
<td>10</td>
<td>Application version major, for example &quot;2&quot;</td>
<td>ba_application_version_major</td>
</tr>
</tbody>
</table>
Table 8. Additional containers for data that is emitted for all bundle available status system rule events (continued)

<table>
<thead>
<tr>
<th>Container name</th>
<th>Container size in bytes</th>
<th>Contents</th>
<th>Capture data item name</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFHEP.DATA.00028</td>
<td>10</td>
<td>Application version minor, for example “3”</td>
<td>be_application_version_minor</td>
</tr>
<tr>
<td>DFHEP.DATA.00029</td>
<td>10</td>
<td>Application version micro, for example “4”</td>
<td>be_application_version_micro</td>
</tr>
<tr>
<td>DFHEP.DATA.00030 - DFHEP.DATA.000nn</td>
<td>255</td>
<td>Value of user-defined static data item</td>
<td>As defined by user</td>
</tr>
</tbody>
</table>

Note:
1. Set to one of following values: AVAILABLE, SOMEAVAIL or UNAVAILABLE.
2. Only set if the bundle is deployed with a CICS platform or application. All blanks otherwise.
3. Only set if the bundle is installed as part of a CICS application. All blanks otherwise.
4. Only set if the bundle is installed as part of a CICS application. Set to -1 otherwise.

Table 9. Additional containers for data that is emitted for all bundle enable status system rule events

<table>
<thead>
<tr>
<th>Container name</th>
<th>Container size in bytes</th>
<th>Contents</th>
<th>Capture data item name</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFHEP.DATA.00017</td>
<td>8</td>
<td>Bundle name, for example &quot;PROGBUN&quot;</td>
<td>be_bundle_name</td>
</tr>
<tr>
<td>DFHEP.DATA.00018</td>
<td>12</td>
<td>FROM bundle enable status, for example &quot;DISABLED&quot;</td>
<td>be_from_enablestatus</td>
</tr>
<tr>
<td>DFHEP.DATA.00019</td>
<td>12</td>
<td>TO bundle enable status, for example &quot;ENABLING&quot;</td>
<td>be_to_enablestatus</td>
</tr>
<tr>
<td>DFHEP.DATA.00020</td>
<td>64</td>
<td>Bundle ID, for example &quot;payroll_application_resources&quot;</td>
<td>be_bundle_id</td>
</tr>
<tr>
<td>DFHEP.DATA.00021</td>
<td>10</td>
<td>Bundle version major, for example &quot;1&quot;</td>
<td>be_bundle_version_major</td>
</tr>
<tr>
<td>DFHEP.DATA.00022</td>
<td>10</td>
<td>Bundle version minor, for example &quot;2&quot;</td>
<td>be_bundle_version_minor</td>
</tr>
<tr>
<td>DFHEP.DATA.00023</td>
<td>10</td>
<td>Bundle version micro, for example &quot;3&quot;</td>
<td>be_bundle_version_micro</td>
</tr>
<tr>
<td>DFHEP.DATA.00024</td>
<td>255</td>
<td>Bundle directory, for example &quot; /cics/bundles&quot;</td>
<td>be_bundle_dir</td>
</tr>
<tr>
<td>DFHEP.DATA.00025</td>
<td>64</td>
<td>Platform name, for example &quot;PRODUCTION_PLAT&quot;</td>
<td>be_platform_name</td>
</tr>
<tr>
<td>DFHEP.DATA.00026</td>
<td>64</td>
<td>Application name, for example &quot;PAYROLL_APP&quot;</td>
<td>be_application_name</td>
</tr>
<tr>
<td>DFHEP.DATA.00027</td>
<td>10</td>
<td>Application version major, for example &quot;2&quot;</td>
<td>be_application_version_major</td>
</tr>
<tr>
<td>DFHEP.DATA.00028</td>
<td>10</td>
<td>Application version minor, for example &quot;3&quot;</td>
<td>be_application_version_minor</td>
</tr>
</tbody>
</table>
### Table 9. Additional containers for data that is emitted for all bundle enable status system rule events (continued)

<table>
<thead>
<tr>
<th>Container name</th>
<th>Container size in bytes</th>
<th>Contents</th>
<th>Capture data item name</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFHEP.DATA.00029</td>
<td>10</td>
<td>Application version micro, for example &quot;4&quot;</td>
<td>be_application_version_micro</td>
</tr>
<tr>
<td>DFHEP.DATA.00030 -</td>
<td>255</td>
<td>Value of user-defined static data item</td>
<td>As defined by user</td>
</tr>
<tr>
<td>DFHEP.DATA.000nn</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Note:**

1. Set to one of following values: DISABLED, DISABLING, ENABLED, ENABLING or INITIAL.
2. Set to one of following values: DISABLED, DISABLING, DISCARDING, ENABLED, or ENABLING.
3. Only set if the bundle is deployed with a CICS platform or application. Set to all blanks otherwise.
4. Only set if the bundle is deployed with a CICS application. Set to all blanks otherwise.
5. Only set if the bundle is deployed with a CICS application. Set to -1 otherwise.

### Table 10. Additional containers for data that is emitted for all DBCTL connection status system rule events

<table>
<thead>
<tr>
<th>Container name</th>
<th>Container size in bytes</th>
<th>Contents</th>
<th>Capture data item name</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFHEP.DATA.00017</td>
<td>12</td>
<td>FROM connection status, for example &quot;NOTCONNECTED&quot;</td>
<td>dt_from_connectst 1</td>
</tr>
<tr>
<td>DFHEP.DATA.00018</td>
<td>12</td>
<td>TO connection status, for example &quot;CONNECTED&quot;</td>
<td>dt_to_connectst 2</td>
</tr>
<tr>
<td>DFHEP.DATA.00019</td>
<td>4</td>
<td>DBCTL id, for example &quot;IM5D&quot;</td>
<td>dt_dbctl_id 3</td>
</tr>
<tr>
<td>DFHEP.DATA.00020 -</td>
<td>255</td>
<td>Value of user-defined static data item</td>
<td>As defined by user</td>
</tr>
<tr>
<td>DFHEP.DATA.000nn</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Note:**

1. Set to one of following values: CONNECTED, CONNECTING, DISCONNING or NOTCONNECTED.
2. Set to one of following values: CONNECTED, CONNECTING, DISCONNING, NOTCONNECTED or UNUSABLE.
3. Only set if TO or FROM connection status is CONNECTED. Set to all blanks otherwise.

### Table 11. Additional containers for data that is emitted for all Db2 connection system rule events

<table>
<thead>
<tr>
<th>Container name</th>
<th>Container size in bytes</th>
<th>Contents</th>
<th>Capture data item name</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFHEP.DATA.00017</td>
<td>4</td>
<td>Db2 ID, for example &quot;DJ2C&quot;</td>
<td>db2id</td>
</tr>
<tr>
<td>DFHEP.DATA.00018</td>
<td>4</td>
<td>Db2 group ID, for example &quot;GRP1&quot;</td>
<td>db2groupid</td>
</tr>
<tr>
<td>DFHEP.DATA.00019</td>
<td>4</td>
<td>Db2 release, for example &quot;1110&quot;</td>
<td>db2release</td>
</tr>
<tr>
<td>DFHEP.DATA.00020</td>
<td>12</td>
<td>FROM connection status, for example &quot;NOTCONNECTED&quot;</td>
<td>from_connectst 1</td>
</tr>
<tr>
<td>DFHEP.DATA.000nn</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Table 11. Additional containers for data that is emitted for all Db2 connection system rule events (continued)

<table>
<thead>
<tr>
<th>Container name</th>
<th>Container size in bytes</th>
<th>Contents</th>
<th>Capture data item name</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFHEP.DATA.00021</td>
<td>12</td>
<td>TO connection status, for example &quot;CONNECTED&quot;</td>
<td>to_connectst(^1)</td>
</tr>
<tr>
<td>DFHEP.DATA.00022 - DFHEP.DATA.000nn</td>
<td>255</td>
<td>Value of user-defined static data item</td>
<td>As defined by user</td>
</tr>
</tbody>
</table>

**Note:**

1. Set to one of following values: CONNECTED, CONNECTING, DISCONNESt, or NOTCONNECTED.

### Table 12. Additional containers for data that is emitted for all file enable status system rule events

<table>
<thead>
<tr>
<th>Container name</th>
<th>Container size in bytes</th>
<th>Contents</th>
<th>Capture data item name</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFHEP.DATA.00017</td>
<td>8</td>
<td>File name, for example &quot;FILEA&quot;</td>
<td>file</td>
</tr>
<tr>
<td>DFHEP.DATA.00018</td>
<td>44</td>
<td>Dataset name, for example &quot;CICSUSER.FILEA&quot;</td>
<td>dsname</td>
</tr>
<tr>
<td>DFHEP.DATA.00019</td>
<td>12</td>
<td>FROM file enable status, for example &quot;ENABLED&quot;</td>
<td>from_enablestatus(^1)</td>
</tr>
<tr>
<td>DFHEP.DATA.00020</td>
<td>12</td>
<td>TO file enable status, for example &quot;DISABLED&quot;</td>
<td>to_enablestatus(^1)</td>
</tr>
<tr>
<td>DFHEP.DATA.00021</td>
<td>12</td>
<td>File open status, for example &quot;CLOSED&quot;</td>
<td>openstatus(^2)</td>
</tr>
<tr>
<td>DFHEP.DATA.00022 - DFHEP.DATA.000nn</td>
<td>255</td>
<td>Value of user-defined static data item</td>
<td>As defined by user</td>
</tr>
</tbody>
</table>

**Note:**

1. Set to one of following values: DISABLED, DISABLING, ENABLED, UNENABLED, or UNENABLING.
2. Set to one of following values: CLOSED, CLOSEREQUEST or OPEN.

### Table 13. Additional containers for data that is emitted for all file open status system rule events

<table>
<thead>
<tr>
<th>Container name</th>
<th>Container size in bytes</th>
<th>Contents</th>
<th>Capture data item name</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFHEP.DATA.00017</td>
<td>8</td>
<td>File name, for example &quot;FILEA&quot;</td>
<td>file</td>
</tr>
<tr>
<td>DFHEP.DATA.00018</td>
<td>44</td>
<td>Dataset name, for example &quot;CICSUSER.FILEA&quot;</td>
<td>dsname</td>
</tr>
<tr>
<td>DFHEP.DATA.00019</td>
<td>12</td>
<td>FROM file open status, for example &quot;OPEN&quot;</td>
<td>from_openstatus(^1)</td>
</tr>
<tr>
<td>DFHEP.DATA.00020</td>
<td>12</td>
<td>TO file open status, for example &quot;CLOSED&quot;</td>
<td>to_openstatus(^1)</td>
</tr>
<tr>
<td>DFHEP.DATA.00021</td>
<td>12</td>
<td>File enable status, for example &quot;ENABLED&quot;</td>
<td>enablestatus(^2)</td>
</tr>
<tr>
<td>DFHEP.DATA.00022 - DFHEP.DATA.000nn</td>
<td>255</td>
<td>Value of user-defined static data item</td>
<td>As defined by user</td>
</tr>
</tbody>
</table>
Note:
1. Set to one of following values: CLOSED, CLOSEREQUEST or OPEN.
2. Set to one of following values: DISABLED, DISABLING, ENABLED, UNENABLED, or UNENABLING.

Table 14. Additional containers for data that is emitted for all IBM MQ connection status system rule events

<table>
<thead>
<tr>
<th>Container name</th>
<th>Container size in bytes</th>
<th>Contents</th>
<th>Capture data item name</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFHEP.DATA.00017</td>
<td>12</td>
<td>FROM connection status, for example &quot;CONNECTING&quot;</td>
<td>mc_from_connectst ¹</td>
</tr>
<tr>
<td>DFHEP.DATA.00018</td>
<td>12</td>
<td>TO connection status, for example &quot;CONNECTED&quot;</td>
<td>mc_to_connectst ¹</td>
</tr>
<tr>
<td>DFHEP.DATA.00019</td>
<td>4</td>
<td>MQ name, for example &quot;DEV1&quot;</td>
<td>mc_mq_name</td>
</tr>
<tr>
<td>DFHEP.DATA.00020</td>
<td>4</td>
<td>MQ queue manager, for example &quot;QMG1&quot;</td>
<td>mc_mq_qmgr</td>
</tr>
<tr>
<td>DFHEP.DATA.00021</td>
<td>4</td>
<td>MQ release, for example &quot;0800&quot;</td>
<td>mc_mq_release</td>
</tr>
<tr>
<td>DFHEP.DATA.00022 -</td>
<td>255</td>
<td>Value of user-defined static data item</td>
<td>As defined by user</td>
</tr>
<tr>
<td>DFHEP.DATA.000nn</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note:
1. Set to one of following values: CONNECTED, CONNECTING, DISCONNING or NOTCONNECTED.
2. Only set if the TO or FROM connection status is CONNECTED.

Table 15. Additional containers for data that is emitted for all IPIC connection status system rule events

<table>
<thead>
<tr>
<th>Container name</th>
<th>Container size in bytes</th>
<th>Contents</th>
<th>Capture data item name</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFHEP.DATA.00017</td>
<td>8</td>
<td>IPCONN name, for example &quot;IPCICSA&quot;</td>
<td>ip_ipconn_name</td>
</tr>
<tr>
<td>DFHEP.DATA.00018</td>
<td>12</td>
<td>FROM connection status, for example &quot;RELEASED&quot;</td>
<td>ip_from_connectst ¹</td>
</tr>
<tr>
<td>DFHEP.DATA.00019</td>
<td>12</td>
<td>To connection status, for example &quot;ACQUIRED&quot;</td>
<td>ip_to_connectst ¹</td>
</tr>
<tr>
<td>DFHEP.DATA.00020</td>
<td>8</td>
<td>Remote system APPLID, for example &quot;DBDCCICS&quot;</td>
<td>ip_applid</td>
</tr>
<tr>
<td>DFHEP.DATA.00021</td>
<td>116</td>
<td>Remote system host name, for example &quot;129.126.178.99&quot;</td>
<td>ip_host</td>
</tr>
<tr>
<td>DFHEP.DATA.00022</td>
<td>8</td>
<td>Remote system host name, for example &quot;IPV4&quot;</td>
<td>ip_hosttype</td>
</tr>
<tr>
<td>DFHEP.DATA.00023</td>
<td>5</td>
<td>Outbound port number, for example &quot;10095&quot;</td>
<td>ip_port</td>
</tr>
<tr>
<td>DFHEP.DATA.00024</td>
<td>8</td>
<td>Remote system network id, for example &quot;GBIBMIYA&quot;</td>
<td>ip_networkid</td>
</tr>
</tbody>
</table>
Table 15. Additional containers for data that is emitted for all IPIC connection status system rule events (continued)

<table>
<thead>
<tr>
<th>Container name</th>
<th>Container size in bytes</th>
<th>Contents</th>
<th>Capture data item name</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFHEP.DATA.00025 -</td>
<td>255</td>
<td>Value of user-defined static data item</td>
<td>As defined by user</td>
</tr>
<tr>
<td>DFHEP.DATA.000nn</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Note:**
1. Set to one of following values: ACQUIRED, FREEING, OBTAINING or RELEASED.
2. Set to one of following values: HOSTNAME, IPV4, IPV6 or UNKNOWN.

Table 16. Additional containers for data that is emitted for all message system rule events

<table>
<thead>
<tr>
<th>Container name</th>
<th>Container size in bytes</th>
<th>Contents</th>
<th>Capture data item name</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFHEP.DATA.00017</td>
<td>9</td>
<td>Message ID, for example &quot;DFHFC0208&quot;</td>
<td>message_id</td>
</tr>
<tr>
<td>DFHEP.DATA.00018</td>
<td>1024</td>
<td>Message text, for example &quot;DFHFC0208 MYAPPLID LSR pool 1 ...&quot;</td>
<td>message_text</td>
</tr>
<tr>
<td>DFHEP.DATA.00019</td>
<td>255</td>
<td>Insert 1, for example &quot;MYAPPLID&quot;</td>
<td>insert1</td>
</tr>
<tr>
<td>DFHEP.DATA.00020</td>
<td>255</td>
<td>Insert 2, for example &quot;1&quot;</td>
<td>insert2</td>
</tr>
<tr>
<td>DFHEP.DATA.00021 -</td>
<td>255</td>
<td>Inserts 3 - 30</td>
<td>insert3 - insert30</td>
</tr>
<tr>
<td>DFHEP.DATA.00048</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DFHEP.DATA.00049 -</td>
<td>255</td>
<td>Value of user-defined static data item</td>
<td>As defined by user</td>
</tr>
<tr>
<td>DFHEP.DATA.000nn</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 17. Additional containers for data that is emitted for all MRO connection status system rule events

<table>
<thead>
<tr>
<th>Container name</th>
<th>Container size in bytes</th>
<th>Contents</th>
<th>Capture data item name</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFHEP.DATA.00017</td>
<td>4</td>
<td>Connection name, for example &quot;CON1&quot;</td>
<td>mr_connection_name</td>
</tr>
<tr>
<td>DFHEP.DATA.00018</td>
<td>12</td>
<td>FROM connection status, for example &quot;RELEASED&quot;</td>
<td>mr_from_connectst</td>
</tr>
<tr>
<td>DFHEP.DATA.00019</td>
<td>12</td>
<td>TO connection status, for example &quot;ACQUIRED&quot;</td>
<td>mr_to_connectst</td>
</tr>
<tr>
<td>DFHEP.DATA.00020</td>
<td>3</td>
<td>Access method, for example &quot;IRC&quot;</td>
<td>mr_accessmethod</td>
</tr>
<tr>
<td>DFHEP.DATA.00021</td>
<td>8</td>
<td>Netname, for example &quot;DBDCCICS&quot;</td>
<td>mr_netname</td>
</tr>
<tr>
<td>DFHEP.DATA.00022 -</td>
<td>255</td>
<td>Value of user-defined static data item</td>
<td>As defined by user</td>
</tr>
<tr>
<td>DFHEP.DATA.00022nn</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Note:**
1. Set to one of following values: ACQUIRED or RELEASED.
2. Set to one of following values: IRC, XCF or XM.
### Table 18. Additional containers for data that is emitted for all pipeline enable status system rule events

<table>
<thead>
<tr>
<th>Container name</th>
<th>Container size in bytes</th>
<th>Contents</th>
<th>Capture data item name</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFHEP.DATA.00017</td>
<td>8</td>
<td>Pipeline name, for example &quot;PIPE1&quot;</td>
<td>pi_pipeline_name</td>
</tr>
<tr>
<td>DFHEP.DATA.00018</td>
<td>12</td>
<td>FROM pipeline enable status, for example &quot;ENABLED&quot;</td>
<td>pi_from_enablestatus (^1)</td>
</tr>
<tr>
<td>DFHEP.DATA.00019</td>
<td>12</td>
<td>TO pipeline enable status, for example &quot;DISABLING&quot;</td>
<td>pi_to_enablestatus (^2)</td>
</tr>
<tr>
<td>DFHEP.DATA.00020</td>
<td>12</td>
<td>Pipeline mode, for example &quot;PROVIDER&quot;</td>
<td>pi_mode (^3)</td>
</tr>
<tr>
<td>DFHEP.DATA.00021</td>
<td>8</td>
<td>Pipeline message format, for example &quot;SOAP11&quot;</td>
<td>pi_msg_format(^4)</td>
</tr>
<tr>
<td>DFHEP.DATA.00022 -</td>
<td>255</td>
<td>Value of user-defined static data item</td>
<td>As defined by user</td>
</tr>
<tr>
<td>DFHEP.DATA.000nn</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Note:**
1. Set to one of the following values: DISABLED, DISABLING, ENABLED or INITIAL.
2. Set to one of the following values: DISABLED, DISABLING, DISCARDING or ENABLED.
3. Set to one of the following values: PROVIDER, REQUESTOR, UNKNOWN.
4. Set to one of the following values: JSON, OTHER, SOAP11 or SOAP12.

### Table 19. Additional containers for data that is emitted for all program enable status system rule events

<table>
<thead>
<tr>
<th>Container name</th>
<th>Container size in bytes</th>
<th>Contents</th>
<th>Capture data item name</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFHEP.DATA.00017</td>
<td>8</td>
<td>Program name, for example &quot;PROGA&quot;</td>
<td>pe_program</td>
</tr>
<tr>
<td>DFHEP.DATA.00018</td>
<td>12</td>
<td>FROM program enable status, for example &quot;ENABLED&quot;</td>
<td>pe_from_enablestatus (^1)</td>
</tr>
<tr>
<td>DFHEP.DATA.00019</td>
<td>12</td>
<td>TO program enable status, for example &quot;DISABLED&quot;</td>
<td>pe_to_enablestatus (^1)</td>
</tr>
<tr>
<td>DFHEP.DATA.00020</td>
<td>4</td>
<td>Remote system, for example &quot;CICSA&quot;</td>
<td>pe_remote_system (^2)</td>
</tr>
<tr>
<td>DFHEP.DATA.00021</td>
<td>8</td>
<td>Remote name, for example &quot;REMPROG&quot;</td>
<td>pe_remote_name (^2)</td>
</tr>
<tr>
<td>DFHEP.DATA.00022</td>
<td>8</td>
<td>Library name, for example &quot;PROGLIB&quot;</td>
<td>pe_library_name (^3)</td>
</tr>
<tr>
<td>DFHEP.DATA.00023</td>
<td>44</td>
<td>Library dataset name, for example &quot;PROGRAM.LOAD&quot;</td>
<td>pe_library_dsn (^3)</td>
</tr>
<tr>
<td>DFHEP.DATA.00024</td>
<td>64</td>
<td>Platform name, for example &quot;PRODUCTION.PLAT&quot;</td>
<td>pe_platform_name (^4)</td>
</tr>
<tr>
<td>DFHEP.DATA.00025</td>
<td>64</td>
<td>Application name, for example &quot;PAYROLL_APP&quot;</td>
<td>pe_application_name (^5)</td>
</tr>
<tr>
<td>DFHEP.DATA.00026</td>
<td>10</td>
<td>Application major version, for example &quot;1&quot;</td>
<td>pe_application_version_major (^6)</td>
</tr>
</tbody>
</table>
### Table 19. Additional containers for data that is emitted for all program enable status system rule events (continued)

<table>
<thead>
<tr>
<th>Container name</th>
<th>Container size in bytes</th>
<th>Contents</th>
<th>Capture data item name</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFHEP.DATA.00027</td>
<td>10</td>
<td>Application minor version, for example &quot;2&quot;</td>
<td>pe_application_version_minor</td>
</tr>
<tr>
<td>DFHEP.DATA.00028</td>
<td>10</td>
<td>Application micro version, for example &quot;3&quot;</td>
<td>pe_application_version_micro</td>
</tr>
<tr>
<td>DFHEP.DATA.00029</td>
<td>64</td>
<td>Operation, for example &quot;PROGA_entry_point&quot;</td>
<td>pe_operation</td>
</tr>
<tr>
<td>DFHEP.DATA.00030 - DFHEP.DATA.000nn</td>
<td>255</td>
<td>Value of user-defined static data item</td>
<td>As defined by user</td>
</tr>
</tbody>
</table>

**Note:**
1. Set to one of the following values: ENABLED or DISABLED.
2. Only set for remote programs. Set to all blanks otherwise.
3. Only set if the program is currently loaded. Set to all blanks otherwise.
4. Only set if the program is defined in a bundle deployed with a CICS platform or application. Set to all blanks otherwise.
5. Only set if the program is defined in a bundle deployed with a CICS application. Set to all blanks otherwise.
6. Only set if the program is defined in a bundle deployed with a CICS application. Set to -1 otherwise.
7. Only set if the program is defined as a CICS application entry point. Set to all blanks otherwise.

### Table 20. Additional containers for data that is emitted for all transaction class tasks system rule events

<table>
<thead>
<tr>
<th>Container name</th>
<th>Container size in bytes</th>
<th>Contents</th>
<th>Capture data item name</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFHEP.DATA.00017</td>
<td>8</td>
<td>Transaction class name, for example &quot;DFHTCL01&quot;</td>
<td>tranclass</td>
</tr>
<tr>
<td>DFHEP.DATA.00018</td>
<td>10</td>
<td>FROM active tasks in tranclass, for example &quot;50&quot;</td>
<td>from_active</td>
</tr>
<tr>
<td>DFHEP.DATA.00019</td>
<td>10</td>
<td>TO active tasks in tranclass, for example &quot;51&quot;</td>
<td>to_active</td>
</tr>
<tr>
<td>DFHEP.DATA.00020</td>
<td>10</td>
<td>MAXACTIVE tasks for tranclass, for example &quot;100&quot;</td>
<td>max_active</td>
</tr>
<tr>
<td>DFHEP.DATA.00021</td>
<td>10</td>
<td>Percentage of MAXACTIVE tasks, for example &quot;50&quot;</td>
<td>percent_maxactive</td>
</tr>
<tr>
<td>DFHEP.DATA.00022 - DFHEP.DATA.000nn</td>
<td>255</td>
<td>Value of user-defined static data item</td>
<td>As defined by user</td>
</tr>
</tbody>
</table>
### Table 21. Additional containers for data that is emitted for all transaction abend system rule events

<table>
<thead>
<tr>
<th>Container name</th>
<th>Container size in bytes</th>
<th>Contents</th>
<th>Capture data item name</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFHEP.DATA.00017</td>
<td>4</td>
<td>Transaction ID, for example &quot;ABND&quot;</td>
<td>transaction</td>
</tr>
<tr>
<td>DFHEP.DATA.00018</td>
<td>4</td>
<td>Transaction abend code, for example &quot;ASRA&quot;</td>
<td>abcode</td>
</tr>
<tr>
<td>DFHEP.DATA.00019 -</td>
<td>255</td>
<td>Value of user-defined static data item</td>
<td>As defined by user</td>
</tr>
<tr>
<td>DFHEP.DATA.000nn</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 22. Additional containers for data that is emitted for all user tasks system rule events

<table>
<thead>
<tr>
<th>Container name</th>
<th>Container size in bytes</th>
<th>Contents</th>
<th>Capture data item name</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFHEP.DATA.00017</td>
<td>10</td>
<td>FROM active user tasks, for example &quot;120&quot;</td>
<td>from_tasks</td>
</tr>
<tr>
<td>DFHEP.DATA.00018</td>
<td>10</td>
<td>TO active user tasks, for example &quot;121&quot;</td>
<td>to_tasks</td>
</tr>
<tr>
<td>DFHEP.DATA.00019</td>
<td>10</td>
<td>MXT tasks, for example &quot;200&quot;</td>
<td>maxtasks</td>
</tr>
<tr>
<td>DFHEP.DATA.00020</td>
<td>10</td>
<td>Percentage of MXT tasks, for example &quot;60&quot;</td>
<td>percent_maxtasks</td>
</tr>
<tr>
<td>DFHEP.DATA.00021 -</td>
<td>255</td>
<td>Value of user-defined static data item</td>
<td>As defined by user</td>
</tr>
<tr>
<td>DFHEP.DATA.000nn</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

If your policy events are consumed by a CICS program that is running under a CICS task that is started by the transaction start EP adapter, the policy event data is passed to the program in containers with the same names as listed in Table 5 on page 150 through Table 22 on page 159. The capture item names are passed in corresponding DFHEP.NAME涯nnnn containers. For more information about the container-based event (CCE) format that is used to pass event data to a CICS program, see CICS container-based event (CCE) format.

### XML schemas for policy events

If you use CICS Explorer Version 5.4.0.4 or later, you can export the XML schemas that describe the payload of both task and system rule policy events in all the XML formats that CICS event processing supports. See Exporting event specifications from a policy in the CICS Explorer product documentation.

If you use an earlier version of CICS Explorer that does not support the export of event specifications, the CICS bundle project schemas in the zFS directory /usr/lpp/cicsts/cicsts55/schemas/policy contains the XML schemas that describe the payload of both task and system rule policy events in all the XML formats that are supported by CICS event processing. All policy schema are in UTF-8 encoding.
<table>
<thead>
<tr>
<th>XML format</th>
<th>Task rule schema</th>
<th>System rule schema</th>
<th>Description</th>
</tr>
</thead>
</table>
| CBE or CBER | task_rules_payload_cbe.xsd | bundleAvailable_rule_payload_cbe.xsd
|             |                          | bundleEnable_rule_payload_cbe.xsd                      | Contain the schemas for policy events in the Common base event (CBE) or Common based event REST (CBER) formats. These schemas can be imported into IBM Business Monitor to allow it to consume policy events. |
|             |                          | db2Connection_rule_payload_cbe.xsd                     |                                                                                                                                             |
|             |                          | fileEnable_rule_payload_cbe.xsd                        |                                                                                                                                             |
|             |                          | fileOpen_rule_payload_cbe.xsd                          |                                                                                                                                             |
|             |                          | ipicConnection_rule_payload_cbe.xsd                    |                                                                                                                                             |
|             |                          | message_rule_payload_cbe.xsd                           |                                                                                                                                             |
|             |                          | mroConnection_rule_payload_cbe.xsd                     |                                                                                                                                             |
|             |                          | programEnable_rule_payload_cbe.xsd                     |                                                                                                                                             |
|             |                          | taskThreshold_rule_payload_cbe.xsd                     |                                                                                                                                             |
|             |                          | tclassThreshold_rule_payload_cbe.xsd                   |                                                                                                                                             |
|             |                          | transactionAbend_rule_payload_cbe.xsd                  |                                                                                                                                             |
| DSIE        | task_rules_dsie.xsd      | bundleAvailable_rule_dsie.xsd                          | Contain the schemas for policy events in the Decision Server Insights Event (DSIE) format. These schemas can be imported by the Decision Server Insights component of IBM Operational Decision Manager to allow it to consume policy events. |
|             |                          | bundleEnable_rule_dsie.xsd                             |                                                                                                                                             |
|             |                          | db2Connection_rule_dsie.xsd                            |                                                                                                                                             |
|             |                          | fileEnable_rule_dsie.xsd                               |                                                                                                                                             |
|             |                          | fileOpen_rule_dsie.xsd                                 |                                                                                                                                             |
|             |                          | ipicConnection_rule_dsie.xsd                           |                                                                                                                                             |
|             |                          | message_rule_dsie.xsd                                  |                                                                                                                                             |
|             |                          | mroConnection_rule_dsie.xsd                            |                                                                                                                                             |
|             |                          | programEnable_rule_dsie.xsd                            |                                                                                                                                             |
|             |                          | taskThreshold_rule_dsie.xsd                            |                                                                                                                                             |
|             |                          | tclassThreshold_rule_dsie.xsd                          |                                                                                                                                             |
|             |                          | transactionAbend_rule_dsie.xsd                         |                                                                                                                                             |
Table 23. XML schemas for policy events (continued)

<table>
<thead>
<tr>
<th>XML format</th>
<th>Task rule schema</th>
<th>System rule schema</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>WBE</td>
<td>task_rules_wbe.xsd</td>
<td>bundleAvailable_rule_wbe.xsd bundleEnable_rule_wbe.xsd db2Connection_rule_wbe.xsd fileEnable_rule_wbe.xsd fileOpen_rule_wbe.xsd ipicConnection_rule_wbe.xsd message_rule_wbe.xsd mroConnection_rule_wbe.xsd programEnable_rule_wbe.xsd taskThreshold_rule_wbe.xsd tclassThreshold_rule_wbe.xsd transactionAbend_rule_wbe.xsd</td>
<td>Contain the schemas for policy events in the WebSphere Business Events (WBE) format. These schemas can be imported by the Decision Server Events component of IBM Operational Decision Manager to allow it to consume policy events.</td>
</tr>
</tbody>
</table>

**Note:** For Common base event (CBE), Common based event REST (CBER), or Decision Server Insights Event (DSIE) XML formats, you must edit the XML schema to replace all instances of the symbol `{USERTAG}` with the value that is specified for the User tag field in the policy definition editor. See comments in the XSD file for more instructions on the required changes.

### Policy event in CFE format

The CFE format represents a policy event in CICS Flattened Event format.

DFHMPFE assembles the event context and policy data values as a programming data structure. DFHMPFE has a static portion containing context data and a dynamic portion containing the data specific to each event. The data can be consumed by using one of the mapping structures shown in the following table:

<table>
<thead>
<tr>
<th>Name</th>
<th>Language</th>
<th>Library</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFHMPFED</td>
<td>Assembler</td>
<td>SDFHMAC</td>
</tr>
<tr>
<td>DFHMPFEH</td>
<td>C/C++</td>
<td>SDFHC370</td>
</tr>
<tr>
<td>DFHMPFEL</td>
<td>PL/I</td>
<td>SDFHPL1</td>
</tr>
<tr>
<td>DFHMPFE0</td>
<td>COBOL</td>
<td>SDFHCOB</td>
</tr>
</tbody>
</table>

The copybooks providing these mappings can be found in:
- hlq.SDFHMAC
- hlq.SDFHC370
- hlq.SDFHPL1
- hlq.SDFHCOB

The MPFE structure consists of three parts, as detailed in the following list. The first part is the contextual data associated with the event in EPFE format. For more information about the fields of the EPFE, see CICS flattened event (CFE) format. The second part is the data emitted for all task and system rule policy events. The third part is the data specific to a particular rule type.

- MPFE
  - MPFE_Context_Data - as for EPFE
- MPFE_Common_Data
  - Version Number
  - Task ID
  - Transaction ID
  - User ID
  - Program name
  - Policy name
  - Rule name
  - Rule group
  - Rule type
  - Name of bundle that contains the policy
  - Bundle major version
  - Bundle minor version
  - Bundle micro version
  - Bundle ID
  - Policy user tag
  - Platform name
- MPFE_Rule_Specific_Data
  - MPFE_Task
    - Application name
    - Application major version
    - Application minor version
    - Application micro version
    - Operation
    - Rule category
    - Rule operator
    - Rule threshold
    - Current count
  - MPFE_AID_threshold
    - AID threshold
  - MPFE_Bundle_Available
    - Bundle name
    - Bundle from available status
    - Bundle to available status
    - Bundle ID
    - Bundle version major
    - Bundle version minor
    - Bundle version micro
    - Bundle directory
    - Platform name
    - Application name
    - Application version major
    - Application version minor
• Application version micro
  - MPFE_Bundle_Enable
    • Bundle name
    • Bundle from enable status
    • Bundle to enable status
    • Bundle ID
    • Bundle version major
    • Bundle version minor
    • Bundle version micro
    • Bundle directory
    • Platform name
    • Application name
    • Application version major
    • Application version minor
    • Application version micro
  - MPFE_DBCTL_Connection
    • DBCTL From connection status
    • DBCTL To connection status
    • DBCTL id
  - MPFE_DB2_Connection
    • Db2 id
    • Db2 group id
    • Db2 release
    • From connection status
    • To connection status
  - MPFE_File_Enable
    • File name
    • Dsname
    • File from enable status
    • File to enable status
    • File open status
  - MPFE_File_Open
    • File name
    • Dsname
    • File from open status
    • File to open status
    • File enable status
  - MPFE_IPIC_Connection
    • IPCONN name
    • Connection from status
    • Connection to status
    • Applid
    • Host
• Host type
• Port number
• Network Id

- MPFE_Message
  • Message id
  • Message text
  • Insert 1 thru 30

- MPFE_MQ_Connection
  • IBM MQ Connection from status
  • IBM MQ Connection to status
  • IBM MQ name
  • IBM MQ Queue Manager name
  • IBM MQ release

- MPFE_MRO_Connection
  • Connection name
  • Connection from status
  • Connection to status
  • Accessmethod
  • Netname name

- MPFE_Pipeline_Enable
  • Pipeline name
  • Pipeline from enable status
  • Pipeline to enable status
  • Pipeline mode
  • Pipeline message format

- MPFE_Program_Enable
  • Program name
  • Program from enable status
  • Program to enable status
  • Remote system
  • Remote name
  • Library name
  • Library dsn
  • Platform name
  • Application name
  • Application version major
  • Application version minor
  • Application version micro
  • Operation

- MPFE_Tran_Abend
  • Transaction ID
  • Abend code

- MPFE_Tranclass_Task
Policy scopes

You can associate a policy scope with a policy that defines task rules, to specify how policy task rules are applied to CICS user tasks. However, the scope of the task rules depends on both the associated policy scope, and how the CICS bundle that defines the policy is deployed.

Policies are defined in a CICS bundle, which is then deployed into a CICS region in different ways. Policies that define task rules can be deployed into a stand-alone CICS region, with a CICS platform, or with a CICS application. Policies that define system rules can be deployed only into a stand-alone CICS region or with a CICS platform.

For policies that define system rules, regardless of how the policies are deployed, the rules apply to all tasks (system or user) in the CICS region that change the system or resource state.

For a policy that defines task rules, the scope of the task rules is determined by both how the CICS bundle that defines the policy is deployed, and any policy scope that is defined for the policy in the CICS bundle manifest. A policy that defines task rules can be deployed in the following ways:

Deploy into a stand-alone CICS region (no policy scope)
When a policy is deployed into a stand-alone CICS region, task rules that are defined in the policy apply to all user tasks that are running in that CICS region. This deployment method is useful where you cannot define a CICS platform or application.

Deploy into a stand-alone CICS region with a policy scope
When a policy with an associated policy scope is deployed into a stand-alone CICS region, any task rules that are defined in the policy apply only to user tasks with a matching operation in their application context.

Deploy with a CICS platform
When a policy is deployed with a CICS platform, task rules that are defined in the policy apply to all user tasks that have the matching platform in their application context.

Deploy with a CICS application (no policy scope)
When a policy is deployed with a CICS application, task rules that are defined in the policy apply to all user tasks on the platform that have the matching platform, application, and application version information in their application context.

Deploy with a CICS application with a policy scope
When a policy with an associated policy scope is deployed with a CICS application, task rules that are defined in the policy apply to all user tasks on the platform that have the matching platform, application, application version, and operation information in their application context.
<table>
<thead>
<tr>
<th>Effective policy scope</th>
<th>What the policy rules apply to</th>
<th>How the policy is deployed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Region</td>
<td>The policy task rules apply to all user tasks that run in the CICS region to which you deploy the policy.</td>
<td>The policy is deployed as a CICS BUNDLE resource defined in the CSD or CICSPlex SM data repository, and installed into any CICS region.</td>
</tr>
<tr>
<td>2 Platform</td>
<td>The policy task rules apply to all user tasks on the platform that have the matching platform in their application context.</td>
<td>When you define a CICS Platform project, you add to it the CICS bundles that contain policy definitions to be deployed with the platform. If you want to deploy a policy to an already active platform, export the policy bundle to the platform home directory in zFS, and then use the CICS Explorer ADDBUNDLE operation dialog to install it into a region type. For more information about the ADDBUNDLE operation dialog, see Adding a CICS bundle to a platform in the CICS Explorer product documentation.</td>
</tr>
<tr>
<td>3 Application</td>
<td>The policy task rules apply to all user tasks on the platform that have the matching platform, application, and application version information in their application context.</td>
<td>When you define a CICS Application project, you add to it the CICS bundles that contain policy definitions to be deployed with the application. Alternatively, you can also deploy CICS bundles with the application binding, depending on the architecture of your application.</td>
</tr>
<tr>
<td>Effective policy scope</td>
<td>What the policy rules apply to</td>
<td>How the policy is deployed</td>
</tr>
<tr>
<td>------------------------</td>
<td>-------------------------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td><strong>4 Operation</strong></td>
<td>When a policy is deployed with an application, the policy task rules apply to all user tasks on the platform that have the matching platform, application, application version, and operation information in their application context. When a policy is deployed to a stand-alone CICS region, the policy task rules apply to all user tasks in the region that have matching operation information in their application context.</td>
<td>Define the policies in a CICS bundle. Then define the scoping for the operation by editing the CICS bundle manifest with the CICS manifest editor to define an application entry point and a policy scope. Finally, do one of the following: Add the CICS bundle to a CICS Application project for deployment. Deploy the policy as a CICS BUNDLE resource defined in the CSD or CICSPlex SM data repository, and install it into any CICS region. CICS bundles that define a policy scope for an operation cannot be deployed with a platform project or added to an already active platform by using the ADDBUNDLE operation dialog. For more information, see Defining policy scopes in the CICS Explorer product documentation and Defining application entry points in the CICS Explorer product documentation.</td>
</tr>
</tbody>
</table>

When a policy is installed into a CICS region, CICS combines its task rules with all the task rules of the other policies that are deployed with different scopes in that CICS region to determine a set of task rules that apply for each unique runtime scope. Policy rules that are deployed with different scopes might apply to the same task. For a policy deployed to a CICS platform or with a CICS application, you can use the Cloud Explorer view in CICS Explorer to determine which set of policy rules apply to a given scope. See Searching for policy rules in the CICS Explorer product documentation. For example:

- If you search for policy rules against a specific application version, you see an aggregation of the policy task rules for scopes 1, 2, and 3. This set of task rules applies to all user tasks for this application version.

- If you search for policy rules against a specific operation of an application, you see an aggregation of the policy task rules that apply at scopes 1, 2, 3, and 4. This search shows any additional policy task rules that apply to a specific operation of an application, as well as the policy task rules that apply to the application.

- If you search for policy rules against a platform, you see an aggregation of the policy task rules that apply at scopes 1 and 2. This search shows you all the policy task rules that apply to all the application tasks that run on the selected platform. It is a subset of the policy task rules you see if you search for the policy rules for a specific application (or application operation) running on that platform.

- Similarly, if you search for policy rules against a region type, you see an aggregation of the policy task rules that apply at scopes 1 and 2. This search shows you all the policy task rules that apply to all application tasks that run in regions of this type on the platform.
Because policy rules can be aggregated in this way, CICS maintains a number of sets of policy task rules:

- A set of all policy task rules with region scope.
- A set of all policy task rules with platform scope; one for each platform that a specific CICS region is a member of.
- A set of all policy task rules for a specific application version; one set for each application version that is deployed in the CICS region.
- A set of all policy task rules for each operation of an application version; one set for each operation of an application version.

CICS associates one of these sets of policy task rules with the task at one of two points in the lifetime of the task:

**When a task is attached**

At task attach time, depending on whether the task's application context is set, CICS determines task rules to be associated with the task as follows:

- If the task's application context is set, that is, the task has passed through an application entry point, CICS applies the set of policy rules whose scope best matches the task's application context. CICS checks for the best match as follows:
  1. CICS checks for a set of rules whose scope matches the platform, application, application version, and operation in the task's application context. When the application entry point is defined in a CICS bundle that is deployed to a stand-alone CICS region, only the operation name is set in the task's application context. In this case, if no match is found, CICS continues the search from step “4” on page 168; otherwise, it proceeds to step “2” on page 168.
  2. If no match is found, CICS checks for a set of rules that match the platform, application, and application version in the task's application context.
  3. If still no match is found, CICS checks for a set that matches the platform name only.
  4. If still no match is found, CICS checks for a set of rules that apply for the region.
  5. If still no match is found, the task executes without any policy rules.

For the remainder of this task's lifetime, these are the policy rules that are enforced. Even if the application context changes, the policy rules do not change.

- If the task's application context is not set, CICS associates the set of region policy rules, if any, with the task.

**When a task invokes an application entry point program by using EXEC CICS LINK or INVOKE APPLICATION**

If the application context was set at task attach, the policy rules for the task remain unchanged. However, if the application context was not set at task attach, CICS looks for the best set of policy rules that match the task's application context, as described earlier. If a match is found, this set of policy rules replaces any region-scoped policy rules that were associated with the task at task attach. This new set includes any such region-scoped rules.

For more information about application context, see Application context.

During task execution, CICS applies the policy rules of a specific type in order of the lowest threshold to the highest threshold. When multiple rules apply to the same threshold, CICS processes message action rules first, then event action rules, and finally abend action rules. This order ensures that messages and events are emitted before a task abends.

**Policy schema versions**

Policy schema versions are used to provide the greatest compatibility with your systems.

The policy schema version is identified by a version and release number shown in the schema. For example, a policy schema version of 1.0 is expressed in the schema as:

```
policySchemaVersion="1" policySchemaRelease="0"
```
If a CICS release includes a new policy schema, the schema version number is incremented at that release.

If the IBM service organization introduces a new policy schema, the schema release number is incremented. For example, a new policy schema is provided for existing CICS releases so that a policy can define static data capture items or an event name for rules that specify the event action. The schema release number becomes 1, so the policy schema version becomes 1.1 and is expressed in the schema as:

`policySchemaVersion="1" policySchemaRelease="1"`

When you use the policy definition editor to create a policy in a CICS Bundle project, the policy schema version is set to the minimum level for the rules that you define in that policy. This provides the greatest compatibility with systems that might not support later schema versions. The required CICS release for each rule is displayed in the Overview tab of the policy definition editor, together with an aggregate CICS release for the policy. The required CICS release for each rule is also displayed on the Rules tab of the policy definition editor for the rule being edited. For example, if you select a Database request rule with the DLI command subtype, the following information is displayed: Requires CICS TS 5.3 or later. If you select a Database request rule with the SQL command subtype, the following information is displayed: Requires CICS TS 5.1 or later. Any attempt to install a policy into a CICS region at an earlier CICS release than the aggregate CICS release for the policy displayed in the Overview tab will fail with the message DFHMP2004.

If you use a text editor with a policy file to add or remove rules, be aware that this might affect the required policy schema version. You must ensure that the schema version expressed in the `<policy:policy>` tag is at the lowest level that supports all the policy rules. When you save your changes, the policy is validated. If the schema version is not correct, error messages that help you determine the correct schema version are displayed in the Problems view of CICS Explorer. You must correct any errors before you can export the CICS bundle to zFS.

### Listing of rule conditions, policy schema version and minimum CICS release

<table>
<thead>
<tr>
<th>Task rules</th>
<th>System rules</th>
</tr>
</thead>
<tbody>
<tr>
<td>Listing by task rule type and item</td>
<td>Listing by system rule type</td>
</tr>
<tr>
<td>Listing by policy schema version</td>
<td></td>
</tr>
</tbody>
</table>

### Reference for task rules

Table 26 on page 169 shows the minimum CICS release for each task rule, ordered by task rule type and item.

<table>
<thead>
<tr>
<th>Task rule type</th>
<th>Item</th>
<th>Policy schema version</th>
<th>CICS release</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>Set Transaction ID and User ID conditions</td>
<td>5.2</td>
<td>5.4 and 5.5 with APAR &quot;3&quot; on page 171</td>
</tr>
<tr>
<td>Async requests</td>
<td>RUN TRANSID commands</td>
<td>5.0</td>
<td>5.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.1</td>
<td>5.4 with APAR &quot;2&quot;</td>
</tr>
<tr>
<td>Database requests</td>
<td>DLI commands</td>
<td>3.0</td>
<td>5.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.1</td>
<td>5.3 with APAR &quot;2&quot;</td>
</tr>
<tr>
<td>Database requests</td>
<td>SQL commands</td>
<td>1.0</td>
<td>5.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.1</td>
<td>5.1 with APAR &quot;2&quot;</td>
</tr>
<tr>
<td>Task rule type</td>
<td>Item</td>
<td>Policy schema version</td>
<td>CICS release</td>
</tr>
<tr>
<td>---------------------</td>
<td>------------------------------------------</td>
<td>-----------------------</td>
<td>--------------</td>
</tr>
<tr>
<td>EXEC CICS requests</td>
<td>EXEC CICS commands</td>
<td>3.0</td>
<td>5.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.1 ¹</td>
<td>5.3 with APAR ²</td>
</tr>
<tr>
<td>File requests</td>
<td>DELETE commands</td>
<td>1.0</td>
<td>5.1</td>
</tr>
<tr>
<td></td>
<td>READ commands</td>
<td>1.1 ¹</td>
<td>5.1 with APAR ²</td>
</tr>
<tr>
<td></td>
<td>READNEXT commands</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>READPREV commands</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>READ UPDATE commands</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>REWRITE commands</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>STARTBR commands</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>WRITE commands</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IBM MQ requests</td>
<td>MQ commands</td>
<td>3.0</td>
<td>5.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.1 ¹</td>
<td>5.3 with APAR ²</td>
</tr>
<tr>
<td>Named counter requests</td>
<td>GET COUNTER commands</td>
<td>3.0</td>
<td>5.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.1 ¹</td>
<td>5.3 with APAR ²</td>
</tr>
<tr>
<td>Program requests</td>
<td>LINK commands</td>
<td>1.0</td>
<td>5.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.1 ¹</td>
<td>5.1 with APAR ²</td>
</tr>
<tr>
<td>Start requests</td>
<td>START commands</td>
<td>2.0</td>
<td>5.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.1 ¹</td>
<td>5.2 with APAR ²</td>
</tr>
<tr>
<td>Storage allocation</td>
<td>24-bit shared storage allocated</td>
<td>1.0</td>
<td>5.1</td>
</tr>
<tr>
<td></td>
<td>24-bit task storage allocated</td>
<td>1.1 ¹</td>
<td>5.1 with APAR ²</td>
</tr>
<tr>
<td></td>
<td>31-bit shared storage allocated</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>31-bit task storage allocated</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>64-bit shared storage allocated</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>64-bit task storage allocated</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Storage requests</td>
<td>24-bit shared storage requests</td>
<td>1.0</td>
<td>5.1</td>
</tr>
<tr>
<td></td>
<td>24-bit task storage requests</td>
<td>1.1 ¹</td>
<td>5.1 with APAR ²</td>
</tr>
<tr>
<td></td>
<td>31-bit shared storage requests</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>31-bit task storage requests</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>64-bit shared storage requests</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>64-bit task storage requests</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Syncpoint requests</td>
<td>SYNCPOINT commands</td>
<td>2.0</td>
<td>5.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.1 ¹</td>
<td>5.2 with APAR ²</td>
</tr>
<tr>
<td>TD queue requests</td>
<td>READQ TD commands</td>
<td>2.0</td>
<td>5.2</td>
</tr>
<tr>
<td></td>
<td>WRITEQ TD commands</td>
<td>2.1 ¹</td>
<td>5.2 with APAR ²</td>
</tr>
</tbody>
</table>
### Table 26. Task rule conditions, policy schema version and minimum CICS release (continued)

<table>
<thead>
<tr>
<th>Task rule type</th>
<th>Item</th>
<th>Policy schema version</th>
<th>CICS release</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>CPU time</td>
<td>1.0</td>
<td>5.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.1 &lt;sup&gt;1&lt;/sup&gt;</td>
<td>5.1 with APAR &lt;sup&gt;2&lt;/sup&gt;</td>
</tr>
<tr>
<td>Time</td>
<td>Elapsed time</td>
<td>2.0</td>
<td>5.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.1 &lt;sup&gt;1&lt;/sup&gt;</td>
<td>5.2 with APAR &lt;sup&gt;2&lt;/sup&gt;</td>
</tr>
<tr>
<td>TS queue bytes</td>
<td>All TS written</td>
<td>2.0</td>
<td>5.2</td>
</tr>
<tr>
<td></td>
<td>Auxiliary TS written</td>
<td>2.1 &lt;sup&gt;1&lt;/sup&gt;</td>
<td>5.2 with APAR &lt;sup&gt;2&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Main TS written</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TS queue bytes</td>
<td>Shared TS written</td>
<td>3.0</td>
<td>5.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.1 &lt;sup&gt;1&lt;/sup&gt;</td>
<td>5.2 with APAR &lt;sup&gt;2&lt;/sup&gt;</td>
</tr>
<tr>
<td>TS queue requests</td>
<td><strong>ALL WRITEQ TS</strong> commands</td>
<td>2.0</td>
<td>5.2</td>
</tr>
<tr>
<td></td>
<td><strong>READQ TS</strong> commands</td>
<td>2.1 &lt;sup&gt;1&lt;/sup&gt;</td>
<td>5.2 with APAR &lt;sup&gt;2&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td><strong>WRITEQ TS</strong> commands to auxiliary</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>WRITEQ TS</strong> commands to main</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TS queue requests</td>
<td>WRITEQ TS commands to shared</td>
<td>3.0</td>
<td>5.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.1 &lt;sup&gt;1&lt;/sup&gt;</td>
<td>5.3 with APAR &lt;sup&gt;2&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

**Note:**

1. The schema release number is 1 if a task rule defines a static data item or an event name. That is, the required policy schema version is 1.1, 2.1, 3.1, or 5.1, depending on the task rule type.

2. Available when the PTF for APAR PI88500 is applied to the relevant release of CICS TS (5.1 through 5.4).

3. Available when the PTF for APAR PH26145 is applied to the relevant release of CICS TS (5.4 and 5.5).

Table 27 on page 171 shows the minimum CICS release for each task rule condition, ordered by policy schema version.

### Table 27. Task rule conditions and minimum CICS release

<table>
<thead>
<tr>
<th>Policy schema version</th>
<th>CICS release</th>
<th>Task rule type</th>
<th>Item</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>5.1</td>
<td>Database requests</td>
<td>SQL commands</td>
</tr>
<tr>
<td></td>
<td>5.1 with APAR &lt;sup&gt;2&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.1 &lt;sup&gt;1&lt;/sup&gt;</td>
<td></td>
<td>File requests</td>
<td><strong>DELETE</strong> commands</td>
</tr>
<tr>
<td></td>
<td>5.1</td>
<td></td>
<td><strong>READ</strong> commands</td>
</tr>
<tr>
<td></td>
<td>5.1 with APAR &lt;sup&gt;2&lt;/sup&gt;</td>
<td></td>
<td><strong>READNEXT</strong> commands</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>READPREV</strong> commands</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>READ UPDATE</strong> commands</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>REWRITE</strong> commands</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>STARTBR</strong> commands</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>WRITE</strong> commands</td>
</tr>
<tr>
<td>Policy schema version</td>
<td>CICS release</td>
<td>Task rule type</td>
<td>Item</td>
</tr>
<tr>
<td>-----------------------</td>
<td>--------------</td>
<td>----------------</td>
<td>------</td>
</tr>
<tr>
<td>1.0</td>
<td>5.1</td>
<td>Program requests</td>
<td>LINK commands</td>
</tr>
<tr>
<td></td>
<td>5.1 with APAR 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.1 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>5.1</td>
<td>Storage allocation</td>
<td>24-bit shared storage allocated</td>
</tr>
<tr>
<td></td>
<td>5.1 with APAR 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>24-bit task storage allocated</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>31-bit shared storage allocated</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>31-bit task storage allocated</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>64-bit shared storage allocated</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>64-bit task storage allocated</td>
</tr>
<tr>
<td>1.1 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>5.1</td>
<td>Storage requests</td>
<td>24-bit shared storage requests</td>
</tr>
<tr>
<td></td>
<td>5.1 with APAR 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>24-bit task storage requests</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>31-bit shared storage requests</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>31-bit task storage requests</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>64-bit shared storage requests</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>64-bit task storage requests</td>
</tr>
<tr>
<td>1.1 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>5.1</td>
<td>Time</td>
<td>CPU time</td>
</tr>
<tr>
<td></td>
<td>5.1 with APAR 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.1 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>5.2</td>
<td>Start requests</td>
<td>START commands</td>
</tr>
<tr>
<td></td>
<td>5.2 with APAR 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.1 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>5.2</td>
<td>Syncpoint requests</td>
<td>SYNCPOINT commands</td>
</tr>
<tr>
<td></td>
<td>5.2 with APAR 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.1 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>5.2</td>
<td>TD queue requests</td>
<td>READQ TD commands</td>
</tr>
<tr>
<td></td>
<td>5.2 with APAR 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>WRITEQ TD commands</td>
</tr>
<tr>
<td>2.1 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>5.2</td>
<td>Time</td>
<td>Elapsed time</td>
</tr>
<tr>
<td></td>
<td>5.2 with APAR 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.1 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>5.2</td>
<td>TS queue bytes</td>
<td>All TS written</td>
</tr>
<tr>
<td></td>
<td>5.2 with APAR 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Auxiliary TS written</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Main TS written</td>
</tr>
<tr>
<td>2.1 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>5.2</td>
<td>TS queue requests</td>
<td>ALL WRITEQ TS commands</td>
</tr>
<tr>
<td></td>
<td>5.2 with APAR 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>READQ TS commands</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>WRITEQ TS commands to auxiliary</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>WRITEQ TS commands to main</td>
</tr>
<tr>
<td>2.1 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>5.3</td>
<td>Database requests</td>
<td>DLI commands</td>
</tr>
<tr>
<td></td>
<td>5.3 with APAR 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.1 1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 27. Task rule conditions and minimum CICS release (continued)

<table>
<thead>
<tr>
<th>Policy schema version</th>
<th>CICS release</th>
<th>Task rule type</th>
<th>Item</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.0</td>
<td>5.3</td>
<td>EXEC CICS requests</td>
<td>EXEC CICS commands</td>
</tr>
<tr>
<td>3.1</td>
<td>5.3 with APAR</td>
<td>EXEC CICS commands</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>5.3</td>
<td>IBM MQ requests</td>
<td>MQ commands</td>
</tr>
<tr>
<td>3.1</td>
<td>5.3 with APAR</td>
<td>IBM MQ requests</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>5.3</td>
<td>Named counter requests</td>
<td>GET COUNTER commands</td>
</tr>
<tr>
<td>3.1</td>
<td>5.3 with APAR</td>
<td>Named counter requests</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>5.3</td>
<td>TS queue bytes</td>
<td>Shared TS written</td>
</tr>
<tr>
<td>3.1</td>
<td>5.3 with APAR</td>
<td>TS queue bytes</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>5.3</td>
<td>TS queue requests</td>
<td>WRITEQ TS commands to shared</td>
</tr>
<tr>
<td>3.1</td>
<td>5.3 with APAR</td>
<td>TS queue requests</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>5.4</td>
<td>Async requests</td>
<td>RUN TRANSID commands</td>
</tr>
<tr>
<td>5.1</td>
<td>5.4 with APAR</td>
<td>Async requests</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.2</td>
<td>5.4 and 5.5 with APAR</td>
<td>All</td>
<td>Set Transaction ID and User ID</td>
</tr>
<tr>
<td></td>
<td>&quot;3&quot; on page 173</td>
<td></td>
<td>conditions</td>
</tr>
</tbody>
</table>

Note:
1. The schema release number is 1 if a task rule defines a static data item or an event name. That is, the required policy schema version is 1.1, 2.1, 3.1, or 5.1, depending on the task rule type.
2. Available when the PTF for APAR PI88500 is applied to the relevant release of CICS TS (5.1 through 5.4).
3. Available when the PTF for APAR PH26145 is applied to the relevant release of CICS TS (5.4 and 5.5).

Reference for system rules

Table 28 on page 173 shows the schema version and minimum CICS release for each system rule condition, ordered by system rule type.

Table 28. System rule conditions, policy schema version and minimum CICS release

<table>
<thead>
<tr>
<th>System rule type</th>
<th>Policy schema version</th>
<th>CICS release</th>
</tr>
</thead>
<tbody>
<tr>
<td>AID threshold</td>
<td>6.0</td>
<td>5.5</td>
</tr>
<tr>
<td>Bundle available status</td>
<td>4.2</td>
<td>5.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.4 with APAR</td>
</tr>
<tr>
<td>Bundle enable status</td>
<td>4.2</td>
<td>5.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.4 with APAR</td>
</tr>
<tr>
<td>DBCTL connection status</td>
<td>6.1</td>
<td>5.5 with APAR</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.5 with APAR</td>
</tr>
<tr>
<td>System rule type</td>
<td>Policy schema version</td>
<td>CICS release</td>
</tr>
<tr>
<td>----------------------------</td>
<td>-----------------------</td>
<td>---------------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.1, 5.2, or 5.3 with APAR</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.1, 5.2, 5.3, or 5.4 with APAR</td>
</tr>
<tr>
<td>Db2 connection status</td>
<td>4.0</td>
<td>5.4</td>
</tr>
<tr>
<td></td>
<td>4.1</td>
<td>5.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.1, 5.2, 5.3, or 5.4 with APAR</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.1, 5.2, 5.3, or 5.4 with APAR</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.5</td>
</tr>
<tr>
<td>File enable status</td>
<td>4.0</td>
<td>5.4</td>
</tr>
<tr>
<td></td>
<td>4.1</td>
<td>5.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.1, 5.2, 5.3, or 5.4 with APAR</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.1, 5.2, 5.3, or 5.4 with APAR</td>
</tr>
<tr>
<td>File open status</td>
<td>4.0</td>
<td>5.4</td>
</tr>
<tr>
<td></td>
<td>4.1</td>
<td>5.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.1, 5.2, 5.3, or 5.4 with APAR</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.1, 5.2, 5.3, or 5.4 with APAR</td>
</tr>
<tr>
<td>IBM MQ connection status</td>
<td>6.1</td>
<td>5.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.5 with APAR</td>
</tr>
<tr>
<td>IPIC connection status</td>
<td>4.2</td>
<td>5.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.4 with APAR</td>
</tr>
<tr>
<td>Message</td>
<td>4.0</td>
<td>5.4</td>
</tr>
<tr>
<td></td>
<td>4.1</td>
<td>5.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.1, 5.2, 5.3, or 5.4 with APAR</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.1, 5.2, 5.3, or 5.4 with APAR</td>
</tr>
<tr>
<td>MRO connection status</td>
<td>4.2</td>
<td>5.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.4 with APAR</td>
</tr>
<tr>
<td>Pipeline enable status</td>
<td>6.1</td>
<td>5.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.5 with APAR</td>
</tr>
<tr>
<td>Program enable status</td>
<td>4.2</td>
<td>5.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.4 with APAR</td>
</tr>
<tr>
<td>Transaction class tasks</td>
<td>4.0</td>
<td>5.4</td>
</tr>
<tr>
<td></td>
<td>4.1</td>
<td>5.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.1, 5.2, 5.3, or 5.4 with APAR</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.1, 5.2, 5.3, or 5.4 with APAR</td>
</tr>
</tbody>
</table>
### Table 28. System rule conditions, policy schema version and minimum CICS release (continued)

<table>
<thead>
<tr>
<th>System rule type</th>
<th>Policy schema version</th>
<th>CICS release</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transaction abend</td>
<td>4.0</td>
<td>5.4</td>
</tr>
<tr>
<td></td>
<td>4.1 2</td>
<td>5.1, 5.2, or 5.3 with APAR 1_</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.1, 5.2, 5.3, or 5.4 with APAR 3_</td>
</tr>
<tr>
<td>User tasks</td>
<td>4.0</td>
<td>5.4</td>
</tr>
<tr>
<td></td>
<td>4.1 2</td>
<td>5.1, 5.2, or 5.3 with APAR 1_</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.1, 5.2, 5.3, or 5.4 with APAR 3_</td>
</tr>
</tbody>
</table>

**Note:**

1. Available when the PTF for APAR PI83667 is applied to CICS TS 5.1, 5.2, or 5.3.
2. The schema release number is 1 if a system rule defines a static data capture item or an event name. That is, the required policy schema version is 4.1.
3. Available when the PTF for APAR PI88500 is applied to CICS TS 5.4, or when the PTFs for APARs PI83667 and PI88500 are applied to CICS TS 5.1, 5.2, or 5.3.
4. Available when the PTF for APAR PI92806 is applied to CICS TS 5.4.
5. Available when the PTF for APAR PH07632 is applied to CICS TS 5.5.

### CICS monitoring data for determining task rule thresholds

You can use CICS monitoring data to determine an appropriate threshold to set for a policy task rule.

Table 29 on page 175 lists which items of CICS monitoring data you can use to determine an appropriate threshold for each supported CICS policy task rule type. The field names of the monitoring data items are nicknames and might not be unique, so the field IDs are also listed. If you are administering CICS systems of mixed releases, be aware that some task rules are not supported by the policy function in older releases of CICS. The CICS release number shown by the field name of a performance data item indicates the earliest release that item was supported by the policy function. If omitted, the release number is CICS TS V5.1.

<table>
<thead>
<tr>
<th>Rule type</th>
<th>Rule subtype</th>
<th>Performance data group</th>
<th>Performance data item</th>
<th>Field name</th>
<th>Field ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Async request</td>
<td>RUN TRANSID command</td>
<td>DFHTASK</td>
<td>ASRUNCT V5.4</td>
<td>ASRUNCT V5.4</td>
<td>471</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Database request</td>
<td>DLI command</td>
<td>DFHDATA</td>
<td>IMSREQCT V5.3</td>
<td>IMSREQCT V5.3</td>
<td>179</td>
</tr>
<tr>
<td></td>
<td>SQL command</td>
<td>DFHDATA</td>
<td>DB2REQCT</td>
<td></td>
<td>180</td>
</tr>
<tr>
<td>EXEC CICS request</td>
<td>EXEC CICS command</td>
<td>DFHCICS</td>
<td>EICTOTCT V5.3</td>
<td>EICTOTCT V5.3</td>
<td>402</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Rule type</th>
<th>Rule subtype</th>
<th>Performance data group</th>
<th>Performance data item</th>
<th>Field name</th>
<th>Field ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>File request</td>
<td>DELETE command</td>
<td>DFHFILE</td>
<td>FCDELCT</td>
<td></td>
<td>040</td>
</tr>
<tr>
<td></td>
<td>READ command</td>
<td>DFHFILE</td>
<td>FCGETCT</td>
<td></td>
<td>036</td>
</tr>
<tr>
<td></td>
<td>READ NEXT command</td>
<td>DFHFILE</td>
<td>FCBRWCT</td>
<td></td>
<td>038</td>
</tr>
<tr>
<td></td>
<td>READ PREVIOUS command</td>
<td>DFHFILE</td>
<td>FCBRWCT</td>
<td></td>
<td>038</td>
</tr>
<tr>
<td></td>
<td>READ UPDATE command</td>
<td>DFHFILE</td>
<td>FCGETCT</td>
<td></td>
<td>036</td>
</tr>
<tr>
<td></td>
<td>REWRITE command</td>
<td>DFHFILE</td>
<td>FCPUTCT</td>
<td></td>
<td>037</td>
</tr>
<tr>
<td></td>
<td>START BROWSE command</td>
<td>DFHFILE</td>
<td>See V5.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>WRITE command</td>
<td>DFHFILE</td>
<td>FCADDCT</td>
<td></td>
<td>039</td>
</tr>
<tr>
<td>IBM MQ request</td>
<td>MQ command</td>
<td>DFHDATA</td>
<td>WMQREQCT V5.3</td>
<td></td>
<td>395</td>
</tr>
<tr>
<td>Named counter request</td>
<td>GET COUNTER command</td>
<td>DFHCICS</td>
<td>NCGETCT V5.3</td>
<td></td>
<td>464</td>
</tr>
<tr>
<td>Program request</td>
<td>LINK command</td>
<td>DFHPROG</td>
<td>PCLINKCT</td>
<td></td>
<td>055</td>
</tr>
<tr>
<td>Start request</td>
<td>START command</td>
<td>DFHTASK</td>
<td>ICPUIINCT V5.2</td>
<td></td>
<td>059</td>
</tr>
<tr>
<td>Storage allocation</td>
<td>24-bit shared storage allocated</td>
<td>DFHSTOR</td>
<td>SC24GSHR</td>
<td></td>
<td>145</td>
</tr>
<tr>
<td></td>
<td>24-bit task storage allocated</td>
<td>DFHSTOR</td>
<td>SCUSRHWM + SC24CHWM</td>
<td></td>
<td>033 + 116</td>
</tr>
<tr>
<td></td>
<td>31-bit shared storage allocated</td>
<td>DFHSTOR</td>
<td>SC31GSHR</td>
<td></td>
<td>148</td>
</tr>
<tr>
<td></td>
<td>31-bit task storage allocated</td>
<td>DFHSTOR</td>
<td>SCUSRHWM + SC31CHWM</td>
<td></td>
<td>106 + 119</td>
</tr>
<tr>
<td></td>
<td>64-bit shared storage allocated</td>
<td>DFHSTOR</td>
<td>SC64GSHR</td>
<td></td>
<td>446</td>
</tr>
<tr>
<td></td>
<td>64-bit task storage allocated</td>
<td>DFHSTOR</td>
<td>SC64CHWM + SC64UHWM</td>
<td></td>
<td>442 + 444</td>
</tr>
<tr>
<td>Rule type</td>
<td>Rule subtype</td>
<td>Performance data group</td>
<td>Performance data item</td>
<td>Field name</td>
<td>Field ID</td>
</tr>
<tr>
<td>----------------</td>
<td>-------------------</td>
<td>------------------------</td>
<td>-----------------------</td>
<td>------------</td>
<td>----------</td>
</tr>
<tr>
<td>Storage request</td>
<td>24-bit shared storage request</td>
<td>DFHSTOR</td>
<td>SC24SGCT</td>
<td>144</td>
<td></td>
</tr>
<tr>
<td></td>
<td>24-bit task storage request</td>
<td>DFHSTOR</td>
<td>SCUGETCT  + SCGGETCT</td>
<td>054  + 117</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>See [2]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>31-bit shared storage request</td>
<td>DFHSTOR</td>
<td>SC31SGCT</td>
<td>147</td>
<td></td>
</tr>
<tr>
<td></td>
<td>31-bit task storage request</td>
<td>DFHSTOR</td>
<td>SCUGETCT  + SCGGETCT</td>
<td>105  + 120</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>See [2]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>64-bit shared storage request</td>
<td>DFHSTOR</td>
<td>SC64SGCT</td>
<td>445</td>
<td></td>
</tr>
<tr>
<td></td>
<td>64-bit task storage request</td>
<td>DFHSTOR</td>
<td>SC64CGCT  + SC64UGCT</td>
<td>441  + 443</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>See [2]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Syncpoint request</td>
<td>SYNCPOINT command</td>
<td>DFHSYNC</td>
<td>SPSYNCCT V5.2</td>
<td>060</td>
<td></td>
</tr>
<tr>
<td>TD queue request</td>
<td>READQ TD command</td>
<td>DFHDEST</td>
<td>TDGETCT V5.2</td>
<td>041</td>
<td></td>
</tr>
<tr>
<td></td>
<td>WRITEQ TD command</td>
<td>DFHDEST</td>
<td>TDPUTCT V5.2</td>
<td>042</td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>CPU time</td>
<td>DFHTASK</td>
<td>USRCPUT</td>
<td>008</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Elapsed time</td>
<td>DFHTASK</td>
<td>USRDISPT V5.2</td>
<td>007</td>
<td></td>
</tr>
<tr>
<td>TS queue bytes</td>
<td>WRITEQ TS command</td>
<td>Transaction resource class data</td>
<td>MNR_TSQUEUE_PUT_AUX_ITEML V5.2  + MNR_TSQUEUE_PUT_SHR_ITEML V5.3</td>
<td>See [3]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>WRITEQ TS AUXILIARY command</td>
<td>Transaction resource class data</td>
<td>MNR_TSQUEUE_PUT_AUX_ITEML V5.2</td>
<td>See [3]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>WRITEQ TS MAIN command</td>
<td>Transaction resource class data</td>
<td>MNR_TSQUEUE_PUT_MAIN_ITEML V5.2</td>
<td>See [3]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>WRITEQ TS SHARED command</td>
<td>Transaction resource class data</td>
<td>MNR_TSQUEUE_PUT_SHR_ITEML V5.3</td>
<td>See [3]</td>
<td></td>
</tr>
</tbody>
</table>
Table 29. CICS monitoring data used to determine a task rule threshold (continued)

<table>
<thead>
<tr>
<th>Rule type</th>
<th>Rule subtype</th>
<th>Performance data group</th>
<th>Performance data item</th>
<th>Field name</th>
<th>Field ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>TS queue request</td>
<td>READQ TS command</td>
<td>DFHTEMP</td>
<td>TGETCT V5.2</td>
<td>044</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>TGETSCT V5.3</td>
<td>460</td>
<td></td>
</tr>
<tr>
<td>WRITEQ TS command</td>
<td></td>
<td>DFHTEMP</td>
<td>TPUTACT V5.2</td>
<td>046</td>
<td></td>
</tr>
<tr>
<td>WRITEQ TS auxiliary command</td>
<td></td>
<td></td>
<td>TPUTMCT V5.2</td>
<td>047</td>
<td></td>
</tr>
<tr>
<td>WRITEQ TS main command</td>
<td></td>
<td></td>
<td>TPUTSCT V5.3</td>
<td>461</td>
<td></td>
</tr>
<tr>
<td>WRITEQ TS shared command</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes:

1. There is no monitoring data item for the number of STARTBR requests. You can calculate the number of STARTBR, ENDBR, RESETBR, and UNLOCK file control requests by subtracting the file request counts, FCGETCT, FCPUTCT, FCBRWC, FCADDCT, and FCDELCT from the total file request count, FCTOTCT. In most cases, half of this value would be a reasonable approximation for the number of STARTBR requests.

2. The total number of these two fields gives a worst-case high water mark for storage consumed by a task in a given DSA (24-bit, 31-bit, or 64-bit).

3. Transaction resource class data is produced for each temporary storage queue accessed by a task. To determine an appropriate policy threshold for a task, add the corresponding counts for each queue to get an aggregate number of bytes written to all temporary storage queues of a given type (auxiliary, main, or shared) by a task.

Policies and CICS Performance Analyzer

You can use sample forms in CICS Performance Analyzer for z/OS (CICS PA) to produce reports that you can use to identify suitable threshold values to set conditions in task rules.

Typically, the CICS PA reports list data by transaction identifier. The scope at which a policy is deployed determines whether a policy applies to a single CICS region, an entire platform or to a specific application, and transactions that are associated with the application instance.

Different versions of CICS PA provide different sample forms. The most suitable CICS PA sample forms for each currently supported policy task rule type are listed here by version of CICS PA.

Policies and CICS PA Version 5.4

The following table lists the most suitable CICS PA Version 5.4 sample forms for each policy task rule type that is currently supported.

Table 30. Sample CICS PA Version 5.4 forms for policies

<table>
<thead>
<tr>
<th>Policy rule type</th>
<th>Sample CICS PA Version 5.4 form</th>
<th>Title</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Async request</td>
<td>ASSUM</td>
<td>Asynchronous API Activity</td>
<td>Provides details of EXEC CICS asynchronous API requests by transaction.</td>
</tr>
<tr>
<td>Policy rule type</td>
<td>Sample CICS PA Version 5.4 form</td>
<td>Title</td>
<td>Description</td>
</tr>
<tr>
<td>-----------------------</td>
<td>---------------------------------</td>
<td>--------------------------------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Database request</td>
<td>MPRMIRQ</td>
<td>Platform - RMI Requests Summary</td>
<td>Provides details of Db2, IMS (DBCTL), and IBM MQ requests by transaction.</td>
</tr>
<tr>
<td>EXEC CICS request</td>
<td>MPMISC3</td>
<td>Platform – Misc Requests Summary</td>
<td>Provides details of EXEC CICS requests, named counter requests, program link requests, start requests, and syncpoint requests by transaction.</td>
</tr>
<tr>
<td>File request</td>
<td>MPFCRQ</td>
<td>Platform - File Request Summary</td>
<td>Provides details of the different types of file requests by transaction.</td>
</tr>
<tr>
<td>IBM MQ request</td>
<td>MPRMIRQ</td>
<td>Platform – RMI Requests Summary</td>
<td>Provides details of Db2, IMS (DBCTL), and IBM MQ requests by transaction.</td>
</tr>
<tr>
<td>Named counter request</td>
<td>MPMISC3</td>
<td>Platform – Misc Requests Summary</td>
<td>Provides details of EXEC CICS requests, named counter requests, program link requests, start requests, and syncpoint requests by transaction.</td>
</tr>
<tr>
<td>Program request</td>
<td>MPMISC3</td>
<td>Platform – Misc Requests Summary</td>
<td>Provides details of EXEC CICS requests, named counter requests, program link requests, start requests, and syncpoint requests by transaction.</td>
</tr>
<tr>
<td>Start request</td>
<td>MPMISC3</td>
<td>Platform – Misc Requests Summary</td>
<td>Provides details of EXEC CICS requests, named counter requests, program link requests, start requests, and syncpoint requests by transaction.</td>
</tr>
<tr>
<td>Storage Storage request</td>
<td>MPT24STG</td>
<td>Platform 24-bit Stg Summary</td>
<td>Provides details of 24-bit task storage usage by transaction.</td>
</tr>
<tr>
<td>Storage Storage request</td>
<td>MPT31STG</td>
<td>Platform 31-bit Stg Summary</td>
<td>Provides details of 31-bit task storage usage by transaction.</td>
</tr>
<tr>
<td>Storage Storage request</td>
<td>MPT64STG</td>
<td>Platform 64-bit Stg Summary</td>
<td>Provides details of 64-bit task storage usage by transaction.</td>
</tr>
<tr>
<td>Storage Storage request</td>
<td>MPSHRSTG</td>
<td>Platform shared Stg Summary</td>
<td>Provides details of 24-bit, 31-bit, and 64-bit shared storage usage by transaction.</td>
</tr>
<tr>
<td>Syncpoint request</td>
<td>MPMISC3</td>
<td>Platform - Misc Requests Summary</td>
<td>Provides details of EXEC CICS requests, named counter requests, program link requests, start requests, and syncpoint requests by transaction.</td>
</tr>
<tr>
<td>TD Queue request</td>
<td>MPTDRQ</td>
<td>Platform - TD Request Summary</td>
<td>Provides details of the different types of transient data queue requests by transaction.</td>
</tr>
<tr>
<td>Time</td>
<td>MPMISC1</td>
<td>Platform - Response/CPU Summary</td>
<td>Provides details of response time and CPU usage by transaction.</td>
</tr>
</tbody>
</table>
### Table 30. Sample CICS PA Version 5.4 forms for policies (continued)

<table>
<thead>
<tr>
<th>Policy rule type</th>
<th>Sample CICS PA Version 5.4 form</th>
<th>Title</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>TS Queue request</td>
<td>MPTSRQ1</td>
<td>Platform - TS Request Summary</td>
<td>Provides details of the different types of temporary storage queue requests by transaction.</td>
</tr>
</tbody>
</table>

### Policies and CICS PA Version 5.3

The following table lists the most suitable CICS PA Version 5.3 sample forms for each policy task rule type that is currently supported.

### Table 31. Sample CICS PA Version 5.3 forms for policies

<table>
<thead>
<tr>
<th>Policy rule type</th>
<th>Sample CICS PA Version 5.3 form</th>
<th>Title</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Database request</td>
<td>MPRMIRQ</td>
<td>Platform - RMI Requests Summary</td>
<td>Provides details of Db2, IMS (DBCTL), and IBM MQ requests by transaction.</td>
</tr>
<tr>
<td>EXEC CICS request</td>
<td>MPMISC3</td>
<td>Platform – Misc Requests Summary</td>
<td>Provides details of EXEC CICS requests, named counter requests, program link requests, start requests, and syncpoint requests by transaction.</td>
</tr>
<tr>
<td>File request</td>
<td>MPFCRQ</td>
<td>Platform - File Request Summary</td>
<td>Provides details of the different types of file requests by transaction.</td>
</tr>
<tr>
<td>IBM MQ request</td>
<td>MPRMIRQ</td>
<td>Platform – RMI Requests Summary</td>
<td>Provides details of Db2, IMS (DBCTL), and IBM MQ requests by transaction.</td>
</tr>
<tr>
<td>Named counter request</td>
<td>MPMISC3</td>
<td>Platform – Misc Requests Summary</td>
<td>Provides details of EXEC CICS requests, named counter requests, program link requests, start requests, and syncpoint requests by transaction.</td>
</tr>
<tr>
<td>Program request</td>
<td>MPMISC3</td>
<td>Platform – Misc Requests Summary</td>
<td>Provides details of EXEC CICS requests, named counter requests, program link requests, start requests, and syncpoint requests by transaction.</td>
</tr>
<tr>
<td>Start request</td>
<td>MPMISC3</td>
<td>Platform – Misc Requests Summary</td>
<td>Provides details of EXEC CICS requests, named counter requests, program link requests, start requests, and syncpoint requests by transaction.</td>
</tr>
<tr>
<td>Storage request</td>
<td>MPT24STG</td>
<td>Platform 24-bit Stg Summary</td>
<td>Provides details of 24-bit task storage usage by transaction.</td>
</tr>
<tr>
<td>Storage request</td>
<td>MPT31STG</td>
<td>Platform 31-bit Stg Summary</td>
<td>Provides details of 31-bit task storage usage by transaction.</td>
</tr>
<tr>
<td>Storage request</td>
<td>MPT64STG</td>
<td>Platform 64-bit Stg Summary</td>
<td>Provides details of 64-bit task storage usage by transaction.</td>
</tr>
<tr>
<td>Storage request</td>
<td>MPSHRSTG</td>
<td>Platform shared Stg Summary</td>
<td>Provides details of 24-bit, 31-bit, and 64-bit shared storage usage by transaction.</td>
</tr>
</tbody>
</table>
Table 31. Sample CICS PA Version 5.3 forms for policies (continued)

<table>
<thead>
<tr>
<th>Policy rule type</th>
<th>Sample CICS PA Version 5.3 form</th>
<th>Title</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Syncpoint request</td>
<td>MPMISC3</td>
<td>Platform - Misc Requests Summary</td>
<td>Provides details of EXEC CICS requests, named counter requests, program link requests, start requests, and syncpoint requests by transaction.</td>
</tr>
<tr>
<td>TD Queue request</td>
<td>MPTDRQ</td>
<td>Platform - TD Request Summary</td>
<td>Provides details of the different types of transient data queue requests by transaction.</td>
</tr>
<tr>
<td>Time</td>
<td>MPMISC1</td>
<td>Platform - Response/CPU Summary</td>
<td>Provides details of response time and CPU usage by transaction.</td>
</tr>
<tr>
<td>TS Queue request</td>
<td>MPTSRQ1</td>
<td>Platform - TS Request Summary</td>
<td>Provides details of the different types of temporary storage queue requests by transaction.</td>
</tr>
</tbody>
</table>

Policies and CICS PA Version 5.2

The following table lists the most suitable CICS PA Version 5.2 sample forms for each policy task rule type that is currently supported.

Table 32. Sample CICS PA Version 5.2 forms for policies

<table>
<thead>
<tr>
<th>Policy rule type</th>
<th>Sample CICS PA Version 5.2 form</th>
<th>Title</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Database request</td>
<td>MPMISC2</td>
<td>Platform - Misc Requests Summary</td>
<td>Provides details of program link requests, start requests, syncpoint requests, and Db2 requests by transaction.</td>
</tr>
<tr>
<td>File request</td>
<td>MPFCRQ</td>
<td>Platform - File Request Summary</td>
<td>Provides details of the different types of file requests by transaction.</td>
</tr>
<tr>
<td>Program request</td>
<td>MPMISC2</td>
<td>Platform - Misc Requests Summary</td>
<td>Provides details of program link requests, start requests, syncpoint requests, and Db2 requests by transaction.</td>
</tr>
<tr>
<td>Start request</td>
<td>MPMISC2</td>
<td>Platform - Misc Requests Summary</td>
<td>Provides details of program link requests, start requests, syncpoint requests, and Db2 requests by transaction.</td>
</tr>
<tr>
<td>Storage request</td>
<td>MPT24STG</td>
<td>Platform 24-bit Stg Summary</td>
<td>Provides details of 24-bit task storage usage by transaction.</td>
</tr>
<tr>
<td>Storage request</td>
<td>MPT31STG</td>
<td>Platform 31-bit Stg Summary</td>
<td>Provides details of 31-bit task storage usage by transaction.</td>
</tr>
<tr>
<td>Storage request</td>
<td>MPT64STG</td>
<td>Platform 64-bit Stg Summary</td>
<td>Provides details of 64-bit task storage usage by transaction.</td>
</tr>
</tbody>
</table>
Table 32. Sample CICS PA Version 5.2 forms for policies (continued)

<table>
<thead>
<tr>
<th>Policy rule type</th>
<th>Sample CICS PA Version 5.2 form</th>
<th>Title</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Storage request</td>
<td>MPSHRSTG</td>
<td>Platform shared Stg Summary</td>
<td>Provides details of 24-bit, 31-bit, and 64-bit shared storage usage by transaction.</td>
</tr>
<tr>
<td>Syncpoint request</td>
<td>MPMISC2</td>
<td>Platform - Misc Requests Summary</td>
<td>Provides details of program link requests, start requests, syncpoint requests, and Db2 requests by transaction.</td>
</tr>
<tr>
<td>TD Queue request</td>
<td>MPTDRQ</td>
<td>Platform - TD Request Summary</td>
<td>Provides details of the different types of transient data queue requests by transaction.</td>
</tr>
<tr>
<td>Time</td>
<td>MPMISC1</td>
<td>Platform - Response/CPU Summary</td>
<td>Provides details of response time and CPU usage by transaction.</td>
</tr>
<tr>
<td>TS Queue request</td>
<td>MPTSRQ</td>
<td>Platform - TS Request Summary</td>
<td>Provides details of the different types of temporary storage queue requests by transaction.</td>
</tr>
</tbody>
</table>

Policies and CICS PA Version 5.1

The following table lists the most suitable CICS PA Version 5.1 sample forms for each policy task rule type that is currently supported.

Table 33. Sample CICS PA Version 5.1 forms for policies

<table>
<thead>
<tr>
<th>Policy rule type</th>
<th>Sample CICS PA Version 5.1 form</th>
<th>Title</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Database request</td>
<td>MPMISC</td>
<td>Platform, CPU/ LINKs/DB2® summary</td>
<td>Provides details of CPU usage, program link requests, and Db2 requests by transaction.</td>
</tr>
<tr>
<td>File request</td>
<td>MPFCRQ</td>
<td>File request summary</td>
<td>Provides details of the different types of file requests issued.</td>
</tr>
<tr>
<td>Program request</td>
<td>MPMISC</td>
<td>Platform, CPU/ LINKs/DB2® summary</td>
<td>Provides details of CPU usage, program link requests, and Db2 requests by transaction.</td>
</tr>
<tr>
<td>Storage request</td>
<td>MPT24STG</td>
<td>Platform 24-bit Stg summary</td>
<td>Provides details of 24-bit task storage usage.</td>
</tr>
<tr>
<td>Storage request</td>
<td>MPT31STG</td>
<td>Platform 31-bit Stg summary</td>
<td>Provides details of 31-bit task storage usage.</td>
</tr>
<tr>
<td>Storage request</td>
<td>MPT64STG</td>
<td>Platform 64-bit Stg summary</td>
<td>Provides details of 64-bit task storage usage.</td>
</tr>
<tr>
<td>Storage request</td>
<td>MPSHRSTG</td>
<td>Platform shared Stg summary</td>
<td>Provides details of 24-bit, 31-bit, and 64-bit shared storage usage.</td>
</tr>
<tr>
<td>Policy rule type</td>
<td>Sample CICS PA Version 5.1 form</td>
<td>Title</td>
<td>Description</td>
</tr>
<tr>
<td>---------------------</td>
<td>----------------------------------</td>
<td>--------------------------------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Storage</td>
<td>USTG5SUM</td>
<td>User (task) Storage analysis</td>
<td>Provides details of 24-bit, 31-bit, and 64-bit task storage usage.</td>
</tr>
<tr>
<td>Storage request</td>
<td>SSTG5SUM</td>
<td>Shared Storage analysis</td>
<td>Provides details of 24-bit, 31-bit, and 64-bit shared storage usage.</td>
</tr>
<tr>
<td>Time</td>
<td>MPMISC</td>
<td>Platform CPU/ LINKs/DB2 summary</td>
<td>Provides details of CPU usage, program link requests, and Db2 requests by transaction.</td>
</tr>
<tr>
<td>Time</td>
<td>CPU5SUM</td>
<td>Transaction CPU analysis</td>
<td>Provides details of CPU usage by transaction.</td>
</tr>
</tbody>
</table>
Such information may be available, subject to appropriate terms and conditions, including in some cases, payment of a fee.
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