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About this document

The Resource Measurement Facility (RMF ") is a performance management tool
that measures selected areas of system activity and presents the data collected in
the form of System Management Facility (SMF) records, formatted printed reports,
or formatted display reports. You can use this data to evaluate system performance
and identify reasons for performance problems.

This document describes all RMF reports in detail, how to generate them, what
they contain, their options, and how to use them.

For information about starting RMF and session options, see [z/0S RMF User’s|

About special purpose processors:

Throughout this document, zIIP refers to IBM System z9® Integrated Information
Processors or to IBM System z10" Integrated Information Processors. zZAAP refers
to IBM System z Application Assist Processors.

Who should use this document

This document is intended for the system programmer and performance analyst
responsible for measuring and improving system performance. Because RMF is a
tool for measuring z/OS system performance, this document assumes that the
reader has extensive knowledge of the z/OS system. For an overview of RMF, see
[z/OS RMF User’s Guidd

How this document is organized

This document contains the following chapters:

[Chapter 1, “Introducing RMF data gathering and reporting,” on page 1]
This chapter explains how RMF is divided into monitors, and what
sessions run under the different monitors. It also describes what data you
can collect using the different monitors and sessions.

[Chapter 2, “Interactive performance analysis with Monitor III,” on page 7|
This chapter gives an example of how you can navigate through the
Monitor III reports, explains how cursor-sensitive control works, describes
some common Monitor III measurements, and explains all reports in detail.

[Chapter 3, “Snapshot reporting with Monitor II,” on page 241|
This chapter describes the Monitor II reports, includes example reports,
and provides a detailed description of the report fields.

[Chapter 4, “Real-time reporting with Monitor 1,” on page 295|
This chapter gives you a table of reports you can request when using a
Monitor I session. Since all Monitor I reports are also Postprocessor
reports, the detailed description of these reports is located in |Chapter 5,|
[“Long-term overview reporting with the Postprocessor,” on page 297
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[Chapter 5, “Long-term overview reporting with the Postprocessor,” on page 297
This chapter describes the reports you can request using the Postprocessor.
The descriptions include report examples and detailed descriptions of the
report fields.

z/0S information

This information explains how z/OS references information in other documents
and on the web.

When possible, this information uses cross document links that go directly to the
topic in reference using shortened versions of the document title. For complete
titles and order numbers of the documents for all products that are part of z/OS,
see |z/0S V2R2 Information Roadmap)

To find the complete z/OS® library, go to [[BM Knowledge Center
[(http:/ /www.ibm.com /support/knowledgecenter /SSLTBW / welcome)l
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How to send your comments to IBM

We appreciate your input on this documentation. Please provide us with any
feedback that you have, including comments on the clarity, accuracy, or
completeness of the information.

Use one of the following methods to send your comments:

Important: If your comment regards a technical problem, see instead

[a technical problem.”]

* Send an email to [mhvrcfs@us.ibm.com|

+ Send an email from the['Contact us" web page for z/0S (http://www.ibm.com /|
lsystems/z/0s /zos/webgs.html)|

Include the following information:
* Your name and address
* Your email address
* Your phone or fax number
* The publication title and order number:
z/0S V2R2 RMF Report Analysis
SC34-2665-03
* The topic and page number or URL of the specific information to which your
comment relates
* The text of your comment.

When you send comments to IBM®, you grant IBM a nonexclusive right to use or
distribute the comments in any way appropriate without incurring any obligation
to you.

IBM or any other organizations use the personal information that you supply to
contact you only about the issues that you submit.

If you have a technical problem

Do not use the feedback methods that are listed for sending comments. Instead,
take one or more of the following actions:

* Visit the [[BM Support Portal (support.ibm.com)|

* Contact your IBM service representative.
* Call IBM technical support.

© Copyright IBM Corp. 1990, 2016 xix


mailto:mhvrcfs@us.ibm.com
http://www.ibm.com/systems/z/os/zos/webqs.html
http://www.ibm.com/systems/z/os/zos/webqs.html
http://support.ibm.com/

XX  z/0S V2R2 RMF Report Analysis



Summary of changes

This information includes terminology, maintenance, and editorial changes.
Technical changes or additions to the text and illustrations for the current edition
are indicated by a vertical line to the left of the change.

Summary of changes for zZ0S RMF Report Analysis for Version 2
Release 2, as updated December 2016

This edition includes the following topics that contain new and changed
information:

New
[“Using the information in the Hardware Group Report” on page 359|

Changed
[Table 10 on page 46|
[Table 15 on page 59|
[Figure 34 on page 61]
[Table 16 on page 61
[“PCIE - PCIE Activity Report” on page 133|
ASD report: [“Contents of the report” on page 250|

OPT Settings report: [“Contents of the report” on page 279

[“Coupling Facility Usage Summary section” on page 318

[“Coupling Facility Structure Activity section” on page 325|
[CF to CF Activity section” on page 332|
[“Using the information in the Partition Data Report” on page 350|

[“Using the information in the Group Capacity Report” on page 357
[IOQ - I/O Queuing Activity report” on page 403|
[Figure 206 on page 406|

PCIE Activity Report: [“Contents of the report” on page 430|

[‘Spreadsheet and Overview reference” on page 432

[“Service Class report” on page 467

[“Workload Group and Service Class Period report” on page 468|

[“Field descriptions for all reports” on page 471]

[‘Spreadsheet and Overview reference” on page 483|
[Table 47 on page 127]
[“Contents of the report” on page 362|

Changes for z/OS Version 2 Release 2

This edition contains information previously presented in z/OS V2R1 RMF Report
Analysis (SC34-2665-01)
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New information

This edition includes the following new information:

A new Monitor III PCIE Activity report is described in [“PCIE - PCIE Activity|
[Report” on page 133)Table 2 on page 21} and [Figure 8 on page 27

A new Monitor III SCM Activity report is described in|’SCM - Storage Class|

Memory (SCM) Activity Report” on page 150JTable 2 on page 21} and [Figure 8|

on page 22|

A new Monitor III USAGE report is described in|[“USAGE - Monitor III Job|

[USAGE Report” on page 206]Table 2 on page 21} and [*The Overview Report]

Selection Menu” on page 25|

+ A new Monitor III ZFSFS report is described in [“ZFSFS - zFS File System” on|

age 228[Table 2 on page 21| and [“The Sysplex Report Selection Menu” on page|

o]
A new Monitor III ZFSKN report is described in [“ZFSKN - zFS Kernel report”|

on page 232JTable 2 on page 21} and [“The Sysplex Report Selection Menu” on
page 2@]

A new Monitor III ZESOVW report is described in [*ZFSOVW - zES Overview|
Report” on page 233JTable 2 on page 21} and [“The Sysplex Report Selection|
Menu” on page 24|

+ [“High Virtual Memory Usage section” on page 463)|

Changed information

This edition includes the following topics that contain changed information:

* [Table 1 on page 3| has been updated.

* [“"ENQ - Enqueue Activity report” on page 381|

* [“Private Area Detail section” on page 462

+ An new GCMSUAV overview has been added to [“Spreadsheet and Overview|
[reference” on page 355 for the Partition Data Report.

Deleted information

This these topics have been deleted from this edition:

* Monitor III reports ZFSACT and ZFSSUM have been removed. They are
replaced by new Monitor III reports ZFSFS, ZFSKN, and ZFSOVW.

* Monitor IIT Utility fields section of ['STORF - Storage Frames Report” on page|
has been removed.

Summary of changes for z/0S RMF Report Analysis for Version 2
Release 1, as updated February 2015

xxii

Changed information

This edition includes the following topics that contain changed information in
support of IBM z13:

+ [Table 12 on page 53| has been updated.

« ["CPC - CPC Capacity Report” on page 60| has been updated.

* ["ENCLAVE - Enclave Report” on page 89 has been updated.

+ [“OPD - OMVS Process Data Report” on page 129 has been updated.
* ["PROC - Processor Delays Report” on page 136/ has been updated.
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[“PROCU - Processor Usage Report” on page 139 has been updated.

[‘SYSINFO - System Information Report” on page 176/ has been updated.
[“CPU - CPU Activity report” on page 340 has been updated.

[‘CRYPTO - Crypto Hardware Activity report” on page 361| has been updated.
* I"TRACE - Trace Activity report” on page 450| has been updated.

[“WLMGL - Workload Activity report” on page 463 has been updated.

[Table 137 on page 331| has been updated.

[‘CF to CF Activity section” on page 332| has been updated.

Changes made in z/OS Version 2 Release 1

This document contains information previously presented in z/OS RMF Report
Analysis, SC33-7991-19, which supports z/OS Version 1 Release 13.

Statistics about CF structures residing in Storage Class
Memory

Storage class memory (SCM) usage and statistics information is available for
coupling facilities and structures which are allocated with storage class memory.

RMF provides SCM related information in SMF record type 74-4, as well as in the
SCM Structure Summary and the Storage Summary of the Usage Summary section
in the Postprocessor Coupling Facility Activity report.

For structures allocated with SCM, the Monitor III Coupling Facility Activity
(CFACT) report displays a new Structure Details pop-up window, showing SCM
measurements and general structure data.

In addition, new overview conditions are provided for the Postprocessor based on
the enhanced SMF record 74-4.

RMEF uses the term storage class memory (SCM) as a synonym for Flash Express
memory.

Monitoring PCle function and zEDC activity

A new Postprocessor PCIE Activity Report is available in XML output format and
provides measurements about the activity of PCI Express based functions (PCle
functions) and their exploitation of hardware accelerators.

A PCle function is captured by the report if one of the following hardware feature
activities has been measured:

* RDMA (Remote Direct Memory Access) over Converged Enhanced Ethernet

* zEnterprise Data Compression (zEDC) capability using zEDC Express

In addition, RMF provides new overview conditions for the Postprocessor based
on a new subtype 9 of SMF record 74.

Support of Group Capacity enhancements and absolute LPAR
capacity limits
WLM introduces negative phantom weights for softcapping and uses initial
weights to distribute the group capping limit when it becomes necessary to enforce

the group limits. RMF adds new fields to SMF record 70-1 and takes the new
WLM functionality into account when reporting about capacity groups.
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RMF adds support to report on the new absolute LPAR capacity limit that can be
defined via the logical partition controls of the Hardware Management Console
(HMC). The Postprocessor Partition Data report and the Monitor III CPC
Capacity report display whether either Initial Capping or an absolute LPAR
capacity limit was active during a reporting interval.

New RMF Postprocessor overview conditions based on SMF record 70-1 can be
used for a more detailed analysis of the hardware capping options.

New channel path details in Monitor Ill and Postprocessor
coupling facility reports

New channel path detail information is available for CIB and CFP channels paths.
RMEF provides this information in the Subchannel Activity and the CF to CF
Activity sections of the Postprocessor Coupling Facility Activity report.

Also, the Monitor III Coupling Facility Systems report is enhanced to provide a
new Channel Path Details section in the Subchannels and Paths pop-up.

In addition, RMF stores the newly gathered channel path detail information for
coupling facilities into SMF record 74-4.

Enhanced Postprocessor Crypto Hardware Activity report

RMF enhances the Postprocessor Crypto Hardware Activity report to provide
activity measurements from the Crypto Express4S (CEX4) card configured in one of
the three ways:.

¢ Cryptographic CCA coprocessor

* Cryptographic PKCS11 coprocessor

* Cryptographic accelerator

New overview conditions are provided for the Postprocessor, based on the
enhanced SMF record 70-2.

Additional Postprocessor reports in XML format

Cross

By specifying appropriate ddnames in the job for the Postprocessor output, users
can request the following reports in XML output format:
* Cache Subsystem Activity

* Channel Path Activity

* Coupling Facility Activity

* Enqueue Activity

* Hierarchical File System Statistics

e I/0 Queuing Activity

e Page Data Set Activity

* PCIE Activity Report

* Shared Device Activity

» Virtual Storage Activity

* XCF Activity

platform monitoring support for Windows

Beyond the support of the AIX and Linux operating systems, RMF XP has been
extended to support Windows systems as monitored endpoints. With the Resource
Monitoring plug-in for IBM z/0OS Management Facility (z/OSMF), performance
metrics from Windows systems can be displayed in the same way and together
with metrics from other platforms.
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SMF Recording Facility for AlIX, Linux and Windows
performance data

You can now use RMF XP for long-term performance analysis and capacity
planning of your AIX, Linux and Windows systems. For this purpose, you can
write performance data collected from the monitored endpoints to the new SMF
record type 104.

Monitoring of pageable large pages activity

RMF provides enhanced performance measurements about memory objects and

frames in the following reports:

* In the Postprocessor Paging Activity report, the Memory Objects and Frames
section has been renamed to Memory Objects and High Virtual Storage Frames
and now contains the following enhanced measurements:

— additional metrics for high virtual common and shared storage frames
— metrics for 1 MB frames are now reported in more detail

— number of auxiliary storage slots for frames from virtual common and shared
storage backed on DASD.

In addition, RMF provides new overview conditions for the Postprocessor based
on SMF record 71.

* In the Postprocessor Virtual Storage Activity report, the information about 1 MB
frames in the Private Area Detail section is now separated into the categories
fixed and pageable.

* The Monitor III Storage Memory Objects report now provides measurements
for 1 MB frames in more detail at system and address space level.

Support of Storage Class Memory for paging

RMF provides measurements about storage type SCM (storage class memory) in

the following reports:

¢ The Postprocessor as well as the Monitor II Page Data Set Activity reports
provide information about SCM blocks used by the Auxiliary Storage Manager
(ASM).

* The Postprocessor Paging Activity report provides information about shared
and high virtual shared and common frames backed on SCM and also provides
information about SCM blocks used by ASM.

RMEF uses the term storage class memory (SCM) as a synonym for Flash Express
memory.

z/OS Version 2 Release 1 summary of changes

See the following publications for all enhancements to z/OS Version 2 Release 1
(V2R1):

°

* [z/OS Planning for Installation|

* [£/OS Summary of Message and Interface Changes|

* [2/OS Introduction and Release Guided|

Summary of changes XXV
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Chapter 1. Introducing RMF data gathering and reporting

This document provides you with detailed information about the RMF reports,
which are grouped together as follows:

¢ Interactive Performance Analysis with Monitor III
* Snapshot Reporting with Monitor 1I
¢ Real-time Reporting with Monitor I

* Long-term Overview Reporting with the Postprocessor

Gathering data

RMF gathers data using three monitors:

* Short-term data collection with Monitor III

* Snapshot monitoring with Monitor II

* Long-term data gathering with Monitor I and Monitor III

The system operator starts all monitors as non-interactive (background) sessions
with a variety of options that determine what type of data is collected and where it
is stored. The data gathering functions run independently on each system, but each
monitor can be started for all systems in a sysplex by one operator command.

Short-term data collection with Monitor Il

A typical Monitor III gatherer session has a gathering cycle of one second, and
consolidated records are written for a range which is typically set to 100 seconds.

You can collect short-term data and continuously monitor the system status to
solve performance problems using Monitor III reports. You get actual performance
data (response times, execution velocity) on a very detailed level for comparison
with goals defined in your service policy.

You can collect data that indicate how fast jobs or groups of jobs are running —
this is called workflow or speed. You also get data that show how
resource-intensive jobs are using the processor, the DASD devices, and the storage.
The reports provide this information under the heading using.

There is also information about delays, which are important indicators of
performance problems.

Snapshot monitoring with Monitor Il

The scope of Monitor II data gathering is mainly related to single address spaces
or resources, giving snapshots of the current status. You can collect data about
address space activities and resource consumption, and about processor, DASD
volume, and storage activities and utilization.

With Monitor II, it is also possible to monitor one specific job or volume
continuously.

Long-term data gathering with Monitor | and Monitor Il

Monitor I and Monitor III provide long-term data collection about system
workload and resource utilization, and cover all hardware and software
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Introduction

components of your system: processor, I/O device and storage activities and
utilization, as well as resource consumption, activity and performance of groups of
address spaces.

Data is gathered for a specific cycle time, and consolidated data records are written
at a specific interval time. The default value for data gathering is one second and
for data recording is 30 minutes. You can select these options according to your
requirements and change them whenever the need arises. Because Monitor I runs
in the background and requires little overhead, it can run continuously to provide
data for long-term analyses.

The SMF synchronization function ensures that records are written from all
monitors in the sysplex for the same intervals.

Long-term overview reporting with the Postprocessor

The Postprocessor offers different types of reports:

Interval report: Draws a picture of the sysplex performance for each interval for
which data has been gathered.

Duration report: The data is summarized over longer periods of time with a
maximum value of 100 hours — practically no time limitation.

Summary report: Presents an overview of system activity over a specified reporting
period.

Exception report: Presents a summary of the values that exceeded
installation-defined thresholds over a specified period of time.

Overview report: This report provides enhanced exception and summary reporting,
and offers records for further processing, for example spreadsheet applications on
the workstation.

Report analysis with the Spreadsheet Reporter

RMF reports are presented in tabular form, and one very efficient way of handling
data in tables is to use a spreadsheet. The Spreadsheet Reporter, a component of
RMF that runs on the workstation, converts Postprocessor listings and Overview
records into spreadsheets. At your workstation, independent of the systems you
are monitoring, you can use one of several familiar spreadsheet applications to
manipulate the data as you wish. In addition, the Spreadsheet Reporter provides
sample macros to help you in presenting and analyzing performance data at a
glance. You find a detailed description in the [z/0S RMF User's Guidel

Do not hesitate to install and to use this function; you will see that you get a lot of
powerful reporting capabilities that help you in running the performance
management tasks for your system.

Monitoring on the workstation

IBM z/OS Management Facility (z/OSMF) is a web-browser based management
console for z/OS. The z/OSMF Resource Monitoring plug-in allows cross-sysplex
performance monitoring from a single point of control. From the z/OSMF task
tree, you can select the following subtasks:
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* The Sysplex Status task provides an enterprise-wide health check of all z/OS
sysplexes.

* For further analysis, the Monitoring Desktops task can graphically display RMF
Monitor III as well as AIX®, Linux, or Windows metrics by means of
customizable views.

For an introduction to z/OSME, refer to [z/OS RMF User’s Guide|, or for detailed
information, refer to |[BM z/OS Management Facility Configuration Guide

RMF Performance Monitoring (RMF PM) gives you the capability to construct
monitoring scenarios and use them whenever necessary. This is done on the
Windows workstation, and the access to the current performance data of your
z/0OS systems is possible without the need to have a TSO/E session running. You
find a detailed description in [z/0S RMF User’s Guidel

What you can gather and report

The type of RMF session you run depends on what you need to know about your
system. This section describes which sessions measure and report on each type of
activity in the system and the various types of delays. Depending on the type of
activity and the system environment, the reports can be either sysplex or
single-system reports.

Activity monitoring
The RMF gatherer sessions create either SMF or VSAM data that are available for
reporting sessions. The following table
* displays the SMF type of all records that will be written by gatherer sessions
* indicates all Monitor III data stored in VSAM data sets
* shows all report capabilities

Table 1. Monitored activities and SMF record types

Gathering Activity Reporting
Short-term Mon III If/?(?rr: SII;Ot Il;’;):f -;erm . . Long-term
Interactive |Snapshot |Real-time |Post-
SMF VSAM SMF SMF Mon III Mon II Mon I processor
* 79.1/2/5 Address space * * *
* 74.5 Cache * *
* 79.12 73 Channel path * * * *
744 * Coupling facility * *
70.2 Cryptographic * *
hardware
* 799 741 Device * * * *
* Enclave *
* 79.7 77 Enqueue * * * *
74.8 Enterprise Storage *
Server (ESS)
74.7 FICON director *
79.15 IRLM long locks *
* 79.14 78.3 I/0 queuing * * * *
79.11 75 Page data set * * *
79.4 71 Paging * * *
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Table 1. Monitored activities and SMF record types (continued)

Gathering Activity Reporting
Short-term Mon III I?::rl: SII;Ot II;;):I% -;erm . . Long-term
Interactive |Snapshot |Real-time |Post-
SMF VSAM SMF SMF Mon III Mon II Mon I processor
749 * PCIE Activity * *
* 79.3 70.1 Processor * * * *
79.6 Reserve * *
72.5 Serialization Delay *
724 * 79.3 Storage * * *
74.10 * SCM 1/0 Activity * *
76 System counters * *
74.3/6 * UNIX * * *
* 78.2 Virtual storage * * *
* 72.3 Workload Service * *
classes and report
classes
742 * XCF * *
* zFS *

Delay monitoring

In addition to monitoring and reporting system activity, Monitor III reports
provide various types of delay information.

4  7z/0S V2R2 RMF Report Analysis

Delayed address spaces and groups
For each address space or group of address spaces, Monitor III reports the delay
experienced for the report interval and identifies the primary cause for the delay:

e System (all jobs)

e TSO, batch, and started tasks

¢ ASCH and OMVS address spaces
* Service and report classes and workload groups

¢ Enclaves

For any service class, report class and workload group, Monitor III reports on
response time breakdown, using the GROUP report to display the information.

Delay reasons for address spaces
For each of the above address space groups Monitor III offers information which of
the following resources or subsystems caused the delays:
* CICS and IMS subsystem
* Devices

* Enclaves
* Enqueues

« HSM
. JES

e Operator (message, mount, and quiesce)
* Processors

* XCF
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Long-term performance analysis with RMF XP

To enable long-term performance analysis of AIX, Linux and Windows systems,
you can turn on SMF recording for SMF record type 104. This record type provides
one range of subtypes for each supported platform. One specific subtype is used to
keep the data for one individual CIM metric category according to the CIM data
model on the affected platform.

Subtype 1-12

AIX on System p performance data
Subtype 20-31

Linux on System x performance data
Subtype 40-53

Linux on System z performance data
Subtype 60-64

Windows on System x performance data

For information on the metric categories provided in the subtypes and how to

request the collection of SMF record type 104 from the systems of all or selected
supported platforms, refer to the topic [Cross platform monitoring with RMF XP|in
[z/0S RMF User’s Guide]

Reporting of other SMF data

The Postprocessor provides two reports that are based on SMF data that have been
gathered outside of RMF.

WebServer performance reporting

The Postprocessor offers an HTTP Server report to support this important
e-business application. The report (based on SMF record type 103 written by the
WebServer) provides usage statistics as well as performance information about the
WebServer to assist you in tuning and capacity planning.

Lotus Domino support

The Postprocessor Lotus Domino Server report accepts the SMF record type 108
written by Lotus Domino and provides feedback on server load as well as the
number and type of messages that the server handled.
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Chapter 2. Interactive performance analysis with Monitor il

This information unit:

* guides you through a Monitor III reporter session

* provides a suggested sequence of reports

* explains how to navigate using cursor-sensitive control

* explains some common Monitor III report measurements
* introduces some Monitor III concepts

* explains how a Monitor III reporter session works

* describes the Monitor III menus

* describes each Monitor III report in detail

Using Monitor lll reports

Read the following topics to learn how to use Monitor III reports efficiently:

* [“System activities measured”]|
* [“Where to start”|
* |“Using cursor-sensitive control” on page 11|

+ [“Common Monitor III report measurements” on page 12|
* [“Monitor III MINTIME and range” on page 15|
[“Monitor III report options” on page 17|

+ [“Monitor III sysplex support in different time zones” on page 17|

System activities measured

Monitor III reports can provide delay information for any single job and for any of
the following job groups or classes:

* System (all jobs)

* Workload groups and service classes

+ TSO

* Batch

e Started tasks

* ASCH

+ OMVS

* Enclaves

For each job or group of jobs, Monitor III reports the delay experienced during the
report interval and identifies the primary cause of the delay. For any service class
period, Monitor III provides a breakdown of response time and displays the
information on the Group Response Time report.

See chapter ['DELAY - Delay Report” on page 63| for more details.

Where to start
This chapter shows how Monitor III can be used for system monitoring and
performance analysis, and helps a new or unexperienced user to find his way
through the various RMF reports.

It is necessary to:
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8

Report goal values versus actual values
Combine data from the entire sysplex to give you an overview at a glance

Provide accessibility to reports for each system in the sysplex from a single point
of control.

Monitor III addresses these needs by:

Providing sysplex reports

Arranging the reports in a hierarchy that allows stepping from an overview
screen down to address space or resource specific reports.

Suggested sequence of reports

1.

To monitor a sysplex, start with the Sysplex Summary (SYSSUM) report. Use
the report options to set the Performance Index threshold to a value of, for
example, 0.8 as a warning level, and select a type, so that service class periods
are included in the report.

Start the report in GO mode and let it run.

As long as everything is running well, the performance status line at the top of
the report shows only green. When the "warning" level for a goal is reached,
the corresponding service class with the respective period appears on the report
in yellow. And when a goal is not met, the corresponding service class appears
on the report in red, followed by the service class period that missed the goal.

To find out what is causing the red line, leave GO mode and put the cursor on
the line where the goal was not met. If several goals have been missed, the
performance index can be of help to find out which goal was "missed most".

Depending on the type of service class, different detailed reports are shown:

* For service classes, a response time breakdown is shown on the Response
Time Distribution (SYSRTD) report.

* For subsystem service classes, the transaction states are shown on the Work
Manager Delays (SYSWKM) report.

The SYSRTD report has a sysplex view in the upper part of the screen, and
provides a single-system breakdown in a scrollable list on the bottom part of
the screen.

Furthermore, you can step from the SYSWKM report to the SYSRTD report
using cursor-sensitive control, if you need some information from that report
for additional investigations, or you want to continue navigation from that
report.

The scrollable section in the SYSRTD report is the link from the sysplex level to
the single system. From these lines it is possible to "zoom" into any of the listed
systems. Placing the cursor on the system-ID in one of the rows and pressing
ENTER, leads to the SYSINFO report of that system, thus allowing further
analysis based on the data shown there. Placing the cursor on a specific data
column in one of the rows of the scrollable area leads to a specific report of
that system that provides additional information related to the selected column.

Finally, when the single-system level is reached, navigation among those
reports is possible as described in step

In the workflow /Exceptions (WFEX) report, you can identify jobs and resources
with low workflow values or jobs that have met exceptional conditions. For
example, you can check the Reason field to identify the user or the possible
cause of delay. Once you recognize a user or a resource with a potential
problem, you can analyze the situation using cursor-sensitive control.
[cursor-sensitive control” on page 11| describes how to invoke reports using this
method.
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If you are on the Delay report, check the delay value (for PROC, STOR, DEV,
SUBS, OPER, ENQ) with the largest value associated with a job, use
cursor-sensitive control to navigate to the Job Delay report for that type of
delay to analyze the main reason for the delay.

In case of a delay due to devices (DEV) or enqueued resources (ENQ), you can
use cursor-sensitive control to further investigate a problem by looking at the
resource-oriented device report (DEVR) and the resource-oriented enqueue
report (ENQR). For storage problems involving paging or swapping delays,
you can use the resource-oriented storage delay report (STORR). Use either the
job entry subsystem (JES), hierarchical storage manager (HSM), or cross-system
coupling facility (XCF) delays report for a delay associated with SUBS. For
OPER delay, use cursor-sensitive control to see the appropriate Job Delay
report.
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Sysplex
Summary
Report

CF Overview
Report

Cache
Summary
Report

VSAM
RLSSC/RLSDS
Report

Sysplex Single System STORS Delays
Vsp gle oy ! Report
Data Index Workflow / STORR Delays
» Screen » Exceptions » Report
Report
Response Time
— Distribution Job Dl
Report . N on Delay STOR Delays
CPC Capacity > Reports P Report
Report
System
Information > JES Delays
Report » Report —» STORF Report
Delay Report
HSM Delays
Report —» STORC Report
Enclave
Report
Work Manager N
—»| Delays Report i
Group XCF Delays —» STORCR Report
Response Tmel—p. Report
Report
OPD Processor ENQ Delays
> Delays P Report
Report Report (Job)
Sysplex P S
Enqueue > >
Delays Report L ENQR Delays
Report
CHANNEL (Resource)
Report
DEV Delay
IOQUEUE > —» Report
Report (Job)
CF Activity N >
Report g DEVR Delay
—»Report
4—|(Resource)
CF Systems o
»  Report i’ DSNV Report
> (Volume)
Cache DSND Report
Detail P (Data Set)
Report
DSNJ Report
VSAM | (Job)
RLSLRU »
Report

Figure 1. Suggested Sequence for Using Monitor Ill Reports

For a summary of common system storage consumption, use the Common
Storage Summary report (STORC). To identify remaining storage, use the
STORCR report.

For a summary of how the workflow and delay of the measured system affects
performance, use the SYSINFO report.

hows a suggested sequence for using Monitor III reports to resolve
potential problems.
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Using Monitor Ill reports

Getting information about data to be reported

For special purposes, where an overview of the available data may be helpful, you

can also use the following path:

* You place the cursor on the sysplex field in the header line of a sysplex report
and press ENTER.

* You call the DI command.

This leads to the Data Index screen.

The DI report shows all VSAM data sets used during data set recording, including
data from other systems, or all preallocated data sets for the display session. From
the DI report, you can decide what data in the data sets you want to display.

With the Include data set names option set to NO, this window gives an overview of
all the data in the system.

Switching the DDNAMES/DSNAMES option to YES gives a Data Index screen with
all data set names.

Based on the available data sets of the respective system, you can continue the
analysis for that system.

Using cursor-sensitive control

Cursor-sensitive control lets you place the cursor on a field in a tabular report, and
press the ENTER key, to see another report containing additional information
about the field where the cursor is positioned. You can easily navigate among the
RMF reports without returning to the Primary Menu or entering specific
commands.

For example, you can move from the ENQ Delays report to the ENQ Resource
Delays report by using cursor-sensitive control on the Major/Minor Names field.
Note that the result of using cursor sensitivity depends on the data. For example, if
you use cursor-sensitive control on the Primary Reason field in the Delays report,
the resulting report is that variation of the Job Delays report that is related to the
main reason for the delay.

RMEF keeps track of your path. Pressing the END (PF3) key returns you to the
previous report until you reach the point at which you started.

Note: If you press the RETURN (PF4) key, RMF displays the Primary menu and
you lose all return paths.

If the path extends over reports that are built from different systems, the return
path is lost.

If you issue any RMF command while using cursor-sensitive control, RMF will
erase the return path.

Cursor-sensitive control is active on:

* most fields on all tabular reports except STORCR

* the Jobname field of the Job Report Selection Menu
* the Report field of the Option Selection Menu.
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Common Monitor Ill report measurements

Most values included in Monitor III session reports are similar in their calculation.
The following definitions and general formulas are common to all RMF reports:

* Using (%) for address spaces

* Delay (%) for address spaces

* Workflow (%) for address spaces and resources

* Execution velocity

Using samples

PROC The number of address spaces found using one or more processors (which
can be standard CPs (aka general purpose processors) or special purpose
processors). An address space is considered using one or more processors
when it has ready work (any ready SRB, interrupted ready task,
asynchronous exit routine, or TCB is on the dispatching queue) that could
be dispatched by the processor on which the Monitor III data gatherer is
running.

DEV  The number of address spaces found using one or more devices. An
address space is considered using one or more devices when it issues an
I/0 request. However, because the channel subsystem accepts an 1/0O
request whether the device, control unit or both are busy or not, the
requests might or might not be delayed (queued) in the channel. Therefore,
the using requestors for devices might also contain an unknown amount of
delay. You must consider this delay when interpreting the workflow value.

Delay samples

PROC The number of address spaces found waiting for a processor (which can be
general purpose or special purpose processors). An address space is
considered waiting for a processor when the address space has at least one
ready unit of work that is not dispatched. Primary source fields referenced
in this calculation are the same as those listed under PROC for using
samples.

DEV  The number of address spaces found waiting for a measured device. An
address space is considered to be waiting for a measured device when at
least one I/O queue element in the I/O queue for the device identifies the
address space as the issuer of the I/O request but the request is not active.
I/0 requests queued in the channel for devices are considered to be using
the device, and therefore an unknown amount of delay is missing from the
delayed requestor count for devices.

ENQ The number of address spaces found waiting for serially reusable
resources.

HSM The number of address spaces found waiting for an HSM service.

JES The number of address spaces found waiting for a JES service.

OPR  The number of address spaces found waiting for operator interventions.
STR  The number of address spaces found waiting for storage operations.
XCF  The number of address spaces found waiting for an XCF path.
Address space workflow (%)

The workflow of an address space represents how a job uses system resources and
the speed at which the job moves through the system in relation to the maximum
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average speed at which the job could move through the system. The speed at
which the system performs the work of one job depends on the simultaneous work
requested by other jobs.

A value from 0% to 100% indicates the workflow within the report interval. A low
workflow value indicates that a job has few of the resources it needs and is
contending with other jobs for system resources. A high workflow value indicates
that a job has all the resources it needs to execute, and that it is moving through
the system at a relatively high speed.

For example, a job that would take four minutes to execute if all the resources it
needed were available, would have a workflow of 25% if it took sixteen minutes to
execute.

The following formula defines the workflow of a single address space:

Single Address Space

# Using Samples
Workflow (%) = ---------mmmmmmmmmm e * 100
# Using Samples + # Delay Samples

Note: In calculating Workflow, Monitor III counts an address space as using a
resource if at least one of its ready tasks is using the resource. Even if the address
space has other ready tasks delayed for the same resource, Monitor III counts the
address space as using the resource (single state case). For example, if a job has
four ready tasks in its address space, and one task is using the processor while
three tasks are simultaneously delayed for the processor, Monitor III considers this
address space to have a using count of one and a delay count of one.

Also remember that a job can be using one resource and delayed for another at the
same sample, or delayed for more than one resource at a time, or using more than
one resource. The maximum per sample is two using (PROC and DEV) and eight
delays (one for each resource).

Example

A job was found to be delayed or productive 75 times. The job was found to be
using the processor 5 times and a device 10 times. The job was also found delayed
for the processor 15 times, for a device 20 times and for an enqueued resource 25
times. The Workflow (%) of the job would be:
5+ 10
Workflow (%) = =-----===mmmmmmmmmmm oo * 100 = 20%
(5 +10) + (15 + 20 + 25)

The following formula defines the workflow of a group of address spaces:

Group of Address Spaces

> Using Samples
Workflow (%) = ==----mmmmm oo * 100
Y Using Samples + > Delay Samples

Note: The sums represent the values for all address spaces in the group.

Resource workflow (%)

The workflow of resources indicates how efficiently users are being served. The
speed with which each resource performs the work of all users is expressed as a
value from 0% to 100%.
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A low workflow value represents a large queue of work requests and a large
number of delayed jobs, while a high workflow value represents little resource
queuing contention and a small number of delayed jobs.

The following formula defines the workflow of a resource (DEV or PROC):

Resource

# Using Samples
Workflow (%) = =—=-----mmmmmmmmmmmm * 100
# Using Samples + # Delay Samples

Address space using (%)

Jobs getting service from hardware resources (PROC or DEV) are using these
resources. The use of a certain resource by an address space can vary from 0% to
100%, where 0% indicates no use of the resource during the report interval and
100% indicates that the address space was found using the resource in every
sample during that period. If you use the default range of 100 seconds, 1% of
using is equal to 1 second of using to the user.

The following formula defines the use of a resource by an address space during
the report interval:

Single Address Space

Using Samples
Using (%) = --=m-mmmmommmu * 100
# Samples

Note: In calculating Using, Monitor III counts an address space as using a resource
even if the address space is also delayed for the identical resource (single state
case). For example, if a job has four ready tasks in its address space, and one task
is using the processor while three tasks are simultaneously delayed for the
processor, Monitor III considers this address space to have a Using count of one
and a Delay count of one.

PROC and DEV using can add up to more than the overall using percentage, with
the maximum being 200 %.

The using state of a group of address spaces for a certain resource during a report
interval can also range from 0% to 100% and is calculated as follows:

Group of Address Spaces

> Using Samples
Using (%) = ======mmmmmmmmmmmmmmmmmmmmee * 100
# Samples * Avg # Address Spaces

Address space delay (%)

The delay of an address space represents a job that needs one or more resources
but that must wait because it is contending for the resource(s) with other users in
the system. The delay of an address space for a specific resource or for all
resources can vary from 0% to 100%. A delay of 0% indicates no delay during the
report interval, while a delay of 100% represents a job that was found delayed at
every sample during that period. Delay is a percent of Time during the period;
with the default Range of 100 seconds, 1% delay is equal to one second of delay to
the user.

The following formula defines the delay of an address space for a certain resource
during a report interval:
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Single Address Space

# Delay Samples
Delay (%) = =m=m-mmmmmmmmmmme * 100
# Samples

Note: In calculating Delay, Monitor III counts an address space as delayed for a
resource if at least one ready user (unit of work) is waiting for a device or
processor. In the case of single state sampling, if a job has more than one ready
tasks simultaneously delayed for the processor, Monitor III considers this address
space to have a delay count of one.

The sum of individual delays can be more than overall delay, with a maximum of
600%.

The delay of a group of address spaces for a certain resource during a report
interval can also range from 0% to 100% and is calculated as follows:

Group of Address Spaces

> Delay Samples
Delay (%) = ========mmmmmmmmmmmmmmmmeee oo * 100
# Samples * Avg # Address Spaces

Note: This value needs to be checked carefully if the number of address spaces in
the group is very small.

Execution velocity
The execution velocity is a measure of how fast work is running compared to ideal
conditions without delays.

The calculation of the execution velocity is:

Execution Velocity

# Using samples
Execution Velocity (%) = =====mmmmmmm oo * 100
# Using Samples + # Delay Samples

The values are taken from RCAETOTU and RCAETOTD which are described in
the IWNMWRCAA mapping (see z/OS MVS Planning: Workload Management)).

Monitor Il MINTIME and range

The Monitor III data gatherer combines all samples gathered into a set of samples
for a time interval called MINTIME. The value for MINTIME is specified as
gatherer option. The recommended value is 100 seconds.

Reporting is performed based on this MINTIME interval and is defined by the
Range value. Range can be set either on the Session Options dialog or directly in
each report header line on the Report Options panel, or using the BREF/FREF
command.

When choosing a range for your report interval, there are two things to consider:
* It must be a multiple of the MINTIME that the data was gathered for
* It can be defined in seconds or minutes:

nnnnS where nnnn represents a number from 0 to 9999

nnnM where nnn represents a number from 1 to 166
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Note: If you specify a value that is less than the MINTIME, the default value will
be changed to equal the MINTIME.

How the data gathered affects the data reported

If you request a report interval on a report heading that crosses two MINTIMEs,
data will be presented for both MINTIMEs and Time and Range will be adjusted
accordingly on the report header.

Example

If the data gatherer runs with the recommended MINTIME of 100 seconds, data is
gathered in the following intervals:

Time = 12:00:00 :01:40 :03:20 :05:00 :06:40

The report that results from this data will has an initial time of 12:00:00 and a
range of 100 seconds to match the data gathered.

If you revise the time to start at 12:02:00 and leave the range unchanged, the report
heading changes to reflect a time of 12:01:40 and a range of 200. Here's why:

Requested Report

Interval: 12:02:00 to 12:03:40
Range: 100 Sec

Time = 12:00:00 :01:40 :03:20 :05:00 :06:40

Presented Report

Interval: 12:01:40 to 12:05:00
Range: 200 Sec

Time = 12:00:00 :01:40 :03:20 :05:00 :06:40

Rather than present less data than you requested, RMF displays a report using the
minimum number of MINTIMEs that include the interval you requested. In the
above example, this means the report interval must start at 12:01:40 and finish at
12:05:00.

To accurately reflect the data presented on the report, the header is adjusted
accordingly. Time is changed to 12:01:40 (the start of the first MINTIME in the
report interval) and Range is adjusted to 200 seconds (to include the last MINTIME
in the report interval).

Note: The Range value that you specify on the Session Options panel is saved in
your current option set and applies to all reports displayed when that option set is
in effect. If you modify Range either directly in each report header line, or using
the BREF/FREF command, the new range temporarily overrides the value on the
Session Options panel, but is not saved in your current option set.

Shortened intervals
The following events can cause a shortened report interval:
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A policy switch
A report interval containing a policy switch can have data with different
gatherer options.

A system IPL
A change of the gatherer CYCLE time

RMEF cannot combine data that was collected using different gathering options, and
so the reporting range will be adjusted to start where the change occurred.

Example

If the data gatherer runs with the recommended MINTIME of 100 seconds, and a
mode switch occurred at 12:02:00, data will be gathered in the following intervals:
Time = 12i00:00 i01:40 :03:20 :05:00 :06:40
————————— -X
* (Switch time)

:02:00 :03:40 :05:20 :07:00

Monitor lll report options

Most of the Monitor III reports can be tailored by using specific report options. You
can either define these options by parameters together with the report command,
or you can call the Report Options panel with the command ROPTIONS or RO.
Depending on the specific report, you will get a panel where you can select and
specify valid options. By pressing PF3, you leave the panel and activate the options
which will stay valid until they will be changed explicitly. In addition, you can use
the following commands in a Report Options panel:

CANCEL
You can use this command to exit the panel without making any changes.

RESET
To ensure the RMF default settings for option panels are in effect, enter
RESET on the command line or the respective panel. RESET reestablishes
RMF's default settings. Because there is no default value for jobname, the
RESET command is not valid on the options panel of the Job Delays
report.

Monitor lll sysplex support in different time zones

This chapter describes how Monitor III is reporting a sysplex with systems running
in different time zones.

Monitor III will always work with the local time of the system the reporter session
has been started on. When requesting data from a system with a different local
time, Monitor III will automatically adapt the begin and end time of the data
request. Users do not have to care about different time zones, the Monitor III
reporter does it internally.

Example

SYSA (local time is GMT+2)
SYSB (local time is GMT-1)

Monitor III reporter session started on SYSA
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* Sysplex report requested for data at 10.05 am (GMT 08.05 am)
— SYSA returns data from 10.05 am local SYSA time
— SYSB returns data from 07.05 am local SYSB time

Thus, both systems contribute data of the same point of time based on GMT.
 Single system report requested for remote system SYSB 10.05 am
— SYSB returns data from 07.05 am local SYSB time

This matches 10.05 am local SYSA time. The reporter displays it with
Time=10.05.00.

Note:

1. The Monitor III Data Index screen displays in the columns Begin/End
Date/Time still the local time from the system.

2. This processing is done only when running a Monitor III reporter session to
display data gathered by an active Monitor III gatherer session, not when
displaying data from VSAM data sets by preallocating DDNAMEs RMFDSnn
before starting a reporter session.

The reporter session

18

A Monitor III reporter session runs under ISPF and issues online reports about
system performance. During a reporter session, you can obtain reports with current
data from any system in the sysplex, with data collected earlier, or with
preallocated data from any system. You can use the Data Index to choose what
data you want to use. See the [z/OS RMF User's Guidd for information.

The tutorial, which is option T on the Monitor III Primary Menu, is an online
introduction to Monitor III. It gives you an overview of an RMF reporter session
and contains some examples on using RMFE. You can also use the HELP (PF1) key
for additional information on a panel, message, or report you are viewing.

Starting and stopping a Monitor lll reporter session

You can start the reporter session with the command:
RMF

This presents the RMF Primary Menu, and by selection 3, you get the Monitor III
reporter session.

To end the RMF Monitor III data reporter, select X on the Primary Menu, or enter
=X

on any command line.

Messages during Monitor Il start

There are two special cases that you might see a message at your terminal after

calling Monitor III:

e ADM0873 I IF AVAILABLE, PLEASE SELECT PCLK, OTHERWISE PRESS 'ENTER'
This messages indicates that your 3270 terminal either has no graphic capability,
or that you run on a multisession terminal (for example 3279) in a session that
has not been defined in the VTAM® control unit as graphic session. As result,
Monitor III can create tabular reports only.

e IEC1301 ADMPC DD STATEMENT MISSING
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This messages might appear in a 3270 emulator session on your workstation.
You can ignore it, and Monitor III will create graphic reports.

The Primary Menu

After the Monitor III reporter session starts, RMF displays the Monitor III Primary
Menu.

4 ] ] N
RMF Monitor III Primary Menu z/0S V2R2 RMF

Selection ===>

Enter selection number or command on selection Tine.

S SYSPLEX Sysplex reports and Data Index (sp)
1 OVERVIEW WFEX, SYSINFO, and Detail reports (ov)
2 JOBS A11 information about job delays (JS)
3 RESOURCE Processor, Device, Enqueue, and Storage (RS)
4 SUBS Subsystem information for HSM, JES, and XCF (SUB)
U USER User-written reports (add your own ...) (US)

0 OPTIONS T TUTORIAL X EXIT
5650-Z0S Copyright IBM Corp. 1986, 2016.
Licensed Materials - Property of IBM

F1=HELP F2=SPLIT F3=END F4=RETURN F5=RFIND F6=TOGGLE
F7=UP F8=DOWN F9=SWAP F10=BREF F11=FREF F12=RETRIEVE

Figure 2. Monitor Ill Primary Menu

You can use the ISPF options to tailor the command and selection lines.

RMEF reports and their fields are described later in this chapter. See the |z/OS RM

er’s Guide| for information on RMF options.

Selecting a report

You can select a report from the Primary Menu or from any other report panel in
the following ways:

* Enter the report name or its abbreviation on any selection or command line.

* Enter the selection number of the report name on the selection line of the
Primary Menu.

* Use the ISPF 'jump' function to enter the selection number on any selection or
command line.

Note: While viewing tabular reports, you can use cursor-sensitive control to obtain
additional detailed reports about several individual fields.

Example

To invoke the Delay Report, enter the command DELAY on any selection or
command line within Monitor III: Command ===> delay

Or enter a 1 on the Primary Menu: Selection ===>1

and then a 4 on the Overview Report menu: Selection ===> 4
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Or select the report from any other report panel by using the ISPF jump function:
Command ===> =1.4

If you do not specify parameters for report commands (jobname, class, selection,
resource), RMF defaults to the options already in effect for the session. If nothing
was specified on the Job Delays report, RMF presents you with a report options
panel so that you can specify a selection.

To change options for a report, enter the following on the command line of the
report:

Command ===> ROPTIONS

RMF displays the Report Options panel for that report. On this panel, you can
modify what is presented on RMF reports by changing the options. RMF saves any
report options you change across sessions. When you are finished specifying the
options, press END (PF3) to save your changes and return to the report.

Note: You can also use the option selection (OPTIONS) menu to access a Report
Options panel.

Monitor lll report commands

[Table 2 on page 21| lists all report commands with their parameters and
abbreviations. The “How to request this report” section for each report shows an
example of the command and parameters.

You can enter the commands on any command line.

The Parameters column in [Table 2 on page 21| indicates what parameters, if any,
you can specify on the respective commands:

cfname
A coupling facility name

job_class
One of the following names of a job class:

ALL (A)
ASCH (AS)
BATCH (B)
OMVS (O)
STC (S)
TSO (T)

Notes:

1. This parameter is optional. If it is not specified, ALL is used by default.
2. In addition, ENC (or E) can be specified as class for the DELAY report.

dsname
A data set name

jobname
A job name

period
A service or report class period
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resource
A resource name

service_class
A service class name

s/r-class

A service or report class name
ssid

A cache subsystem identifier

sstype
The name of a subsystem that schedules enclaves

storage_class
A storage class name

volser
A serial number of a volume

wim

The name of a workload group, a service class, or a report class

Table 2. Report Commands

Command Parameters Displays Abbreviation
CACHDET ssid Cache detail report CAD
CACHSUM Cache summary report CAS
CFACT cfname coupling facility activity report CA
CFOVER cfname coupling facility overview report coO
CFSYS cfname coupling facility system report CS
CHANNEL Channel path activity report CHAN, CH
CPC CPC capacity report
DELAY job_class, service_class Delays report for all jobs or specified job groups | DEL, DLY, DL
DELAY] jobname Job report variation for specified job reflecting DLJ, DJ, DELJ, DLY]J, JOB,
primary delay reason JO
DEV job_class, service_class Device delays report for all jobs or specified job | DD, DVD
groups
DEV] jobname Device delays variation of job report for DDJ, DVJ
specified jobname
DEVR volser Device delays report for all or specified DR, DVR
resources
DSINDEX Data index information DS, DI
DSND dsname Data set delays report for all or specified data DSN
sets
DSN]J jobname Data set delays - Job report for specified DS]
jobname
DSNV volser Data set delays - Volume report for specified DSV
volume
ENCLAVE sstype Enclave activity report ENCL
ENQ job_class, service_class Enqueue delays report for all jobs or specified ED
job groups
ENQJ jobname Enqueue delays variation of job report for EJ
specified jobname
ENQR resource Enqueue delays for all or specified resources ER
GROUP s/r-class, period Group response time breakdown GP, GRP, GD, RT, GRT
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Table 2. Report Commands (continued)

Command Parameters Displays Abbreviation

HSM job_class, service_class HSM delays report for all jobs or specified job HD
groups

HSMJ jobname HSM delays variation of job report for specified | HJ
jobname

IOQUEUE 1/0 queuing activity report 10Q, IQ

JES job_class, service_class JES delays report for all jobs or specified job JD
groups

JES] jobname JES delays variation of job report for specified JJ
jobname

JOB jobname Job report variation for specified job reflecting JO, DELAY], DLY]J, DEL]J,
primary delay reason DLJ, D]

LOCKSP HELD | SPIN | BOTH Spin Lock Report about held spin locks and/or | LSP
address spaces spinning due to a request for a
spin lock

LOCKSU LOCAL | GLOBAL | BOTH Suspend Lock Report about local and/or global | LSU
suspend locks

MNT] jobname Operator delays variation for mount request of | MTJ
job report for specified jobname

MSGJ jobname Operator delays variation for message request of | MS]J
job report for specified jobname

OPD OMVS process data

PCIE PCIE activity PCI

PROC job_class, service_class Processor delays report for all jobs or specified PD
job groups

PROC] jobname Processor delays variation of job report for PJ
specified job

PROCU job_class, service_class Processor usage of a job per processor type PU
(standard or special purpose processors)

QsCJ jobname Operator delays variation for quiesce command | QJ
of job report for specified jobname

RLSDS dsname VSAM RLS activity by data set RLD

RLSLRU VSAM LRU overview RLL

RLSSC storage_class VSAM RLS activity by storage class RLS

SCM SCM activity

SPACED Disk space report SPD

SPACEG Storage space report SPG

STOR job_class, service_class Storage delays report for all jobs or specified job |SD
group

STORC job_class, service_class Common storage report SC

STORCR Common storage remaining at end of job report |SCR

STORF job_class, service_class Detailed information on frame counts for all jobs | SF
or specified job group

STORM job_class, service_class Detailed information about the use of memory SM
objects within the system

STORJ jobname Storage delays variation of job report for SJ
specified job

STORR Storage space and paging activity report for all | SR
system volumes

STORS wim Summarized storage information by workload SS
group, service or report class

SYSENQ Sysplex enqueue delays report ES
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Table 2. Report Commands (continued)

Command Parameters Displays Abbreviation
SYSINFO wlm System information, total and by user groups SY, SYS, SI
SYSRTD s/r-class, period Response time distribution report RTD
SYSSUM wim Sysplex summary SUM
SYSWKM s/r-class, period Work manager delays report for subsystems WKM
USAGE job_class, service_class Job usage report UsG
WEFEX Workflow /exceptions screen WE, WF
XCF job_class, service_class Cross-system coupling facility delays report XD
XCFJ jobname XCF delays variation of the job report for XJ
specified jobname
ZFSFS zFS file system ZFF
ZFSKN zFS file system kernel ZFK
ZFSOVW zFS file system overview ZFO

contains commands for the examples of user-written reports that were
delivered with RMF.

Table 3. User-Written Report Commands

Command Parameters Displays Abbreviation
DEVN Device activity DA

DEVT Device trend DT

DSD Detailed storage delays

RG Resource group data

SYSTREND System trend ST

Header for single-system reports
shows the common header for single-system Monitor III reports.

Line 1 of 30
Scroll ===> HALF

RMF V2R2 TITLE
Command ===>
Range: nnn  Sec

Samples: nnn System: syst Date: mm/dd/yy Time: hh.mm.ss

Figure 3. Header of Monitor Il Single-System Reports

All Monitor III single-system report headers contain the following information:

Table 4. Monitor Ill Heading Information

Heading Definition

Report title The type of measurement data

Date/Time The starting date and time for the first set of samples included in the
report.
Range The length of time (in seconds) during which samples were gathered,

starting with the time specified in the Time field.

Header for sysplex reports

The sysplex report header differs from single-system reports in the following fields:
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1. The sysplex reports show the sysplex name, whereas the single-system reports
show the SMF system identification. In SYSPLEXN is the eight

character sysplex name.

2. For some sysplex reports, for example, SYSSUM or SYSWKM, the RMF sample
count is replaced by the number of WLM samples. This value is an average of
the MINTIMEs from the different systems, that contributed to the report.

3. The number of systems participating in the report is shown and indicates
whether the complete sysplex is contributing to the report or not. To find out
which specific system is not included, check the HELP-Screen of the message
Not all systems included in the report. Furthermore, the Data Index may be useful.

The sysplex report header is shown in

RMF V2R2 TITLE - SYSPLEXN Line 1 of 30
Command ===> Scroll ===> HALF
WLM Samples: nnn  Systems: n Date: mm/dd/yy Time: hh.mm.ss Range: nnn  Sec
Figure 4. Header of Monitor Il Sysplex Reports
The Sysplex Report Selection Menu
4 RMF Sysplex Report Selection Menu h
Selection ===>
Enter selection number or command for desired report.
Sysplex Reports
1 SYSSUM  Sysplex performance summary (Sum)
2 SYSRTD  Response time distribution (RTD)
3 SYSWKM  Work Manager delays (WKM)
4 SYSENQ  Sysplex-wide Enqueue delays (ES)
5 CFOVER  Coupling Facility overview (co)
6 CFSYS Coupling Facility systems (CS)
7 CFACT Coupling Facility activity (CA)
8 CACHSUM Cache summary (CAS)
9 CACHDET Cache detail (CAD)
10 RLSSC VSAM RLS activity by storage class (RLS)
11 RLSDS VSAM RLS activity by data set (RLD)
12 RLSLRU  VSAM LRU overview (RLL)
13 ZFSOVW  zFS Overview (ZF0)
14 ZFSFS zFS File System (ZFF)
15 ZFSKN  zFS Kernel (ZFK)
Data Index
D DSINDEX Data index (DI)
o J
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Figure 5. Monitor Ill Sysplex Report Selection Menu

You can navigate to the Sysplex Report Selection Menu by selecting an S on the

Primary Menu.

Use this menu to select one of the sysplex reports, or the Data Index. For more

information about the Data Index, see [“The Data Index” on page 28
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All sysplex reports provide a sysplex view of your system. Whenever you invoke
one of these reports, the data from all systems belonging to the sysplex is retrieved
and transferred to the reporting system via the RMF Sysplex Data Server.

The Overview Report Selection Menu

/ N\
RMF Overview Report Selection Menu

Selection ===>
Enter selection number or command for desired report.

Basic Reports

1 WFEX Workflow/Exceptions (WE)
2 SYSINFO System information (SI)
3 CPC CPC capacity
Detail Reports
4 DELAY  Delays (DLY)
4A USAGE Job Usage (usa)
5 GROUP Group response time breakdown (RT)
6 ENCLAVE Enclave resource consumption and delays (ENCL)
7 OPD OMVS process data
10 SPACEG  Storage space (SPG)
11 SPACED  Disk space (SPD)
12 LOCKSP  Spin Tocks (LSP)
13 LOCKSU  Suspend Tocks (LSU)
- J

Figure 6. Monitor Ill Overview Report Selection Menu

You can navigate to the Overview Report Selection Menu by selecting a 1 on the
Monitor III Primary Menu.

On the Overview Report Selection Menu, you can select among various basic and
detail reports.

The Job Report Selection Menu

To request the Job Report Selection Menu, select 2 from the Primary Menu or enter
JOBS on any command line. Use this menu to choose the specific job and the type
of delay which you want to analyze.

To get a list of active job names, use cursor-sensitive control on the Jobname field
to invoke the Job Report Options panel.
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~
4 RMF Job Report Selection Menu

Selection ===>
Enter selection number or command and jobname for desired job report.

Jobname ===>

1 DEVJ Delay caused by devices (DVJ)
1A DSNJ ..Data set level (DSJ)
2 ENQJ Delay caused by ENQ (EJ)
3 HSMJ Delay caused by HSM (HJ)
4 JESJ Delay caused by JES (39)
5 JOB Delay caused by primary reason (DELAYJ)
6 MNTJ Delay caused by volume mount (MTJ)
7 MSGJ Delay caused by operator reply (MSJ)
8 PROCJ Delay caused by processor (PJ)
9 QSCJ Delay caused by QUIESCE via RESET command (QJ)
10 STORJ Delay caused by storage (SJ)
11 XCFJ Delay caused by XCF (XJ)

These reports can also be selected by placing the cursor on the
corresponding delay reason column of the DELAY or JOB reports and
pressing ENTER or by using the commands from any panel.

Figure 7. Monitor Ill Job Report Selection Menu

Job-oriented reports show delay components for jobs, such as resource delays,
subsystem delays, operator, and device delays.

| The Resource Report Selection Menu

I Use this menu to choose what resource you want to see delays or storage problems
[ for.

| To request the Resource Report Selection Menu, select 3 on the Primary Menu, or
[ enter RESOURCE on any command line.
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4 RMF Resource Report Selection Menu h
Selection ===>
Enter selection number or command for desired report.

Processor 1 PROC Processor delays (PD)
1A PROCU Processor usage (PU)

Device 2 DEV Device delays (DD)

3 DEVR Device resource (DR)

3A DSND ..Data set level by DSN (DSN)

3B DSNV ..Data set level by volume (DSV)

Enqueue 4 ENQ Enqueue delays (ED)

5 ENQR Enqueue resource (ER)

Storage 6 STOR Storage delays for each job (SD)

7 STORF Storage usage by frames (SF)

7A STORM Storage usage by memory objects  (SM)

8 STORR Storage usage for each resource  (SR)

9 STORS Storage summary for each group (SS)

10 STORC Common storage summary (SC)

11 STORCR  Common storage remaining (SCR)

1/0 Subsystem 12 CHANNEL Channel path activity (CH)
13 IOQUEUE 1/0 queuing activity (1Q)

14 PCIE PCIE activity (PCI)

15 SCM SCM activity (Scm)

- J

Figure 8. Monitor Ill Resource Report Selection Menu

The Storage report section of the menu allows you to choose one of the six types
of storage report provided by RMF. There are two types of report: Storage reports
and Common Storage reports.

The Subsystem Report Selection Menu

The Subsystem report menu allows you to select HSM, JES, and XCF Delay

reports.

To request the Subsystem Report Selection Menu, select 4 from the Primary Menu
or enter SUBS on any command line.

e ™\
RMF Subsystem Report Selection Menu

Selection
Enter selection number or command for desired subsystem report.

1 HSM Hierarchical Storage Manager delays (HD)

2 JES Job Entry Subsystem delays (JD)

3 XCF Cross System Coupling Facility delays (XD)

J

Figure 9. Monitor Ill Subsystem Report Selection Menu

The User Report Selection Menu

The User report menu allows you to select your user-written reports or those
examples that are provided with Monitor III.

To request the User Report Selection Menu, select U from the Primary Menu or
enter USER on any command line.
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RMF User-written Report Selection Menu
Selection ===>

Enter selection number or command for desired report.

1 MSI Migration SYSINFO including Execution Velocity
2 DSD Detailed Storage Delays
3 RG Resource Group Data

Device Reports
DA DEVN Device Activity
DT DEVT Device Trend
Device =>
System Reports
ST SYSTREND System and Workload Trend
Workload =>
o %
Figure 10. Monitor Il User-written Report Selection Menu

The Data Index

The Data Index (DI) shows you the data sets that are available throughout the
sysplex.

The Data Index provides information about the data that is currently available for
your reporter session. The data that it contains is either:

* Current data from all active Monitor III data gatherers in the sysplex. The
current data represents all available data from every system that can be found in
the sysplex.

* Previously stored data from a Monitor III gatherer session (so called preallocated
data sets).

The Data Index displays the list of systems in alphabetical order by system ID of
the RMF Monitor III data gatherer that recorded the data. You can also see if data
is missing, or could not be retrieved due to one of the following reasons:

* No data is available for the requested system

e The system does not respond to a request for data
* The gatherer for the system is not active

* RMEF is not active on a system

* The preallocated data set is empty or has an error

Thus the Data Index provides a compact overview of information about all systems
belonging to the sysplex regardless of whether RMF is active or not.

How to request the Data Index

Select S on the Primary menu, and then D on the Sysplex Report menu, or you can
enter the following command:

DI

Contents of the Data Index

Read the following information about the Data Index:

+ |“If you are using active Monitor III gatherers in the sysplex” on page 29|

« |“If you are using preallocated data sets” on page 29|
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+ [“Condensed information on the Data Index” on page 30|

[‘Data Index — field descriptions” on page 31|

+ [“Information and error messages on the Data Index” on page 32|

* [“Cursor-sensitive control” on page 33|

[‘Data Index options” on page 33|

If you are using active Monitor Ill gatherers in the sysplex
For each active Monitor III gatherer in the sysplex, the following will be displayed
on the Data Index:

¢ The RMF in-storage buffer; and

* If the Monitor III gatherer has been started with data set support, all data sets
used by the Monitor III gatherer for recording data.

Rows with data that are available on the local system are displayed in turquoise.
All other rows are displayed in dark blue.

shows a sample Data Index that is using data from active Monitor III
data gatherers in a sysplex.

4 RMF V2R2 Data Index - RMFPLEX1 Line 1 of 22 h

Command ===> Scroll ===> HALF

Samples: 118 System: MVS2 Date: 11/27/15 Time: 10.12.00 Range: 120  Sec

----Begin/End----
System --Date-- --Time-- -DDNAME- --------------- Data Set Name-----------
MVS1  11/27/15 10.03.20
10.12.00 * ok * In-storage buffer * x %
MVS1 SYS00002 RMF.MONITOR3.DATASET1.MVS3
* ok % Data from system MVS3  * % =
MVS1 SYS00001 RMF.MONITOR3.DATASET2.MVS3

* Kk ok Data from system MVS3  * * =

MVS2  11/27/15 ©9.11.00 SYS00002 RMF.MONITOR3.DATASET1.MVS2

09.14.00
MVS2  11/27/15 10.03.00 SYSOO003 RMF.MONITOR3.DATASET2.MVS2

10.12.00 * ok ok Currently active * Kk ok
MVS2  11/27/15 10.03.00

10.12.00 * ok ok In-storage buffer * Kk ok
MVS3  11/27/15 09.11.00 SYS00002 RMF.MONITOR3.DATASET1.MVS3

09.14.00
MVS3  11/27/15 10.03.00 SYS00003 RMF.MONITOR3.DATASET2.MVS3

10.12.00 * Kk ok Currently active * % %
MVS3  11/27/15 10.03.00

10.12.00 * ok *x In-storage buffer * % %
TEST

* ok No response * Kk ok
o J

Figure 11. Data Index

If you are using preallocated data sets

If a local session has had data sets preallocated to it before the RMF reporter is
started, the Data Index will only display data from those data sets. This is
independent of the active Monitor III gatherers in the sysplex. For information
about how to preallocate data sets to the local session, refer to the [z/OS RMF User's|
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All rows will be shown in dark blue.

Note: It is possible to preallocate data sets from different systems, but only one
sysplex can be represented by the data in those data sets. If the data represents
more than one sysplex, the Data Index is displayed, and no other report can be
generated. To resolve the problem, end the session, deallocate any data sets with a
different sysplex ID, and start a new session.

shows a sample Data Index that is using data from preallocated data sets
to a reporter session.

4 RMF V2R2 Data Index - RMFPLEX Line 1 of 18
Command ===> Scroll ===> HALF
Samples: 37 System: RMFB Date: 09/28/16 Time: 13.09.00 Range: 60 Sec

----Begin/End----
System --Date-- --Time-- -DDNAME- ---------cou-n Data Set Name-----------------
RMFA  09/28/16 04.17.00 RMFDSO1 RMF.RMFA.RMFDSO1
06.26.00
RMFA  09/28/16 04.20.00 RMFDSOO RMF.RMFA.RMFDS00
06.28.00
RMFA  09/28/16 11.28.00 RMFDSO2 RMF.RMFA.RMFDS02
13.07.00
RMFB  09/28/16 04.16.00 RMFDSO04 RMF.RMFB.RMFDSO1
06.24.00
RMFB  09/28/16 04.26.00 RMFDSO5 RMF.RMFB.RMFDS00
06.36.00
RMFB  09/28/16 11.58.00 RMFDSO3 RMF.RMFB.RMFDS02
13.10.00
RMFC  09/28/16 04.17.00 RMFDSO7 RMF.RMFC.RMFDSO1
06.26.00
RMFC  09/28/16 04.27.00 RMFDSO6 RMF.RMFC.RMFDS00
06.37.00
RMFC RMFDS07 RMF.RMFC.RMFDS02
* kK Empty * ok *
o J

Figure 12. Data Index with Preallocated Data Sets - Detailed View

Condensed information on the Data Index

The detailed version of the Data Index allows you to display all data sets that are
available throughout the entire sysplex, or all data sets that are preallocated to one
session. As this may be a long list, you can use the DDNAMES/DSNAMES option
on the Report Options panel to compress the data set level information per system.

Figure 13 on page 31|and [Figure 14 on page 31| show what the data displayed in
Figure 11 on page 29 and [Figure 12} respectively, look like if the
DDNAMES/DDNAMES option is used to condense the information displayed.
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4 RMF V2R2 Data Index - RMFPLEX1 Line 1 of 4 )

Command ===> Scroll ===> HALF

Samples: 118 System: RMFE Date: 11/27/15 Time: 10.12.00 Range: 120  Sec

------ Begin------ -------End-------
System --Date-- --Time-- --Date-- --Time--
MVS1  11/27/15 10.03.20 11/27/15 10.12.00
MVS2  11/27/15 09.11.00 11/27/15 10.12.00
MVS3  11/27/15 09.11.00 11/27/15 10.12.00
TEST * x x  No response * k%
- J

Figure 13. Data Index - Condensed Version

4 RMF V2R2 Data Index - RMFPLEX Line 1 of 3
Command ===> Scroll ===> HALF
Samples: 37 System: RMFB Date: 09/28/16 Time: 13.09.00 Range: 60 Sec

------ Begin------ -----—-End-------

System --Date-- --Time-- --Date-- --Time--

RMFA  09/28/16 04.17.00 09/28/16 13.07.00

RMFB  09/28/16 04.16.00 09/28/16 13.10.00
\RMFC 09/28/16 04.17.00 09/28/16 06.37.00 )

Figure 14. Data Index with Preallocated Data Sets - Condensed Version

The condensed version of the Data Index displays information about data that is
available throughout the sysplex. It shows at a glance, for which time ranges data
is available on each system, or if no data is available at all or could not be
retrieved due to special conditions.

Data Index — field descriptions

For a description of the report header area of the Data Index, refer to |”Header f01-’|
[single-system reports” on page 23)and [“Header for sysplex reports” on page 23|
where the various header fields are described in more detail.

Note: The Data Index title line contains a sysplex ID field like in sysplex reports,
but instead of a WLM Samples: field, it shows just the Samples: field as in single
system reports. The sysplex ID field in the title line can be blank if you are using
data from an old RMF gatherer or have preallocated data from a previous release
of RMF.

Table 5. Fields in the Data Index

Field Heading

Meaning

System The four-character SMF system identifier of the Monitor III gatherer that collected the data. If
the identification of the system could not be determined, the field contains '????".
These are the beginning and ending dates/times for the data in the usable and not-empty data
Begin/End sets or the in-storage buffers. If the beginning and ending dates are the same, RMF will only
Date Time display the beginning date. If there is a problem with the data, the dates and times are left
blank, and a message is shown.
DDNAME For a Data Index using active gatherer's data, the DDNAME is the system generated DD name

for the data set that has been dynamically allocated for the data gatherer's session. For a Data
Index using preallocated data sets, this is the name that was specified in RMFDSxx on the
ALLOCATE command issued before the reporter session was started. If there is a problem with
the data, the field remains blank. Also, note that the field remains blank if this line is
representing the gatherer's in-storage bulffer.
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Table 5. Fields in the Data Index (continued)

Field Heading

Meaning

Data Set Name

This field has two lines. The first line contains the name of the VSAM data set containing the
data. The second line is either blank or contains a comment concerning the status of the data.
(See |"Information and error messages on the Data Index.”) Note that the first line is blank when
the data represents a gatherer's in-storage buffer.

The begin date and time for which data is available on the respective system. This field is blank

Begin if there is no data to be represented for the system.
Date Time
The end date and time for which data is available on the respective system. This field contains a
End comment about the status of the data if a problem was encountered.
Date Time

Note: If you are using old data, the sysplex ID and other fields may be blank.

Information and error messages on the Data Index
The following messages can be shown in special cases:

*** Currently active ***

The currently active data set for the Monitor III data gatherer session
(appears only on the Data Index for a reporter session without preallocated
data sets)

*** In-storage buffer***
The local storage buffer entry of the Monitor III data gatherer

HXk Empty Eak ok
Data set with no usable data. For a session without preallocated data sets,
data set recording might not be active and RMF cannot find the LRECL or
CI SIZE for the data sets. For a session with preallocated data sets, the data
set might be empty or contain other than sampled data gathered during a
Monitor III data gatherer session.

*** No data available ***
There is no data available for the system listed in the System: field on this
line.

*** No response ***
A system that is part of the sysplex, according to the XCF system name
list, does not reply to the request for data

***Gatherer not active ***
RMF is active on a system, but the Monitor III gatherer is not started

*** RMF not active in xxxoxxxx ***
The RMF address space is not active on system xxxxxxxx. Therefore, no
data can be reported for this system.

The eight-character z/OS system name xxxxxxxx is defined in the
SYS1.PARMLIB(IEASYSxx) parameter SYSNAME.

The four-character SMF system ID, defined in the
SYS1.PARMLIB(SMFPRMxx) parameter SID(xxxx) cannot be determined,
and is set to '???7?".

The following messages occur when the data gatherer tried to use the data set.

*** Not Found ***
Uncataloged data set specified on the DATASET option of the Monitor III
data gatherer session (the data set is unusable)
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*** Invalid RECSIZE ***
Data set specified with an invalid record size (the data set is unusable)

*** Invalid CISIZE ***
Data set specified with an invalid control interval size (the data set is
unusable)

*** Open Error RC=xx reason=xxx ***
Error in opening the data set (the data set is unusable)

*** Close Error RC=xx reason=xxx ***
Error in closing the data set (the data set is unusable)

*** VSAM error RC=xx reason=xxx ***
Error in reading the VSAM data set (the data set is unusable)

*** DYNALLOC RC=xx IRC=xxxx ERC=xxxx ***
Dynamic allocation error (the data set is unusable)

*** UNALLOC RC=xx IRC=xxxx ERC=xxxx ***
Data set unallocated (the data set is unusable)

*** Sample time exceeds current time ***
Data set with a sample time that is later than the current system time. The
system time has probably been incorrectly set. (This message does not
appear on the screen with preallocated data sets.)

*** Data from sysplex xxxxxxxx ***
For either preallocated data sets or gatherer data sets, a data set that is
from a sysplex other that the one selected has been encountered. Only one
sysplex can be represented by the data on the Data Index. No other reports
can be shown as long as this error persists.

*** Data from system xxxx ***
The reporter cannot report data from gatherer data sets from another
system. The gatherer marks the data sets as unusable if more than one
system has written to a data set. The reporter cannot access the data in
data sets that are marked unusable.

The reporter also cannot report data from different sysplexes in one
session.

Cursor-sensitive control

Cursor sensitivity on the System field switches to the selected system, that means,
data from the requested system is retrieved (if available), and the Data Index is
redisplayed, with the selected system shown in the header System field, and the
corresponding lines of the report shown in turquoise.

Data Index options

RMF Data Index Options
Command ===>

Change or verify parameters. Press END to save and end.

DDNAMES/DSNAMES ~ ==> YES Include DDNAMES / DSNAMES information (YES NO)
Sort Order ==> ASCEND  Sort data set names (ASCEND DESCEND)

Figure 15. Data Index Options Panel

The Data Index has two options:
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* The DDNAMES/DSNAMES option allows you to determine the amount of
information that will be displayed. There are two valid values for the
DDNAMES/DSNAMES option:

YES  This value gives you a more detailed Data Index. It contains, at a
data-set level, the data that is used on other RMF reports. You can see if

there are any specific problems with the available data. See

[page 29| and [Figure 12 on page 30| for example screens.

NO  This value gives you a condensed version of the Data Index. You can see
what systems are available for reporting rather than the actual data that
is available. See [Figure 13 on page 31| and [Figure 14 on page 31| for
example screens.

* The Sort Order is available on the Data Index Options panel, so that it can be
accessed with the ROPTIONS command from the Data Index screen. If more
than one row with the same system identification exist, the usable data sets that
are not empty are listed first, then the empty data sets, and finally the unusable
data sets. The usable data sets that are not empty are sorted according to the
end time of the stored data.

The entire Data Index is sorted by system ID. The Sort Order option allows you

to change the sorting of the individual data entries for each system. The two
valid values for this option are:

ASCEND
This value causes the entries in the Data Index to be sorted with the

oldest data at the top of the individual system lists. See
for an example.

DESCEND
This value causes the entries in the Data Index to be sorted with the
latest data first for each system. See for an example.

4 RMF V2R2 Data Index - RMFPLEX1 Line 1 of 14 h

Command ===> Scroll ===> HALF

Samples: 100 System: MVS1 Date: 09/28/16 Time: 10.31.40 Range: 100  Sec

----Begin/End----
System --Date-- --Time-- -DDNAME- --------------- Data Set Name----------------
MVS1 09/28/16 09.55.00
10.31.40 * * * In-storage buffer =* % x
MVS1 09/28/16 05.53.20 SYS00003 SYS3.RMF.DS02
10.11.40 * % *  Currently active * x *
MVS1 09/28/16 01.31.40 SYS00002 SYS3.RMF.DSO1
05.53.20

MVS2 09/28/16 09.55.00

10.31.40 * % * In-storage buffer *x x x
MVS2 09/28/16 01.31.40 SYSO0003 SYS3.RMF.DSO1
10.11.40 * * *  Currently active * x *
TEST
* % *  No response * ok ok
o %

Figure 16. Data Index - Sort Order Descend

Note: Since the condensed version of the Data Index (DDNAMES/DSNAMES =
NO) has only one entry per system, changing the Sort Order option will not have
any effect on the condensed version of the Data Index.
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CACHDET - Cache Detail Report

The CACHDET report provides detailed information about the activities of one
cache subsystem.

How to request this report

To request the CACHDET report, select S on the Primary Menu, and then select 9
on the Sysplex Report menu (shown in [Figure 5 on page 24)), or enter the following

command:
CACHDET [subsystem_id]

Contents of the report

4 RMF V2R2 Cache Detail - SYSPLEX Line 1 of 20 h
Command ===> _ Scroll ===> HALF
Samples: 120 Systems: 5 Date: 09/28/16 Time: 16.11.30 Range: 120  Sec

CDate: 09/28/16 CTime: 16.11.25 CRange: 120  Sec

Volume /Num SSID I/0 1I/0 Hit - Cache Hit Rate - - DASD I/0 - Seq Async
% Rate % Read DFW CFW Total Stage Rate Rate

*ALL 100 42.9 99.5 30.8 11.9 0.0 0.2 0.2 0.6 1.8
*NOCAC 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
*CACHE 100 42.9 99.5 30.8 11.9 0.0 0.2 0.2 0.6 1.8
SYSPXC 05CB 0043 27.9 12.0 100 10.4 1.6 0.0 0.0 0.0 0.0 0.0
SYSSM3 05C3 0043 11.6 5.0 1006 3.9 1.1 0.0 0.0 0.0 0.3 0.4
SYSAXC 05CA 0043 11.2 4.8 100 3.2 1.6 0.0 0.0 0.0 0.0 0.0
SYSSM6 05C6 0043 10.8 4.6 98.9 3.7 0.9 0.0 0.1 0.1 0.0 0.3
SYSSMS 05C0 0043 9.7 4.2 97.6 0.4 3.7 0.0 0.1 0.1 0.0 0.0
SYSSM8 05C8 0043 6.8 2.9 100 1.6 1.4 0.0 0.0 0.0 0.1 0.1
SYSSM5 05C5 0043 5.4 2.3 166 2.3 0.1 0.0 0.0 0.0 0.0 0.2
SYSSM2 05C2 0043 3.7 1.6 1006 0.6 1.0 0.0 0.0 0.0 0.0 0.5
SYSSMB O5DA 0043 3.6 1.6 1006 1.4 0.1 0.0 0.0 0.0 0.1 0.0
SYSSMA 05CD 0043 3.6 1.5 99.5 1.5 0.0 0.0 0.0 0.0 0.1 0.0
SYSSM7 05C7 0043 3.3 1.4 98.2 1.2 0.2 0.0 0.0 0.0 0.0 0.1
SYSOPE 05CC 0043 1.6 0.7 97.5 0.6 0.1 0.0 0.0 0.0 0.0 0.0
SYSSM4 05C4 0043 0.6 0.3 96.9 0.0 0.2 0.0 0.0 0.0 0.0 0.0
SYSSM9 05C9 0043 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
SYSSM1 05C1 0043 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
SYSSMC 05DB 0043 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

MVSWR1 O5FF 0043
A

Figure 17. CACHDET Report

There is no graphic version of this report available.
If you place the cursor on any field of the first two columns, a pop-up window

appears showing details for the selected volume. Cursor-sensitive control of the
third column leads you to a pop-up window with details for the selected SSID.
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4 RMF V2R2 Cache Detail - SYSPLEX Line 1 of 20 h
Command ===> _ Scroll ===> HALF
Samples: 120 Systems: 5 Date: 09/28/16 Time: 16.11.30 Range: 120  Sec

CDate: 09/28/16 CTime: 16.11.25 CRange: 120  Sec
Vol

RMF Cache Volume Detail

*AL | The following details are available for Volume SYSSM6 on SSID 0043
*NO | Press Enter to return to the Report panel.
*CA
SYS | Cache: Active DFW: Active Pinned: None
SYS
SYS | ------ Read ------  —==------ Write --------- Read Tracks
SYS Rate Hit Hit% Rate  Fast Hit Hit% %
SYS | Norm 3.7 3.6 98.8 0.8 0.8 0.8 100 82.2 0.1
SYS | Seq 0.0 0.0 100 0.1 0.1 0.1 93.3 21.1 0.0
SYS | CFW 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
SYS | Total 3.7 3.7 98.9 0.9 0.9 0.9 99.1 80.0
SYS
SYS | ------ Misc ------ - Non-Cache - --- CKD ---- - Record Caching -
SYS | DFW Bypass : 0.0 ICL : 0.0 Write: 0.0 Read Miss : 0.0
SYS | CFW Bypass : 0.0 Bypass: 0.0 Hits : 0.0 Write Prom: 0.0
SYS | DFW Inhibit: 0.0
SYS
SYS
SYS
MVS

o %

Figure 18. CACHDET Report - Volume Details

4 . . N

RMF V2R2 Cache Detail - SYSPLEX Line 1 of 20

Command ===> _ Scroll ===> HALF
Samples: 120 Systems: 5 Date: 09/28/16 Time: 16.11.30 Range: 120  Sec

CDate: 09/28/16 CTime: 16.11.25 CRange: 120  Sec
Vol

RMF Cache SSID Detail
*AL | The following details are available for SSID 0043
*NO | Press Enter to return to the Report panel.
*CA
SYS | —-m--- Read ------  —----ou-- Write --------- Read  Tracks
SYS Rate Hit Hit% Rate  Fast Hit Hit% %
SYS | Norm 26.8 26.7 99.3 11.5 11.5 11.5 99.9 70.0 0.2
SYS | Seq 4.1 4,1 99.8 0.4 0.4 0.4 97.8 91.3 0.6
SYS | CFW 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
SYS | Total 31.0 30.8 99.4 11.9 11.9 11.9 99.9 72.2
SYS
SYS | ------ Misc ------ - Non-Cache - --- CKD ---- - Record Caching -
SYS | DFW Bypass : 0.0 ICL 0.0 Write: 0.0 Read Miss : 0.0
SYS | CFW Bypass : 0.0 Bypass: 0.0 Hits : 0.0 Write Prom: 0.0
SYS | DFW Inhibit: 0.0
SYS
SYS
SYS
o %

Figure 19. CACHDET Report - SSID Details
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Field descriptions
Table 6. Fields in the CACHDET Report

Field Heading | Meaning

Device reserve activity can cause a data gatherer interface to wait until a RESERVE has been released. This in turn can cause the
cache interval to be much longer than a regular RMF interval.

Therefore, CDate, CTime and CRange are used to show the actual point in time to which the cache interval start is related, and the
actual cache interval length. All rates shown in the report are based on CRange, not on Range.

CDate Date on which the cache interval started.
CTime Time at which the cache interval started.
CRange Cache interval time.
Volume Volume serial number or one of the following:
*ALL All devices belonging to the reported storage subsystem.
*NOCAC
All non-cached devices.
*CACHE

All cached devices.

These lines will be given only if the report shows data for one specific subsystem ID.

/Num Device number.

SSID Subsystem identifier; a number assigned during the installation of the subsystem that uniquely
identifies the storage subsystem.

1/0 % Percentage of 1/O requests to this device or category, compared to the total number of 1/O
requests sent to the subsystem.

I/0 Rate Rate of I/O requests.

Hit % Percentage of I/Os that where processed within the cache (cache hits) based on the total number
of 1/0s.

Cache Hit Rate - I/O rate of all cache hits.

Read Rate of SEARCH/READ requests that completed without accessing the DASD.

DFW Rate of DFW requests.

CFW Rate of WRITE and READ-AFTER-WRITE requests that are processed in cache.

DASD I/0 - 1/0 rate of all requests that accessed DASD.

Total I/0 rate of all requests that accessed DASD. This is the sum of Stage rates (see below) and other
request rates (inhibit cache load, DFW BYPASS, CFW BYPASS, DFW INHIBIT).

Stage Rate of normal or sequential I/O requests that accessed DASD.

Seq Rate Rate of tracks that have been staged due to cache misses for sequential I/O requests.

Async Rate Rate of tracks that have been destaged asynchronously.

Table 7. Fields in the CACHDET Report - Volume and SSID Details

Field Heading Meaning

Cache Caching status of the device.
Active  Caching is active - requests to this device can be processed without DASD access.
Deact pending
Cache has been deactivated on request from host system or support facility, but
transfer of modified data to DASD has failed.
Deactivated
Caching has been deactivated for this device.

DFW Status of the DASD FAST WRITE option.

Active  DASD FAST WRITE requests can be processed for this device.

Deact pending
DASD FAST WRITE has been terminated on request by host system or support facility,
but transfer of modified data to DASD is in progress or has failed.

Deactivated
DASD FAST WRITE requests are ignored for this device.
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Table 7. Fields in the CACHD

ET Report - Volume and SSID Details (continued)

Field Heading

Meaning

Pinned

A device has failed, and data that has not yet been written to DASD is pinned in cache or NVS
for later recovery.
None No data is pinned for this device.
DFW not suspend
Pinned data exists, but DASD FAST WRITE has not been suspended.
DFW suspend
Pinned data exists, and DASD FAST WRITE has been suspended.

Norm - Seq - CFW

Cache I/0 Request - The channel command DEFINE EXTENT specifies the way the cache will be used. There are three categories:

Norm Cache will be managed by least-recently-used (LRU) algorithm for making cache space available.

Seq Tracks following the track assigned in the current CCW chain are promoted. They will be
transferred from DASD to cache in anticipation of a short-term requirement.

CFW WRITE and READ-AFTER-WRITE requests are processed in cache. The data might not be
written to DASD. Because CFW does not use the NVS, the application is responsible for
restoring the data after a cache or subsystem failure.

Total This is either the sum of I/O requests, the total I/O rate, or the average hit ratio for the three

categories previously described.

Read - Cache I/0 requests that searched or read data from DASD. This is the number of channel operations that had at least one
SEARCH or READ command but no WRITE commands. It is counted for cache devices only.

Rate Rate of SEARCH/READ requests.
Hit Rate of SEARCH/READ requests that completed without accessing the DASD.
Hit% Percentage of SEARCH/READ requests that completed without accessing the DASD.

Write - Cache 1/0 requests that wrote data to DASD. This is the number of channel commands that had at least one WRITE
command. It is counted for cache devices only.

Rate Rate of WRITE requests.

Fast Rate of DASD/CACHE FAST WRITE requests.

Hit Rate of DASD/CACHE FAST WRITE requests that completed without accessing the DASD (fast
write hit).

Hit% Percentage of DASD/CACHE FAST WRITE requests that completed without accessing the
DASD (fast write hit).

Read % Percentage of READ requests based on the sum of all READ and WRITE requests (excluding ICL
and BYPASS).

Tracks Rate of tracks transferred from DASD to cache.

Misc - Miscellaneous cache activi

ty rates.

DFW Bypass

Rate of DASD FAST WRITE requests that would have resulted in a DFW hit; however, NVS was
overutilized causing writes to be sent directly to DASD. This values is also known as DFW
RETRY.

CFW Bypass Rate of operations that did not transfer a track from DASD into cache because no free segments
were available. In this case, there is no destaging in favor of 1/O requests with the CACHE
FAST WRITE attribute. The I/O goes directly to the DASD.

DFW Inhibit If DASD FAST WRITE is active, this is the rate of WRITE requests that inhibit DASD FAST

WRITE.

If DASD FAST WRITE is inactive, this is the rate of WRITE requests that directly accessed the
DASD, even with DASD FAST WRITE turned on.

Non-Cache - I/O READ requests

that switched off cache processing.

ICL

Inhibit cache load. Rate of I/O requests that inhibited load of data into cache although the data
was not found in the cache.

Bypass

Rate of I/O requests that explicitly bypassed the cache, irrespective of whether the data is in the
cache or not.

WRITE count.

CKD - CKD (Count-key-data) is a format used to store data on DASD. The counts shown in this section are contained in the total

Write

Rate of WRITE 1/0O requests in CKD format.
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Table 7. Fields in the CACHDET Report - Volume and SSID Details (continued)
Field Heading Meaning

Hits Rate of I/O requests in CKD format that could be resolved in the cache.

Record Caching - Record caching is done dynamically upon a decision made by DCME or the microcode. It may improve overall
cache performance if caching of whole tracks would waste cache storage. The decision is based on the number of 1/Os, the hit
ratio, and the locality of reference of a certain entity of data.

Read Miss Rate of instances in which a record requested for READ was not found in the cache, and access
to DASD was required.

Write Prom Rate of instances in which a record requested for WRITE was found in the cache, and access to
DASD was not required.

Report options

4 RMF Cache Report Options Line 1 of 2 h

Command ===> Scroll ===> HALF

Change or verify parameters. To exit press END.
Changes will apply to the Cache Detail report.

SSID ==> 0046 ALL or one of the available subsystem IDs below

Available Subsystem IDs
0040 0041 0044 0046 0047 0048 004A 004B 004C 004D
\0050 0051 0054 0056 0060 006A 006B 007A 007B 008A

Figure 20. CACHDET Report Options

In the Report Options panel, you can select whether you want to get the
CACHDET report with one or with all available subsystem IDs.

CACHSUM - Cache Summary Report

The Cache Summary report (CACHSUM) provides an overview about the activities
in the cache subsystem for all SSIDs. You might take this as starting point when
analyzing 1/O performance to get a first impression about the I/O processing.

If you feel that further analysis is required, you may continue with the Cache
Detail report (see ["CACHDET - Cache Detail Report” on page 35).

How to request this report

To request the CACHSUM report, select S on the Primary Menu, and then select 8
on the Sysplex Report menu (shown in [Figure 5 on page 24), or enter the following
command:

CACHSUM

Chapter 2. Interactive performance analysis with Monitor III 39



Mon Il - CACHSUM

Contents of the report

4 RMF V2R2 Cache Summary - SYSPLEX Line 1 of 21 )
Command ===> _ Scroll ===> HALF
Samples: 120 Systems: 5 Date: 09/28/16 Time: 08.25.00 Range: 120  Sec

CDate: 09/28/16 CTime: 08.24.55 CRange: 120  Sec

SSID CUID Type-Mod Size I/0 Hit Hit -- Miss --- Read Seq Async Off
Rate % Rate Total Stage % Rate Rate Rate

0010 071D 9396-001 1024M 99.8 98.8 98.6 1.2 1.2 99.2 1.6 0.1 0.0
0011 0520 9396-001 1024M 5.4 100 5.4 0.0 0.0 100 0.0 0.0 0.0
0030 0269 3990-006 256M 90.6 99.8 90.4 0.2 0.2 100 0.0 0.0 0.0
0040 0401 9393-002 1536M 142.0 100 141.9 0.0 0.0 97.7 0.0 0.3 0.0
0041 0460 9393-002 1536M 1.1 100 1.1 0.0 0.0 68.2 0.0 0.2 0.0
0042 05AA 9393-002 1536M 0.9 100 0.9 0.0 0.0 70.4 0.0 0.1 0.0
0043 05C6 9393-002 1536M 42.9 99.5 42.7 0.2 0.2 72.2 0.6 1.8 0.0
0044 0200 3990-006  64M 129.7 99.5 129.0 0.7 0.7 98.2 0.2 0.0 0.0
0060 0627 9393-002 1536M 9.2 29.3 2.7 0.0 0.0 40.3 0.0 0.4 0.0
0061 0654 9393-002 1536M 4.3 99.8 4.3 0.0 0.0 64.6 0.3 0.4 0.0
0062 06BO 9393-002 1536M 7.4 30.9 2.3 0.1 0.1 17.5 0.0 0.6 0.0

\?063 06CE 9393-002 1536M 0.3 100 0.3 0.0 0.0 88.9 0.0 0.0 0.0 )

Figure 21. CACHSUM Report

There is no graphic version of this report available.

If you place the cursor on any field of the first three columns, a pop-up window

appears showing details for the selected SSID. Cursor-sensitive control of the other
columns leads you to the CACHDET report.

4 RMF V2R2 Cache Summary - SYSPLEX Line 1 of 12 h
Command ===> _ Scroll ===> HALF
Samples: 120 Systems: 5 Date: 09/28/16 Time: 16.11.30 Range: 120  Sec

CDate: 09/28/16 CTime: 16.11.25 CRange: 120  Sec
SSI
RMF Cache SSID Information
001 | The following details are available for SSID 0043
001 | Press Enter to return to the Report panel.
003
004 | CUID : 05C6 Cache : Active NVS ¢ Active
004 | Type-Mod: 9393-002 Config: 1536M Config: 8192K
004 Avail : 1536M Pinned: 0
004 0ff1 0
004 Pinned: 0
006
006 | 0 ------ Read ------  =—==---m-- Write --------- Read  Tracks
006 Rate Hit Hit% Rate Fast Hit Hit% %
006 | Norm 26.8 26.7 99.3 11.5  11.5 11.5 99.9 70.0 0.2
006 | Seq 4.1 4.1 99.8 0.4 0.4 0.4 97.8 91.3 0.6
006 | CFW 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
006 | Total 31.0 30.8 99.4 11.9 11.9 11.9 99.9 72.2
006
006
006
o %

Figure 22. CACHSUM Report - SSID Details
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Field description
Table 8. Fields in the CACHSUM Report

Field Heading | Meaning

Device reserve activity can cause a data gatherer interface to wait until a RESERVE has been released. This in turn can cause the
cache interval to be much longer than a regular RMF interval.

Therefore, CDate, CTime and CRange are used to show the actual point in time to which the cache interval start is related, and the
actual cache interval length. All rates shown in the report are based on CRange, not on Range.

Note: The reported storage capacities for cache and non-volatile storage (NVS) represents only the Cluster Processor Complex in
the storage server, that controls the subsystem. Since a typical storage server has two clusters, you must double the reported
capacities to get the actual sizes.

CDate Date on which the cache interval started.

CTime Time at which the cache interval started.

CRange Cache interval time.

SSID Subsystem identifier: a number assigned during the installation of the subsystem that uniquely
identifies the storage subsystem.

CUID Physical control unit number of the caching subsystem. This is equal to the lowest device
number, or the device that has been turned online first, respectively.

Type-Mod Hardware type and model.

Size Amount of physical storage that is configured in this storage subsystem (in giga- or megabytes).

1/0 Rate Rate of I/O requests.

Hit % Percentage of I/Os that where processed within the cache (cache hits) based on the total number
of 1/0s.

Hit Rate I/0 rate of all cache hits. This is the sum of:

READ  Rate of SEARCH/READ requests that completed without accessing the DASD
DFW Rate of DASD FAST WRITE requests
CFW Rate of WRITE and READ-AFTER-WRITE requests that are processed in cache

Miss Total I/0 rate of all requests that accessed DASD.

This is the sum of Stage rates (see below) and other request rates (inhibit cache load, BYPASS,
CFW BYPASS, DFW INHIBIT).

Miss Stage Rate of normal or sequential I/O requests that accessed DASD.

Read % Percentage of READ requests based on all READ and WRITE requests.

Seq Rate Rate of tracks that have been staged due to cache misses for sequential I/O requests.
Async Rate Rate of tracks that have been destaged asynchronously.

Off Rate Rate of I/O requests to non-cached devices.

Table 9. Fields in the CACHSUM Report - SSID Details

Field Heading Meaning

Note: The reported storage capacities for cache and non-volatile storage (NVS) represents only the Cluster Processor Complex in
the storage server, that controls the subsystem. Since a typical storage server has two clusters, you must double the reported
capacities to get the actual sizes.

CUID Physical control unit number of the caching subsystem. This is equal to the lowest device
number, or the device that has been turned online first, respectively.

Type-Mod Hardware type and model.
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Table 9. Fields in the CACHSUM Report - SSID Details (continued)

Field Heading

Meaning

Cache

Caching status of the subsystem.
Active  Caching is active (online and usable).
Deact failed
A command requesting deactivation of cache has been received, but destaging to
DASD has failed.
Deact in process
A command requesting deactivation of cache has been received, and destaging from
cache to DASD is still in progress.
Deactivated
Cache has been deactivated by request from host system or support facility.
Error termination
An internal error stopped cache (cache is offline).
Maintenance
Cache has been disabled for maintenance.
Pending active
Caching is pending active, that is, cache is in the process of being brought online.

Cache Config

Amount of physical storage that is installed in this storage subsystem.

Cache Avail

Amount of storage that is available for caching. This is the total cache size minus the amount
used by the subsystem for the cache directory, minus the amount pinned and offline storage.

Cache Offl

Amount of storage that is offline because of a host or subsystem error.

Cache Pinned

Amount of storage that is unavailable because a DASD failure is preventing the subsystem from
destaging data. The data is pinned in cache.

NVS

Overall status of the non-volatile storage (NVS).
Active  NVS is online and usable.
Deact failed
A command requesting deactivation of NVS has been received but transfer from NVS
to DASD has failed.
Deact in process
A command requesting deactivation of NVS has been received, and destaging to
DASD is still in progress.
Deactivated
NVS has been deactivated by request from host system or support facility.
DFW inhibited
DASD FAST WRITE is inhibited because the battery is defective.
Error termination
An internal error caused termination of NVS.
Maintenance
NVS has been disabled for maintenance by the support facility.

NVS Config

Amount of NVS that is installed in this storage subsystem.

NVS Pinned

Amount of NVS that is unavailable because a DASD failure is preventing the subsystem from
destaging the data. The data is pinned in NVS.

Please refer to[Table 7 on page 37 for a description of the other fields in the pop-up
window of the CACHSUM report.

CFACT - Coupling Facility Activity Report

The Coupling Facility Activity report (CFACT) gives you information about the
activities in each structure.

You can use this report for analyzing in detail each structure in your coupling
facilities. You see the type of a structure and the activities from each system that
uses a structure. If you want to get more details, you will receive them through
cursor-sensitive control. A pop-up window shows the allocation details and the
name of the address space which is currently using the structure. If you experience
performance problems for one or several structures in your coupling facilities, you
should investigate into the appropriate applications.
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How to request this report

To request the Coupling Facility Activity report, select S from the Primary Menu
and then select 7 on the Sysplex Report menu (shown in [Figure 5 on page 24), or
enter the following command:

CFACT [cfname]

In addition, you can navigate to this report through cursor-sensitive control from
the CFOVER report or CFSYS report.

Special considerations

Data gathering for this report is enabled by default, using the gathering option
CFDETAIL. With CFDETAIL, a large amount of data is being gathered that enables
you to get many details about the usage of each structure in the coupling facility.
This data gathering is done only on one member of the sysplex. This is called
sysplex master gathering and has been implemented to reduce performance overhead
on non-master members and to reduce the amount of data in SSHs and SMF
records. The RMF Sysplex Data Server determines internally which member of the
sysplex will be the master. This can be controlled externally by the operator or
system administrator specifying the Monitor III MASTER/NOMASTER data
gatherer option.

If you run the Monitor III reporter with preallocated VSAM data sets, you should

ensure that you have allocated all data sets belonging to the sysplex to be able for
reporting everything that has been gathered.

Contents of the report

4 RMF V2R2  CF Activity - TRXPLEX Line 1 of 78 A
Command ===> Scroll ===> CSR
Samples: 30 Systems: 2 Date: 09/28/16 Time: 08.41.30 Range: 30 Sec
CF: X7CFP87 Type ST System CF  --- Sync ---  =—=-=------ Async --------

Util Rate Avg Rate Avg Chng Del

Structure Name % Serv Serv % %
ISGLOCK LOCK A *ALL 0.0 0.5 3 0.0 0 0.0 0.0
LOCK R70 0.5 3 0.0 0 0.0 0.0

LOCK R71 0.0 0 0.0 0 0.0 0.0

ISTGENERIC LIST AP *ALL 0.0 27.1 14 0.0 0 0.0 0.0
LIST R70 27.1 14 0.0 06 0.0 0.0

LIST R71 0.0 0 0.0 0 0.0 0.0

SYSZWLM_BC772827 CACHE AP =*ALL 0.0 0.4 8 0.1 126 0.0 0.0
CACHE R70 0.4 8 0.1 126 0.0 0.0

CACHE R71 0.0 0 0.0 0 0.0 0.0

SYSZWLM_WORKUNIT CACHE AP *ALL 0.0 0.0 0 0.0 0 0.0 0.0
CACHE R70 0.0 0 0.0 0 0.0 0.0

CACHE R71 0.0 0 0.0 0 0.0 0.0

SYSZWLM_7A862827 CACHE AS =*ALL 0.0 0.0 0 0.0 0 0.0 0.0
CACHE R70 0.0 0 0.0 0 0.0 0.0

CACHE R71 0.0 0 0.0 0 0.0 0.0

THRLSTSCMKP1_1  LIST A =*ALL 14.6 1106 6 9.0 121 0.0 0.0
LIST R70 1106 6 9.0 121 0.0 0.0

LIST R71 0 0 0.0 0 0.0 0.0

N\ %

Figure 23. CFACT Report

There is no graphic version of this report available.
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If you place the cursor on any of the lines with coupling facility structure values, a
pop-up window appears (one out of through [Figure 26 on page 45,
depending on the structure type), showing details for this structure. The pop-up
window from [Figure 27 on page 45| appears instead of the one shown in
if you select a List Structure which also uses SCM storage.

Some of these detail values are available only, if the Monitor III gatherer is running
with the gathering option CFDETAIL, which is the default.

4 N
RMF Coupling Facility - Structure Details
Lock Structure . ISGLOCK
Coupling Facility : X7CFP87
System : R70
Structure Size 2 9M  Connection Name : ISGLOCK#R70
% of CF Storage : 0.0 Jobname : GRS
List entries Total g 0 Status : ACTIVE
Current : 0 ASID : 7
Lock Entries Total : 1049K  CF Level Req g 0
Current : 6890
Contention (%) : 0.0
False Contention (%) : 0.0
Press Enter to return to the Report panel.
If data is missing, see Help panel.
o %
Figure 24. CFACT Report - Details for a Lock Structure
4 N
RMF Coupling Facility - Structure Details
List Structure : ISTGENERIC
Coupling Facility : X7CFP87
System : R70
Structure Size ¢ 1IM  Connection Name : USIBMT6_T6LA
% of CF Storage : 0.0 Jobname . VTAM390
List entries Total : 25438  Status : ACTIVE
Current : 47  ASID : 41
Data Elements  Total : 499 CF Level Req g 1
Current : 2
Lock Entries Total 2 4
Current : 0
Contention (%) 0.0
Press Enter to return to the Report panel.
If data is missing, see Help panel.
o %

Figure 25. CFACT Report - Details for a List Structure
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-

RMF Coupling Facility - Structure Details

Cache Structure : SYSZWLM_BC772827

Coupling Facility : X7CFP87

System : R70

Structure Size g 10M  Connection Name : #R70

% of CF Storage : 0.0 Jobname : WLM

Direct. Entries Total 3 216  Status : ACTIVE
Current : 5 ASID 3 12

Data Elements Total : 423  CF Level Req g 9
Current : 30

Request Rate 3 (.8

Read Rate 2.0

Write Rate 0.5

Castout Rate 0.0

XI Rate 0.0

Directory Reclaims 0

Press Enter to return to the Report panel.
If data is missing, see Help panel.

~

Figure 26. CFACT Report - Details for a Cache Structure

-

-

RMF Coupling Facility - Structure Details

Press Enter to return to the Report panel.
If data is missing, see Help panel.

ityl

584K
759K

57M
242K

List Structure : THRLSTSCMKP1 1
Coupling Facility : X7CFP87
System : R70
More:

Structure Size 2 4G SCM Algorithm Type : KeyPrior
% of CF Storage : 4.1 SCM Space Maximum : 16G
Augmented Space Est Max : 754M % Used 7.5

% Used : 0.3
List entries Total : 1428K SCM List Entries Est Max : 9

Current : 1279K Current :
Data Elements Total : 8569K  SCM List Elements Est Max :

Current : 7152K Current : 4
Lock Entries Total . 1024

Current : 0

Figure 27. CFACT Report - Details for a List Structure using SCM storage (1)

Pressing PF8 displays more information as shown in [Figure 28 on page 46|
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s
RMF Coupling Facility - Structure Details
Press Enter to return to the Report panel.
If data is missing, see Help panel.
List Structure : THRLSTSCMKP1 1
Coupling Facility : X7CFP87
System : R70
More: -
Data Elements Total : 8569K SCM List Elements Est Max : 57M
Current : 7152K Current : 4242K
Lock Entries Total . 1024
Current : 0
Contention (%) 0.0
Connection Name : THRLSTSCOBOOO10D
Jobname : LF170C1P
Status : Active
ASID ¢ 391
CF Level Req g 9
-

Figure 28. CFACT Report - Details for a List Structure using SCM storage (2)

Field descriptions

Table 10. Fields in the CFACT Report

Field Heading

| Meaning

Note: Each rate is reported as '<0.1" if the value is greater than 0 but would be rounded to 0.

CF

Coupling facility name.

Structure Name

Data Set. It has up to 16 characters and is unique within a sysplex.

Type Type indicates whether the structure is a list (LIST), lock (LOCK) or cache (CACHE) structure.
The structures being reported are grouped by structure type.
ST Status - can be one of following states in the SYSPLEX (*ALL) view data line for a structure:
A Active - structure is allocated and connected to at least one system during the entire
MINTIME.
AP Active/primary - structure has been active as primary structure during MINTIME
(rebuild-old).
AS Active/secondary - structure has been active as secondary structure during MINTIME
(rebuild-new).
I Inactive - structure got disconnected from all systems during MINTIME.
N New - structure became allocated and connected to at least one system during
MINTIME.
PA Active/primary - Structure is the rebuild-old (primary) structure in an asynchronous
duplexing rebuild process.
SA Active/secondary - Structure is the rebuild-new (secondary) structure in an
asynchronous duplexing rebuild process.
Note: There is no structure activity data reported for an inactive structure even if it was active
earlier in the MINTIME. The same applies for structures that became active during MINTIME.
Therefore, all values for these structures are reported as blank.
System System name for the system connected to the structure (from IEASYSxx Parmlib member,

SYSNAME parameter).

In the first data line for a structure, the name is *ALL' to indicate that this line shows the
SYSPLEX view of the data rather than a single system view.
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Table 10. Fields in the CFACT Report (continued)

Field Heading Meaning

CF Util % The percentage of CF processor time used by the structure. The sum of the values in this column
is less than 100%, because not all CF processor time is attributable to structures.

‘N/A’ is shown in this field if the CF level is lower than 15.

Sync Rate Number of hardware operations per second that started and completed synchronously to the
coupling facility on behalf of connectors to the structure.

Sync Avg Serv Average time in microseconds required to satisfy a synchronous coupling facility request for this
structure.

Async Rate Number of hardware operations per second that started and completed asynchronously to the
coupling facility on behalf of connectors to the structure.

Async Avg Serv Average time in microseconds required to satisfy an asynchronous coupling facility request for
this structure. This value also includes operations that started synchronously but completed
asynchronously.

Async Chng % Percentage of asynchronous requests for this structure that changed from synchronous to

asynchronous because the requests could not be serviced as synchronous request. This field
reports only those requests which were changed due to a subchannel busy condition and can be
used as an indicator of a shortage of subchannel resources.

Request conversions caused by heuristic sync/async algorithms used to optimize the coupling
efficiency of workloads using the CF are not included.

Async Del % Percentage of asynchronous hardware operations for this structure being delayed by either
subchannel contention or dump serialization.

This value can exceed 100% if there are several delays for one request during the MINTIME.

Note:
1. The availability of the data in the pop-up panel depends on the CFDETAIL option of the Monitor III gatherer session. If this
option is not active, all values marked as follows have to be used carefully:
DET Value will not be reported
MON T Value is a snapshot value taken at the end of the previous Monitor I gathering interval.
In some cases, the values can be blank, for example, if SMF data gathering for the coupling facility (SMF record type
74-4) is not active, or if a structure has no connection to some members in the sysplex.

2. Fields marked with " are only available for a single system, but not for the sysplex view from the *ALL summary line. You get
the single systems view by selecting option Detail ===> Yes from the RMF Coupling Facility Report Options (Figure 29 on
‘.

3. Each rate is reported as <0.1 if the value is greater than 0 but would be rounded to 0.
4. Fields marked with ? only apply to List Structures exploiting SCM storage extension.

5. Each rate is reported as '<0.1" if the value is greater than 0 but would be rounded to 0.

Amount of storage in bytes that is currently allocated for this structure.
Structure Size
(MON T)
The percentage of the total coupling facility storage allocated to this structure.
% of CF Storage
(MON T)
Number of list entries in use in a LIST or LOCK structure.
List Entries Total Total number.
(MON 1) Current Number of list entries in use.
Number of data elements in use in a LIST or CACHE structure.
Data Elements Total Total number.
(MON 1) Current Number of list data elements in use.
Type of algorithm used by the coupling facility to control the movement of structure objects
SCM Algorithm Type? between coupling facility real storage and storage class memory.
(MON T)
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Table 10. Fields in the CFACT Report (continued)

Field Heading

Meaning

Augmented Space”
(MON T)

Est Max Estimated maximum amount of augmented space in bytes that can be assigned for this
structure.

% Used Percentage of maximum augmented space that is in use by the structure.

SCM Space?
(MON 1)

Maximum
Maximum amount of storage class memory in bytes that this structure can use.

% Used Percentage of maximum storage class memory that is in use by the structure.

SCM List Entries?
(MON T)

Est Max Estimated maximum number of list entries that can reside in storage class memory for
the structure.

Current Number of existing structure list entries that reside in storage class memory.

SCM List Elements?
(MON T)

Est Max Estimated maximum number of list elements that can reside in storage class memory
for the structure.

Current Number of existing structure list elements that reside in storage class memory.

Lock Entries
(MON 1)

Number of lock table entries in use in a serialized LIST or a LOCK structure.
Total Total number.
Current Number of lock table entries in use.

Note: This is an approximate number, since it is based on sampling.

Contention (%)

For serialized LIST structures and for LOCK structures only: percentage of all external requests
issued by connectors delayed due to contention on a lock.

False Contention (%)

For LOCK structures only: percentage of all external requests issued by connectors that
experience "hash contention".

This occurs because a hashing algorithm is used to map a lock request to a lock table entry.
When more than one lock request maps to a lock table entry, there is the potential for contention
delay. You may need to increase the size of the lock table.

Note: It is possible for an application to have unusual lock reference patterns that cause storage
contention regardless of the size of the lock structure.

Connection Name?
(DET)

Name of the last connection from the selected system.

Name of the job that made the last connect from the selected system.

Jobname"
(DET)
The status of the last connection from the selected system.
Status” Active  Connection established.
(DET) FailPers Failed Persistent: Connection with CONDISP=KEEP has failed and all of the event exit
responses have been received with RELEASECONN=NO.
Failing Connection terminated abnormally and not all of the event exit responses have been
received.
Disc Disconnecting: Connection disconnected and not all of the event exit responses have
been received.
NotKnown
None of the above.
ASID of the job that made the last connect from the selected system.
ASIDY
(DET)

CF Level Req”
(DET)

The CFCC Microcode Level requested by the last connect from the selected system.

The following values apply to CACHE structures only.

Directory Entries
(MON TI)

The number of directory entries in a CACHE structure.
Total Total number.
Current Number of currently filled directory entries.
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Table 10. Fields in the CFACT Report (continued)

Field Heading

Meaning

Request Rate

Number of external requests to this structure on behalf of connectors per second.

Number of occurrences the coupling facility returned data on a read request by any connector

Read Rate (read hit) per second.
(DET) . . . )
Directory-only caches will always have a zero value reported since there is no data to be
returned.
Number of occurrences per second data has been written to the cache structure.
Write Rate . . . .
(DET) Directory-only caches will always have a zero value reported since there are no data writes

possible.

Castout Rate

Number of CASTOUT processings per second.

(DET) Castout is the process of writing changed cache data to permanent storage. This rate is of
interest for store-in cache structures (for example, DB2® global buffer pool structures) in
determining the volume of changed data being removed from the structure.

Number of times per second a data item residing in a local buffer pool was marked invalid by

XI Rate the coupling facility.

(DET)

XI values are seen for directory, store-in and store-thru caches. This rate reflects the amount of
data sharing among the users of the cache and the amount of write or update activity against
the data bases.

Directory Reclaims
(DET)

Number of cache directory reclaims happened during the RMF MINTIME.

Directory reclaims occur when the total number of used unique entities exceeds the total number
of directories. Whenever this shortage of directory entries occurs, the coupling facility will
reclaim in-use directory entries associated with unchanged data. All users of that data must be
notified that their copy of the data is invalid. As a consequence, it may happen that this data
must be re-read from DASD and registered to the coupling facility again.

Directory reclaim activity can be avoided by increasing the directory entries for a particular
structure.

Report options

-

Command ===>

RMF Coupling Facility Report Options Line 1 of 1
Scroll ===> HALF

Change or verify parameters. To exit press END.
Changes will apply to the CFACT, the CFOVER and the CFSYS report.

Name  ===> ALL
Type ===> ALL
Detail ===> YES

ALL or one of the available coupling facilities below
Structure type (LIST, LOCK, CACHE or ALL) in CFACT report
Show single system data (YES or NO) in CFACT report

Available Coupling Facilities

CF5B CF6B
-

Figure 29. Coupling Facility Report Options Panel

Name Either ALL or the name of one of the coupling facilities being available in
the sysplex as shown in the field Available Coupling Facilities.

The value for Name that you specify on this panel affects all Coupling
Facility reports.

Type To select a specific structure type in the CFACT report, you can request
LIST, LOCK, CACHE, or ALL.

Detail With this option, you can select the level of detail in the CFACT report:
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YES  The report contains data for the sysplex and all single systems.
NO  The report contains data for the sysplex only.

Available Coupling Facilities
The list of all coupling facilities which are currently connected to the
sysplex.

CFOVER - Coupling Facility Overview Report

The Coupling Facility Overview report (CFOVER) gives you information about all
coupling facilities which are connected to the sysplex.

You might start the investigation of the performance of the coupling facilities in
your sysplex with the CFOVER report. You get an overview about all coupling
facilities showing the utilization of the processors and the storage. If you
experience high values for these resources, this might indicate contention in the
coupling facilities which could lead to internal queues causing performance
problems.

In addition, you can evaluate the request rates to analyze whether the usage of the
coupling facilities is well balanced. This, of course, will not be the case if you have
one coupling facility for production and the other one just as stand-by.

How to request this report

To request the Coupling Facility Overview report, select S from the Primary Menu
and then select 5 on the Sysplex Report menu (shown in [Figure 5 on page 24)), or
enter the following command:

CFOVER [cfname]

Contents of the report

4 RMF V2R2 CF Overview - TRXPLEX Line 1 of 4 )
Command ===> Scroll ===> CSR
Samples: 30 Systems: 2 Date: 09/28/16 Time: 08.41.30 Range: 30 Sec

CF Policy: IXCPOLBB Activated at: 09/14/16 08.31.57

--- Coupling Facility --- ----- Processor ------- Req - Storage - --- SCM ---
Name Type Mod Lvl Dyn Util% Def Shr Wgt Eff Rate Size Avail Size Avail

X7CFH89 2817 E64 16 OFF 0.4 2 0 2.0 68.5 156 13G oM oM
X7CFP87 2827 H66 19 OFF 52.6 2 0 2.0 241K 986G 192G 16G  15G
X7CFP89 2827 HA1 19 ON 12.4 1 0 1.0 412.4 100G  96G 512G 512G

2 0 200 1.9 2.0 50G 50G oM oM

\X7CFR89 2817 M80 17 THIN 0.0

Figure 30. CFOVER Report
There is no graphic version of this report available.

Field descriptions

Table 11. Fields in the CFOVER Report

Field Heading

Meaning

CF Policy

Name of the current coupling facility policy.

Activated at

Date and time the current coupling facility policy was activated.
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Table 11. Fields in the CFOVER Report (continued)

Field Heading

Meaning

Coupling Facility

The following information about the coupling facility is provided:
Name  coupling facility name

Type coupling facility processor type

Mod coupling facility processor model

Lvl coupling facility microcode level

Dyn Dynamic CF dispatching status (ON, OFF, or THIN). THIN indicates that coupling
thin interrupts are enabled for the coupling facility (only for CFLEVEL 19 or higher).
Note: Dynamic CF dispatching is provided by PR/SM and available to all CF
partitions with shared engines. It allows the installation to limit the impact of polling
for CFs with low activity rates. The amount of CP resource used by the CF is reduced.
There is, however, a performance trade-off when working with dynamic dispatching:
though the CPU resource consumed by the CF is reduced, the responsiveness of the
CF partition is also reduced. In Parallel Sysplex environments with a CFLEVEL 19 or
higher, it is recommended to enable coupling thin interrupts for shared-engine
coupling facilities.

Processor

The following information about the processors within the coupling facility is provided:
Util%  Percentage of processor utilization by the coupling facility.

In case of a stand-alone coupling facility, the utilization of the individual CPs should
be approximately the same. In a PR/SM environment where this CP is shared with
other partitions, the utilization is the logical utilization of the CP (that is, only the
utilization by the coupling facility).

If the utilization is high, you can take the following actions:

* In a PR/SM environment, you can dedicate the CP to the integrated coupling
facility or assign additional CPs to the partition.

* Move structures to a coupling facility with lower utilization.

* Consider additional or larger coupling facilities.
Def Number of logical processors defined for the coupling facility.
Shr Number of shared processors defined for the coupling facility.

Wgt Average weight of shared logical processors. This value is not displayed if no shared
processors are assigned to this CF.

Eff Number of effective available logical processors in a shared environment. This value is
only useful in a CFCC environment. CFCC measures the time of real command
execution as well as the time waiting for work. The reported value shows the ratio of
the LPAR dispatch time (CFCC execute and wait time) to the RMF MINTIME length.

For example, if a CFCC CEC contains 6 logical processors, and the measured CF LPAR
has two logical processors and is limited at 5%, the number of effective logical
processors is 0.3.

Req Rate

The sum of all requests (internal and external) that utilize the subchannel. Specifically:

* External requests to send/receive data on behalf of a structure. The sum of synchronous and
asynchronous requests completed against any structure within this coupling facility per
second. This includes requests that changed from synchronous to asynchronous.

* Internal requests that utilize the subchannels (but are not aggregated by the structure).

The value is reported as '< 0.1" if the rate is greater than 0 but would be rounded to 0.

Storage Size

The total amount of coupling facility storage in bytes, including both allocated and available
space.

Storage Avail

The amount of coupling facility space in bytes that is not allocated to any structure, not
allocated as dump space, and not allocated as augmented space.

SCM Size The total amount of coupling facility storage class memory in bytes which may be concurrently
used as structure extensions.
SCM Avail The total amount of available storage class memory in bytes.
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CFSYS - Coupling Facility Systems Report

The Coupling Facility Systems (CF Systems) report (CFSYS) gives you information
about the distribution of coupling facility requests among the systems and about
the activities in the subchannels and paths attached to the coupling facilities in the
sysplex.

Using the CFSYS report, for each coupling facility, you see their activity and all
connected systems. High activity values are indicators for contention and possible
bottlenecks in the configuration. The pop-up panel with the details provides
information about the configuration and you see the path IDs for all channels
which are connecting each coupling facility with a system. You can use the
CHANNEL report to get the link utilization for each path.

How to request this report

To request the Coupling Facility Systems report, select S from the Primary Menu
and then select 6 on the Sysplex Report menu (shown in [Figure 5 on page 24)), or
enter the following command:

CFSYS [cfname]

Contents of the report

4 RMF V2R2 CF Systems - TRXPLEX Line 1 of 12 h

Command ===> Scroll ===> CSR

Samples: 60 Systems: 2 Date: 09/28/16 Time: 15.55.00 Range: 30 Sec

CF Name System  Subchannel -- Paths -- -- Sync --- ------- Async -------
Delay Busy Avail Delay Rate Avg Rate Avg Chng Del

% % % Serv Serv % %

X7CFH89 R70 0.0 0.0 4 0.0 0.8 20 53.0 94 0.0 0.0
R71 0.0 0.0 4 0.0 0.7 17 54.2 165 0.0 0.0

X7CFP87 R70 0.0 0.1 4 0.0 1170 22 135.7 51 0.0 0.0
R71 0.0 4.4 4 0.0 246K 5 193.4 37 0.0 0.0

X7CFP89 R70 0.0 0.0 4 0.0 451.3 5 3.5 92 0.0 0.0
R71 0.0 0.1 4 0.0 229.5 22 224.2 55 0.0 0.0

- %
Figure 31. CFSYS Report

There is no graphic version of this report available.

If you place the cursor on any of the lines with coupling facility systems values, a
pop-up panel appears showing details for the subchannels and paths.
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4 RMF V2R2 CF Systems - TRXPLEX Line 1 of 12 )
Command ===> Scroll ===> CSR
Samples: 60 Systems: 2 Date: 09/28/16 Time: 15.55.00 Range: 30 Sec
CF
RMF Coupling Facility - Subchannels and Paths
Press Enter to return to the Report panel.
X7C
Details for System : R70
Coupling Facility : X7CFP89
X7C
Subchannels Generated : 28
In Use : 28
X7C Max 1 128
Channel Path Details:
X7€C
ID Type Operation Mode Deg Distance CHID AID Port --IOP IDs--
More: +
C4 CIB  1x IFB HCA3-O0 LR N <1 0708 000D 01 02
C5 CIB 1x IFB HCA3-O0 LR N <1 0709 000D 01 02
C6 CIB  1x IFB HCA3-O0 LR N <1 070A 001D 03 08
C7 CIB  1x IFB HCA3-0 LR N <l 070B 001D 03 08
EE ICP
FO CFP  2GBit N 1.4 01F0 10
F1 CFP  1GBit N 1.3 01F1 10
Fl=Help F2=SplitScr  F3=End F6=RMFHeTp F7=Backward
F8=Forward F9=SwapScr  F12=Return
F1=HELP F2=SPLIT F3=END F4=RETURN F5=RFIND F6=TOGGLE
F7=UP F8=DOWN F9=SWAP F10=BREF F11=FREF F12=RETRIEVE
Figure 32. CFSYS Report - Subchannels and Paths
Field descriptions
Table 12. Fields in the CFSYS Report
Field Heading | Meaning
Note: Each rate is reported as '<0.1' if the value is greater than 0 but rounded to 0.
CF Name Coupling facility name.
System Name of the system attached to the coupling facility (from IEASYSxx Parmlib member,
SYSNAME parameter).
Subchannel Delay % The percentage of all coupling facility requests z/OS had to delay because it found all coupling

facility subchannels busy.

If this percentage is high, you should first ensure that sufficient subchannels are defined (see
MAX field below).

If there are sufficient subchannels and this percentage is still high, it indicates either a coupling
facility path constraint or internal coupling facility contention.

Subchannel Busy % Percentage of the coupling facility subchannel utilization. This value is calculated from the sum
of synchronous and asynchronous coupling facility request times related to the MINTIME and to
the number of subchannels.

Paths Avail Number of physical paths (coupling facility channels) available to transfer coupling facility
requests between this system and the coupling facility.

Chapter 2. Interactive performance analysis with Monitor III 53



Mon IlIl - CFSYS

Table 12. Fields in the CFSYS Report (continued)

Field Heading Meaning

Paths Delay % Percentage of all coupling facility requests that were rejected because all paths to the coupling
facility were busy. This value can exceed 100% if requests encounter a path busy condition more
than once.

A high percentage results in elongated service times which is a reduction of the capacity of the
sending processor. If coupling facility channels are being shared among PR/SM partitions, the
contention could be coming from a remote partition.

Identifying path contention: There can be path contention even when this count is low. In fact,
in a non-PR/SM environment where the subchannels are properly configured, Subchannel Busy,
not Path Busy, is the indicator for path contention. If Path Busy is low but Subchannel Busy is
high, it means z/OS is delaying the coupling facility requests and in effect gating the workload
before it reaches the physical paths. Before concluding you have a capacity problem, however, be
sure to check that the correct number of subchannels is defined in the I/O generation (see
Subchannel Max).

PR/SM environment only: If coupling facility channels are being shared among PR/SM
partitions, Path Busy behaves differently. Potentially, you have many subchannels mapped to
only a few coupling facility command buffers. You could have a case where the subchannels
were properly configured (or even under-configured), Subchannel Busy is low, but Path Busy is
high. This means the contention is due to activity from a remote partition.

Possible actions: Dedicate the coupling facility links on the sending processor or add additional
links.

Sync Rate Number of hardware operations per second that started and completed synchronously to the
coupling facility on behalf of connectors from this system.

Sync Avg Serv Average time in microseconds required to satisfy a synchronous coupling facility request on
behalf of connectors from this system.

Async Rate Number of hardware operations per second that started and completed asynchronously to the
coupling facility on behalf of connectors from this system.

Async Avg Serv Average time in microseconds required to satisfy an asynchronous coupling facility request on
behalf of connectors from this system. This value also includes operations that started
synchronously but completed asynchronously.

Async Chng % Percentage of asynchronous requests for this structure that changed from synchronous to
asynchronous because the requests could not be serviced as synchronous request. This field
reports only those requests which were changed due to a subchannel busy condition and can be
used as an indicator of a shortage of subchannel resources.

Request conversions caused by heuristic sync/async algorithms used to optimize the coupling
efficiency of workloads using the CF are not included.

Async Del % Percentage of asynchronous hardware operations on behalf of connectors from this system being
delayed by either subchannel contention or dump serialization.

Table 13. Fields in the CFSYS Report - Subchannels and Paths

Field Heading Meaning

Subchannels and Paths
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Table 13. Fields in the CFSYS Report - Subchannels and Paths (continued)

Field Heading

Meaning

Subchannels

Subchannel configuration data.

Generated
Number of subchannels generated by the I/O configuration. This could be more than
the number z/OS can optimally use for coupling facility requests.

In Use Number of subchannels z/OS is currently using for coupling facility requests.

Max Maximum number of coupling facility subchannels z/OS can optimally use for
coupling facility requests.

The limit is calculated by z/OS to be the number of physical paths to the coupling
facility times the number of command buffer sets per path. It represents the number of
parallel requests the coupling facility configuration can handle.

If this number is less than the subchannels generated by the I/O configuration, you
should reduce the number of coupling facility subchannels in the I/O to match this
number. Over-specifying subchannels causes unnecessary storage usage and can cause
a high number of rejected coupling facility requests due to path busy.

Channel Path Details

Note: If the hardware cannot provide values for a measurement, the field remains blank.

ID The hexadecimal identifier of a channel path (CHPID) that is connecting a system with the
coupling facility. The physical path utilization for these coupling facility links is shown in the
CHANNEL report.

Type Channel path type.

Operation Mode

Channel path operation mode. It describes the data rate bandwidth, protocol, and adapter type
of the channel path.

A data rate of, for example, 1GBIT denotes a rate of 1.0625 gigabit per second.
A bandwidth of, for example, 12X denotes a twelve-fold bandwidth.

Protocols:

e IFB - InFiniBand

e IFB3 - InFiniBand 3

* GENB3 - PCle third generation protocol

Adapter types:

* HCA2-O - Host Channel Adapter2-optical

* HCA2-O LR - Host Channel Adapter2-optical long reach

* HCABS-O - Host Channel Adapter3-optical

* HCAB3-O LR - Host Channel Adapter3-optical long reach

* PCIE-O SR - Peripheral Component Interconnect Express short reach

Unknown operation mode:

* Unknown
Deg Character Y in this column indicates that the channel path is operating at reduced capacity
(degraded) or not operating at all.
Distance Estimated distance in kilometers. The value is calculated as follows:
Average round-trip path time in microseconds
© lomicroseconds / kilometer
A value of zero means that the time was not measured.
PCHID Physical channel identifier.
AID The hexadecimal coupling adapter ID associated with the CHPID.
PORT The hexadecimal port number associated with the CHPID.
I0P IDS The hexadecimal identifiers of I/O processors (System Assist Processors) to which the channel

path is accessible.
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CHANNEL - Channel Path Activity Report

The Channel Path Activity report (CHANNEL) gives you information about
channel path activity for all channel paths in the system. The report contains data
for every channel path that is online during data gathering.

For all channels that are managed by Dynamic Channel Path Management (DCM),
additional information is available. DCM allows an installation to identify channels
which they wish to be managed dynamically. These channels are not assigned
permanently to a specific control unit, but belong to a pool of channels. Based on
workload requirements in the system, these channels will be assigned dynamically
by DCM. On top of the report, there is a consolidated data section for managed
channels displaying the total number of channel paths for each type and the
average activity data. The character M as suffix of the acronym for the channel
path type is an indicator that the channel is managed by DCM.

You can use channel path activity information together with I/O device activity
and I/O queuing activity information to identify performance bottlenecks
associated with channel paths.

To find out which logical control unit is using the channel, look in the I/O
Queuing Activity report. From there you can go to check device response times.
For example, if a channel path to a device shows excessive use, you could define
additional paths to the device or introduce a different job mix to produce better
performance.

How to request this report

|2__7b, or enter the following command:

To request the Channel Path Activity report, select 3 from the Primary Menu and
then select 12 on the Resource Report Selection Menu (shown in [Figure 8 on page|

CHANNEL

Special considerations of report output

You can obtain the report whether or not a Monitor I session measuring channel
path activity is active.

Data for total utilization and partition utilization is gathered independently.
Because the internal interval used to gather this data is a few seconds, the total
utilization and the sum of the partition's utilization sharing that channel might
differ if a short RMF interval is specified. If the interval is too small or the
appropriate data cannot be gathered, dashes (---) will be reported instead of data.
Please refer to the information APAR 1105151 for a list of channel types for which
channel utilization data is not gathered.
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Contents of the report

4 RMF V2R2 Channel Path Activity Line 1 of 69 h
Command ===> Scroll ===> HALF
Samples: 60 System: CB88 Date: 09/28/16 Time: 08.00.00 Range: 60 Sec

Channel Path Utilization(%) Read(B/s) Write(B/s) FICON OPS zHPF OPS
ID No G Type S Part Tot Bus Part Tot Part Tot Rate Actv Rate Actv
4 *CNCSM 0.1 0.3
4 *FC_SM 0.0 0.0 0.0 0 0 0 0 0 0 0 0
12 0sh Y 0.0 0.0 0.0 2K 19K 0 0
14 0sh Y 0.0 0.0 0.0 5K 531K 511K 514K
16 0sh Y 0.4 1.3 0.0 511K 5M 3M  5M
20 CTC.S Y 0.0 0.0
27 CNC_S Y 0.0 0.0
2B CNC_S' Y 1.3 5.2
2C CNC_S Y 0.2 0.5
30 5 FC.S Y 0.0 32.5 8.9 205 52M 205 235K 186 1 0 0
31 5 FCS Y 0.0 33.3 8.5 429 50M 330 249K 185 2 0 0
37 4 FCS Y 0.0 0.5 0.1 0 619K 0 42K 24 1 0 0
38 4 FCS Y 0.0 0.5 0.1 0 613K 0 73K 30 2 0 0
39 4 FCS Y 0.0 0.1 0.0 374 23K 0 31K 8 1 0 0
3A 4 FCS Y 0.0 0.1 0.0 365 21K 0 32K 7 1 0 0
3E 4 FCS Y 0.0 0.0 0.0 0 10K 0 1K 3 1 0 0
7C CNCSM Y 0.3 0.8
7D CNCSM Y 0.1 0.1
81 3 FCS Y 1.1 14.2 3.2 801K 18v 147K 1M 738 2 132 1
82 5 FC.S Y 0.1 0.4 0.2 37K 870K 28K 86K 7 1 36 1
83 5 FC.S Y 0.0 0.4 0.2 36K 887K 27K 83K 8 1 36 1
84 4 FCS Y 0.0 0.0 0.0 25 101 0 0 0 1 0 0
85 3 FCS Y 0.4 6.8 0.7 62K 2M 61K 1M 420 1 157 1
8C 3 FCS Y 0.6 160.8 1.4 344K 6M 61K 801K 720 2 0 0
A6 5 FC_SMY 0.0 0.0 0.0 0 0 0 0 0 0 0 0
B6 5 FC_SMY 0.0 0.0 0.0 0 0 0 0 0 0 0 0
EO IQgb Y 0 315K
El Qb Y 0 0
E2 Qb Y 0 0
E3 Qb Y 0 0
& %

Figure 33. CHANNEL Report

The graphic form of the Channel Path Activity report shows the percentage of total
utilization for each channel.

Field descriptions
Table 14. Fields in the CHANNEL Report

Field Heading Meaning
Channel Path ID Hexadecimal channel path identifier (CHPID).
Channel Path No For each channel type which is managed by DCM, a summary line is shown with the average values

for all channels in this group. These summary lines are characterized by an *' preceding the channel
path type, and the number of channels of the group is displayed in column No.
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Table 14. Fields in the CHANNEL Report (continued)

Field Heading

Meaning

Channel Path G

Generation.

The generation is used to differentiate between channels of the same channel type, when one has
significant differences from the other. Newer generations with significant differences (for example,
the channel throughput) are indicated by a number (1, 2, ...).

For example, for a FICON channel, a number 1 indicates that the channel has an auto-negotiated
throughput of 1GBit/sec, or a number 4 indicates a throughput of 2GBit/sec on a FICON Express4
card or a FICON Express2 card.

Channel Path Type

Type of channel path.
You may issue the console command D M=CHP(xx) to see an explanation of the channel path type.

If RMF encounters an error while processing the type, this field is blank. RMF continues to measure
channel path activity. Check the operator console for messages.

Channel Path S

The indication of whether a channel path is defined as shared between one or more logical
partitions. Y indicates that the channel path is shared. A blank indicates it is not shared.

Note:

1. On a machine running in LPAR mode, but with only one LPAR defined, the Part columns for the Read, Write and Utilization
fields display a zero value for channels of type FC (FICON).

2. When Channel Path Measurement Facility (CPMF) is not available, for example, on z/OS systems running as z/VM guests,
RMF uses sampled data from SRM so that the reported channel utilization is only an approximate value. With increasing
channel speed, the channel utilization value becomes more and more inaccurate. Therefore, in such cases, RMF does not
provide accurate values of FICON channel utilization.

Beginning with z990 processors, the channel data from SRM is no longer available. As a result, the channel utilization data on
a z/OS system running as z/VM guest, is reported as ' ------

Utilization (%) Part

The channel path utilization percentage for an individual partition. RMF uses the values provided by
CPME
Part Channel Path Busy Time

Utilization (%) = -=======mmmmmmmmmmmmmeeo * 100
Channel Path Elapsed Time

For channels like FICON, OSA Express, or OSA Direct Express, which are running in extended
CPMF mode, the calculation is as follows:

Part LPAR # of Channel Work Units
Utilization (%) = ===-mmmmmmm oo e * 100
Max # of Channel Work Units * Channel Path Elapsed Time

For some channels like OSAEGbE, FICON EXPRESS/EXPRESS2, this value reflects the
microprocessor utilization.

For hipersockets, this value is not available.
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Table 14. Fields in the CHANNEL Report (continued)

Field Heading

Meaning

Utilization (%) Tot

The channel path utilization percentage for the CPC during an interval.

For processors earlier than z990 and shared channels in LPAR mode, where CPMF is not available,
the calculation is:
# SRM Observations of
Total Channel Path Busy
Utilization (%) = ==----mmcmmmmmmmee o * 100
# SRM samples

For unshared channels in LPAR mode, the value for total utilization is the same as partition
utilization.

For channels like for example FICON, OSA Express, or OSA Direct Express, which are running in
extended CPMF mode, the calculation is as follows:

Total Total # of Channel Work Units
Utilization (%) = ====mmmmmmmmmmm s oo * 100
Max # of Channel Work Units * Channel Path Elapsed Time

For some channels like OSAEGDbE, FICON EXPRESS/EXPRESS2, this value reflects the
microprocessor utilization.

For hipersockets, this value is not available.

Utilization (%) Bus

Percentage of bus cycles, the bus has been found busy for this channel in relation to the theoretical
limit.

For OSAEGDE, the value reflects the PCI bus utilization.

For hipersockets, this value is not available.

Read(B/s)

Part Data transfer rates from the control unit to the channel for this partition.
Total Data transfer rates from the control unit to the channel for the CPC.
For hipersockets, this value is not available.
Write(B/s) Part Data transfer rates from the channel to the control unit for this partition.
Total Data transfer rates from the channel to the control unit for the CPC.
FICON OFS Rate Number of native FICON operations per second.
Actv The average number of native FICON operations that are concurrently active during the
report interval.
zHPF OPS

Rate Number of zHPF (High Performance FICON) operations per second.

Actv The average number of zHPF operations that are concurrently active during the report
interval.

Monitor Il Utility fields
You can use the Monitor III Utility to customize the CHANNEL report in a way
that the following additional values are shown:

Table 15. Additional Fields in the CHANNEL Report

Field Name Meaning

CHACFDEFR Number of deferred native FICON operations per second that could not be initiated
by the channel due to a lack of available resources.

CHACXDFR Number of deferred zHPF operations per second that could not be initiated by the
channel due to lack of available resources.

CHACNET1 Physical-network identifier (°PNET ID) of first channel path port.

CHACNET2 Physical-network identifier (PNET ID) of second channel path port.

The following fields are only available for HiperSockets:
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Table 15. Additional Fields in the CHANNEL Report (continued)

Field Name Meaning

CHACTMVC Total message sent rate

CHACTSVC Total message sent size

CHACTFVC Total receive fail rate

CHACPMVC Rate of messages sent by this LPAR

CHACPSVC Average size of messages sent by this LPAR

CHACPFVC Rate of messages received by this partition that failed due to an unavailable buffer.
The value could indicate that more receive buffers are required.

CHACSFVC Rate of messages sent by this partition that failed.

CPC - CPC Capacity Report

The CPC Capacity (CPC) report provides the capability to monitor values that are
relevant for software pricing as well as partition related processor activities.

Prior to z/OS, software products were typically priced based on the computing
capacity of the central processor complex (CPC) on which the software is running.
With z/OS running on a zSeries hardware, charging can be based on the capacity
defined for workloads. WLM LPAR CPU management offers the support that
allows pricing based on partition capacity. It will ensure that the average CPU
consumption of a partition does not exceed a defined capacity value (in millions of
unweighted CPU service units per hour - MSU/h) over a defined period of time.
WLM allows the actual workload to rise above the defined MSU limit, but takes
care that the four-hours average stays below. This is done by dynamically turning
capping on and off. Prerequisites are uncapped partitions with shared CPs.

With this CPC capacity report, you can compare the defined capacity limits against
the actual MSU consumption for all partitions of the CPC. In addition, the report
contains MSU information related to the last four hours, for the partition RMF is
running in, which clearly shows if the defined capacity limit is appropriate to the
workload running in this partition or if WLM has to cap this partition's workload
because the defined limit was set too low.

How to request this report

To request the CPC Capacity report, select 1 from the Primary Menu and then 3 on
the Overview Report Selection Menu (shown in [Figure 6 on page 25)), or enter the
following command:

CPC

Contents of the report

The CPC Capacity report provides:

* Header information which offers MSU related values with the scope of that
partition which requested the report as well as the processor type, model, and
capacity.

* Partition data which displays the values for all partitions belonging to the CPC.
If multithreading is enabled for a processor type (LOADxx PROCVIEW CORE
parameter is in effect), processor data is reported at core granularity.
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RMF V2R2 CPC Capacity Line 1 of 58
Command ===> Scroll ===> HALF

Samples: 120 System: TRX2 Date: 09/28/16 Time: 13.16.00 Range: 120  Sec

Partition: Z2 2817 Model 722

CPC Capacity: 2224  Weight % of Max: 74.2 4h Avg: 41  Group: CGRPOO10
Image Capacity: 60  WLM Capping %: 5.4 4h Max: 185 Limit: 100*
MT Mode IIP: 1 Prod % IIP: N/A  AbsMSUCap: Y

Partition --- MSU ---  Cap Proc Logical Util % - Physical Util % -

Def Act Def Num Effect Total LPAR Effect Total

*CP 14.0 1.0 10.1  11.2

TZ1 130 122 NNN 4.3 11.2 12.5 0.4 3.4 3.8
Z1 150 89 NNN 5.2 9.3 9.6 0.1 3M5) 3.6
72 50 58 NNY 2.1 11.5 12.8 0.2 1.7 1.9
73 N/A 0O YNN 2.4 8.8 10.6 0.3 1.5 1.8
PHYSICAL 0.1 0.2
*ICF 2.0 0.1 7.1 7.2

CF1 NNN 1.0 99.9 99.9 0.0 7.1 7.1

CF2 NNN 1.0 0.0 0.0 0.0 0.0 0.0
PHYSICAL 0.1 0.1

~

Figure 34. CPC Capacity report

Field descriptions

Table 16. Fields in the CPC Capacity Report

Field Heading

| Meaning

All MSU-related values are measured in MSU /h (millions of service units per hour).

Values for the partition which requested the report

Partition

Partition name.

Processor/Model

Processor family and model number of the measured system.

CPC Capacity

Effective processor capacity available to the central processor complex (CPC), measured in
MSU/h.

Image Capacity

in MSU/h. The field is calculated as minimum of the following capacities:

* the capacity based on the partition's logical CP configuration (both online and offline)

* the defined capacity limit of the partition, if available (image softcap)

* the capacity limit of the related WLM capacity group, if the partition belongs to a capacity
group.

* the absolute physical hardware capping limit.

* the capacity based on the hardware group capping limit.

Processor capacity available to the z/OS image (partition) which requested the report, measured

MT Mode IIP

The multithreading mode for processor type zIIP designates the number of active threads for
zIIP cores.

N/A is shown if the LOADxx PROCVIEW CPU parameter is in effect or no IIP is currently
installed or online.

each online logical zIIP core. If this value is greater than 1, multithreading becomes effective for

Prod % IIP

The multithreading IIP core productivity represents the percentage of the maximum IIP core
capacity that was used while the IIP cores were dispatched to physical hardware.

When this value equals 100% in multithreading mode, all threads on all IIP cores that were
configured ONLINE for the complete MINTIME are being used. If the LOADxx PROCVIEW
CPU parameter is in effect or no IIP is currently installed or online, no core productivity is
calculated and N/A is reported.
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Table 16. Fields in the CPC Capacity Report (continued)

Field Heading

Meaning

Weight % of Max

Average weighting factor in relation to the maximum defined weighting factor for this partition.

With 'Initial Capping ON', which the operator can set on the Hardware Management Console,
this value is not available and therefore, this field shows "****' in this case.

WLM Capping %

Percentage of time when WLM capped the partition because the four-hours average MSU value
exceeds the defined capacity limit.

4h Avg Average value of consumed MSU /h during the last four hours.

4h Max Maximum value of consumed MSUs during the last 4 hours (retrieved from 48 sample intervals
of five minutes). This value can be greater than the defined capacity.

AbsMSUCap Absolute MSU capping is active for the partition: Y or N.

Group Name of the partition's capacity group. If the partition does not belong to a capacity group, N/A
is displayed.

Limit Capacity limit (in MSUs) defined for the partition's capacity group.

An ™' following the limit value indicates that this partition started to be a member of this
capacity group less than four hours ago. This partition will have a different view of unused
group capacity and, therefore, might cap differently than existing group members.

Values for all configured partitions are grouped by general and special purpose processor types. The term logical processor
refers to a logical core if the LOADxx PROCVIEW CORE parameter is in effect.

Partition Partition name.

Notes:

1. Partitions identified by the name PHYSICAL are not configured partitions. Data reported in
these lines includes the time during which a physical CPU was busy, but the time could not
be attributed to a specific logical partition.

2. The summary lines (for example, *CP or *ICF) show the total percentages for the indicated
processor type.

3. Starting with z9 processors, IFLs (Integrated Facility for Linux) and zAAPs are reported
separately and no longer as ICFs (Internal Coupling Facility).

MSU Millions of unweighted CPU service units per hour:

Def Defined MSU capacity limit for the partition.

Act Actual MSU consumption.

These values are only provided for general purpose processors.

Cap Def The hardware capping option of the partition. Each Cap Def value is a three position character
string denoting which hardware capping mechanisms have or have not been applied in the
logical partition controls of the Hardware Management Console (HMC) for the partition. The
values in the first, second and third position of the string are either Y (Yes) or N (No) and have
the following meaning;:

The first character (Y or N) indicates whether “Initial Capping ON” has been set.

The second character (Y or N) indicates whether an absolute physical hardware capping limit
(maximal number of CPUs) has been defined.

The third character (Y or N) indicates whether an absolute hardware group capping limit
(maximal number of CPUs) has been defined.

An asterisk (*) to the right of a value indicates that the capping status changed during the report

interval.

Proc Num The number of logical processors which were online during the report interval.

Average Processor Utilization Percentages.
* The average utilization of logical processors is based on the total online time of all logical processors assigned to the partition.
* The average utilization of physical processors is based on the total interval time of all physical processors.

Logical Util % - Effect

The average partition effective dispatch time percentage.

Effective Dispatch Time

> Online Times
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Table 16. Fields in the CPC Capacity Report (continued)

Field Heading

Meaning

Logical Util % - Total

The average partition total dispatch time percentage.
Total Dispatch Time

> Online Times

Physical Util % - LPAR

The average LPAR management time percentage.

Total Dispatch Time - Effective Dispatch Time
# Physical Processors * Range Time

The calculation for the PHYSICAL partition is:
Time PHYSICAL

# Physical Processors * Range Time

Time PHYSICAL is the time that could not be attributed to a specific logical partition but was
used by PR/SM to control the physical processor (LPAR management time).

Physical Util % - Effect

The effective utilization of the physical processor resource by the partition.
Effective Dispatch Time

# Physical Processors * Range Time

Physical Util % - Total

The total utilization of the physical processor resource by the partition.

Total Dispatch Time
# Physical Processors * Range Time

The Total Dispatch Time for the PHYSICAL partition includes the time during which a physical
CPU was busy, but the time could not be attributed to a specific logical partition. This time
includes the time PR/SM was controlling the physical processor (LPAR management time), as
well as any other time the processor was busy for any reason such as managing coupling facility
traffic.

DELAY - Delay Report

The Delay report allows you to determine which system resources are causing
delays for jobs or job groups, and to what extent the jobs are delayed.

The report gives you information about job delay for every type of delay that RMF
monitors. This includes processor delay (PRC), device delay (DEV), storage delay
(STR), subsystem delay (SUB), operator delay (OPR), and enqueue delay (ENQ).
RMF provides a detail report for each of these delays except OPR. Operator delay
includes message, mount, and quiesce requests. SUB is divided into an HSM, JES,
and XCF detail report. The names of the detail reports correspond to the names
that appear in the Delay report.

How to request this report

To request the Delay report, select 1 from the Primary Menu, and then select 4 on
the Overview Report menu (shown in [Figure 6 on page 25) or enter the following
command using the format:

DELAY [job_class,service class]

For example, to get a Delay report for TSO service class TSOPRIME, enter:
DELAY T, TSOPRIME
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Contents of the report

4 RMF V2R2 Delay Report Line 1 of 58 h
Command ===> Scroll ===> HALF
Samples: 120 System: MVS1 Date: 09/28/16 Time: 12.00.00 Range: 120 Sec

Service WFL USG DLY IDL UKN ---- % Delayed for ---- Primary
Name CX Class Cr % % % % % PRC DEV STR SUB OPR ENQ Reason
*SYSTEM 49 1 1 62 36 0 06 0 0 0 0
*TSO 56 1 1 9 2 © 0 06 1 0 ©
*BATCH 39 2 4 0 9% 1 0 0 4 0 0
*STC 40 6 1 51 48 0 00 0 0 0 0
*ASCH 6o 06 6 06 0 6 0 6 0 o0
*OMVS © 0 061106 0 6 0 6 0 o0
*ENCLAVE 6 06 0 06 ONA 0NANANA
JES2 S SYSSTC 6 06 1 06 99 6 1 0 06 0 0 SCLSP4
BMAI T PRDTSO S 16 9 66 13 4 0 1 0 65 0O 0O HSM
HSM S STCC(MD C 30 26 62 © 23 O 1 0O O 50 11 Mount
HIRW2 B BATCHMED 35 6 14 0 1 2 1 0 12 0 0HSM
TCPNET SO SYSSTC SC 60 3 2 0 97 2 0O 0 0 0 ONET
\*MASTER* S SYSTEM 67 3 2 0 9 0 2 0 0 0 0 MO06202 )

Figure 35. DELAY Report

The graphic form of this report shows the percent of time that each user spent
delayed for the above resources.

Field descriptions
Table 17. Fields in the DELAY Report

Field Heading

Meaning

Name

Name of the job, job group or enclave.

The enclave names, starting with the letters ENC, and belonging to class E, are created
dynamically by RMF. You cannot use the names to track a particular enclave through different
time ranges. However, the enclave token is used when combining multiple set-of-samples, so
that data are combined only for the same individual enclaves, thus providing consistent data.
N/A is shown if the value does not apply to enclaves.

X

Abbreviation for the address space types as follows:

S Started task
T TSO

B Batch

A ASCH

(o) OMVS

?

Data is missing or not valid.

Or it can indicate an enclave:
E Enclave

For summary entries, this field is blank.

An O as second character indicates that an OMVS process exists for this address space.

Service Class

The name of the service class that a specified job has been running in.

If a job changes its service class during the report interval, RMF displays eight asterisks (********)
instead of the service class name. If the service class is not available, RMF displays eight dashes
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Table 17. Fields in the DELAY Report (continued)

Field Heading

Meaning

Cr

An indication whether WLM managed the address space as storage critical and/or CPU critical
during the report interval.

C CPU critical
S Storage critical
SC Both storage and CPU critical

WEFL % The workflow percentage of the job or job group.l”Address space workflow (%)” on page 12|
shows the formula used to calculate this value.

USG % The using percentage for the job or job group.[“Address space using (%)” on page 14| shows the
formula used to calculate this value.

DLY % The delay percentage for the job or job group. See [Address space delay (%)” on page 14| for
more information.

IDL % The idling percentage for a job or job group. Jobs in terminal wait, timer wait, or waiting for job
selection by JES are in an idling state if they are not using the processor or devices and are not
delayed for any monitored reason.

Jobs classified as in terminal wait meet all of the following conditions:
* They are not found using any monitored resource
* They are not found delayed for any monitored reason
* They are swapped out
* They are in terminal wait
* They are waiting for a user ready indication before being swapped in.
Jobs classified as in timer wait meet all of the following conditions:
* They are not using or delayed for a monitored resource.
* Their address space is waiting for a timer.
The idling percentage of an address space can vary from 0 to 100%, where 0% indicates that the
user is not idling during the report interval, and 100% represents a job that is idle at every
sample.
The idling percentage for an address space during a refresh period is calculated as follows:
# Idle Samples
IDL % = ----mmmmmmmoo- * 100
# Samples
Idle samples
The number of samples that show the job in an idle state.
The idling percentage for a group of address spaces during a range period is calculated as
follows:
Y Idle Samples
IDL % = =-mmmmmmmm oo mmo oo e * 100
# Samples * Avg # Address Spaces
Note: The value reported might include some delay for a non-monitored resource.
UKN % RMF considers jobs that are not delayed for a monitored resource, not using a monitored

resource, or not in an idling state to be in an unknown state.

Examples of address spaces in an unknown state are:

* Idle address spaces that use a non-monitored mechanism for determining when they are
active. Most system tasks (STC) show up as unknown when they are idle.

* Address spaces waiting for devices other than DASD or tape.

The unknown state percentage for an address space can vary from 0 to 100%, where 0%
indicates that the state was always known during the report interval and 100% represents a job
in an unknown state throughout the report interval.
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Table 17. Fields in the DELAY Report (continued)

Field Heading

Meaning

% Delayed for

The percentage that each defined resource contributes to the overall delay of the job or job

group.

The overall delay value DLY % may exceed the sum of the reported resource delay values,
because there are other resources which contribute to the overall delay, such as WLM capping

delay.

If the percentages add up to more than DLY %, there is an overlap of delay states.

The defined resources that can delay the job or job group are as follows:

PRC

DEV
STR

SUB
OPR

ENQ

The job or job group has ready work on the dispatching queue, but it is not being

dispatched.

The job or job group is delayed for a DASD or tape.

The job or job group is waiting for a COMM, LOCL, SWAP, XMEM, HIPR or VIO

page, or is on the out/ready queue. See the Storage Delay report.

The job or job group is delayed for a JES, HSM, or XCF subsystem request.

The job or job group is delayed by a message or a mount request or a quiesce. Quiesce

means that the operator has quiesced the address space. A quiesced address space can

show unexpected data:

* A swappable address space will be swapped out, thus it can be OUTR and show
storage delays.

* A non-swappable address space will get lowest priority, thus it can show CPU delay,
paging delay, or other delays, and even some USG % from time to time depending
on the load on the system.

The job or job group is waiting to use an enqueued (reserved) resource.
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Table 17. Fields in the DELAY Report (continued)

Field Heading

Meaning

Primary Reason

Reported only for a specific job, this field provides additional information about the primary
reason for the delay. The contents depend on the resource having the largest % Delayed for
value.

If the resource with the maximum delay is:

PRC This field contains the name of the job that used the processor most frequently while
the reported job was delayed.

STR This field identifies the cause of the largest percentage of delay:
COMM common storage paging (includes shared pages)
LOCL  local storage paging (includes shared pages)
VIO virtual I/O paging
SWAP  swap-in delay
OUTR  swapped out and ready
XMEM  cross memory address space
HIPR  standard hiperspace paging delays

DEV This field contains the volume serial number of the device that the reported job was
most frequently delayed for.

SUB This field contains either JES, HSM, or XCF depending on which subsystem is causing
the most delay.

OPR This field contains Message if most of the delay was due to a message or Mount if most
of the delay was due to a mount request.

The field can contain QUIESCE if the operator quiesced the address space. A quiesced

address space can show unexpected data:

* A swappable address space will be swapped out, thus it can be OUTR and show
storage delays.

* A non-swappable address space will get lowest priority, thus it can show CPU delay,
paging delay, or other delays, and even some USG % from time to time depending
on the load on the system.

Cursor-sensitive control on this field gives you the Quiesce delay variation of the Job
Delay report.
ENQ This field contains the major name of the resource most responsible for the delay.
*ENCLAVE
One or more enclaves are holding the processor.
RG-Cap The job is delayed due to WLM resource capping. That means that
* either the resource group for which the job is running, has used up its CPU service
specified in the WLM policy,
* or the work for which the job is running is overachieving its goal. So this work may
be capped in order to divert its resources to run discretionary work (see also section
'Using Discretionary Goals' in [z/0S MVS Planning: Workload Management)).

Monitor Il Utility fields

You can use the Monitor III Utility to customize the DELAY report. In addition to
the delays previously described, you can use the Utility to have the following
delay percentages shown.

Table 18. Additional Fields in the DELAY Report

Field Heading

Meaning

% Delayed for

* JES delay percentage

* HSM delay percentage

* XCF delay percentage

* Operator mount delay percentage

* Operator message delay percentage

* Operator quiesce delay percentage

* WLM resource group capping delay percentage
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Cursor-sensitive control on the Delay report

To see all delays for a particular class or summary line (*SYSTEM, *TSO, *BATCH,
*STC, *ASCH or *OMVS), use cursor-sensitive control on any name starting with
an asterisk (*') under the name column or on any value in the CX or Service Class
columns, to display a subset of the Delay report for that group.

When you use cursor-sensitive control on the *“ENCLAVE summary line, you are
shown a subset of individual enclave names.

Using cursor-sensitive control on an enclave name displays a pop-up panel that
shows information you extracted from the WLM Enclave Classification Data (ECD)
control block. You can use this information to identify the transactions that are
processed in the enclave. See [“Enclave Classification Attributes” on page 93| for an
example.

To see all jobs using or delayed for processor, use cursor-sensitive control on any
indicator under USG % to display either the Processor Delays or the Device Delays
report, depending on which is contributing more to the delay.

To investigate which jobs or resources are contributing to a delay, use
cursor-sensitive control on any indicator under DLY % or % Delayed for to display
the related resource report or job delay report.

Report options

4 Line 1 of 1

Scroll ===> HALF

RMF Delay Report Options: DELAY
Command ===>

Change or verify parameters. To exit press END.
A11 changes (except for Summary and Criterion specification) will apply to
DELAY, DEV, ENQ, HSM, JES, PROC, PROCU, STOR, STORC, STORF, STORM and XCF.

Class ===> ALL Classes: ALL TSO BATCH STC ASCH OMVS

Service class ===> *ALL *ALL or one of available service classes below
Summary ===> NO Class summary Tines on DELAY report (YES NO)
Criterion ===> () Minimum delay to include job in DELAY report
Jobs ===> N0 View job selection/exclusion panel next (YES NO)

Available Service classes
OMVSKERN STCDEF TSODEF

GPMSERVE  OE SYSTEM SYSSTC

Figure 36. DELAY Report Options Panel

The parameters that you specify on this panel (except Summary and Criterion)
affect all job-oriented detail delay reports.

Class The class of jobs for which you want delay and common storage data
reported. For Class, you can request:

e T or TSO

* B or BATCH

* S or STC for started task

¢ Aor ALL for all jobs in the system

* AS or ASCH for ASCH address spaces

* O or OMVS

Your selection for Class applies to all delay and common storage reports
and is saved across sessions in the current option set.
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Service Class

The service class for which you want data reported. For Service Class, you
can specify any of the available service classes listed under Available
Service Classes.

If the service class you want is not listed, it was not active during the
current report interval. If you specify the service class, it will appear on the
report when it is available.

Your selection applies to all delay and common storage reports and is
saved across sessions in the current option set.

Summary

Summary allows you to specify whether you want summary lines for the
DELAY report.

To produce one summary line for all jobs in the system and one summary
line for each class (TSO, BATCH, STC, ASCH or OMVYS), enter ALL for
Class and YES for Summary.

To only produce a summary line for one class, group or service class, enter
the name for Class and YES for Summary.

Your selection for Summary applies only to the DELAY report and is saved
across sessions in the current option set.

Criterion

Jobs

The value (from 0% to 100%) that RMF compares to each job's computed
delay value in deciding whether to include the job in the DELAY report.

RMF displays all jobs whose delay values meet or exceed the Criterion.

The value that you specify for Criterion applies only to the DELAY report
and is saved across sessions in the current option set.

A YES for JOBS displays the name of all the active jobs in the Class, Group
or Service class you specified and any jobname that you previously
selected or excluded.

You can use this list to view active jobs in the system and to select and
exclude jobs from your report.

Available Service classes

The list of available service classes includes all of the service classes that
belong to the Class you specified and that had any activity during the
current report interval.

Press the END key to make these values active for the session.

Job Selection/Exclusion Option panel
If you select YES for Jobs on the Delay Report Options panel, RMF displays a Job
Selection/Exclusion panel shown in [Figure 37 on page 70}
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~
4 RMF Delay Report Options: DELAY Line 1 of 77

Command ===> Scroll ===> HALF
Select (S), exclude (X), or fill-in jobs for report. Press END.

Sel Jobname Sel Jobname Sel Jobname Sel Jobname Sel Jobname

S *ALL *MASTER* 520252 EFIBERC ALISONW
ALLOCAS ALPERTA ALTER2 AMSAQTS AMYH
ANDREA ANDREW ANN ARTHUR ARTI
ASTERZ AUXCFTH AULT BARBARA BARBIE
9 BCOVEN BEENA BERNIEP BERRZA BETHC )

Figure 37. DELAY Report Job Selection/Exclusion Panel

The Job Selection/Exclusion panel allows you to select or exclude specific jobs
from your delay reports.

The panel lists:
* Active jobs in the class and group specified on the Delay Report Options panel.

* All jobs that you previously selected or excluded, selection codes appear to the
left of jobs previously selected or excluded.

To select a job for your delay reports, type an s to its left, under SEL; to exclude a
job, type an x to its left. (You can select *ALL for all jobs in the specified class and
group and then exclude specific jobs. Similarly, you can exclude *ALL and then
select specific jobs.)

To select several jobs with similar names, use an asterisk (*') as a "wild card"
character under Jobname. For example: to request a report for all jobs starting with
A, specify 's' under Sel, 'a* under Jobname and ensure that there is an 'x' beside
*ALL.

You can also specify multiple wild card entries, for example, to list all jobs starting
with A and all jobs starting with BK, specify:

Sel Jobname Sel Jobname
S Ax S BKx

X *ALL

To select or exclude a job that is not listed, enter the job name in the top row and
the appropriate selection code to its left.

All the jobs might not fit on this panel. Use PF8 and PF7 to scroll through the
remaining job names.

DEV - Device Delays Report

The Device Delays report (DEV) shows jobs delayed by contention for devices.
RMF lists the jobs included by descending delay percentages; that is, the job
experiencing the most significant delay appears first.

How to request this report

To request the Device Delays report, select 3 from the Primary Menu and then
select 2 on the Resource Report Selection Menu (shown in [Figure 8 on page 27), or
enter the following command:
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DEV [job_class,service_class]

For example, to get a Device Delays report for TSO service class TSOPRIME, enter:
DEV T, TSOPRIME

Contents of the report

4 RMF V2R2 Device Delays Line 1 of 57 h
Command ===> Scroll ===> HALF
Samples: 100 System: MVS1 Date: 09/28/16 Time: 10.03.20 Range: 100  Sec

Service DLY USG CON ----------u- Main Delay Volume(s) ------=-----
Jobname C Class % % % % VOLSER % VOLSER % VOLSER % VOLSER
MARYPATM B NRPRIME 70 51 54 70 TSOL11 1 DUMPOO
MICHAELL B NRPRIME 39 15 14 39 BPXLK1
MCPDUMP S SYSSTC 36 18 20 36 D24PK2
CHARLESR B NRPRIME 33 13 13 28 BPXLK1 3 HSMLO2 2 BPXSSK
DFHSM S SYSSTC 30 83 35 10 HSML17 5 SMS026 4 HSMOCD 4 HSMBCD
SHUMA3 T TSOPRIME 18 52 53 13 D831ID0O 5 HSMLO2
DAVEP T TSOPRIME 16 9 10 4 HSMOO9 3 HSMOO5 2 HSMLO6 1 SMS013
CATALOG S SYSTEM 9 15 21 2 CLROO7 1 HSMO36 1 HSMO18 1 HSMO11
DB2MDBM1 S SYSSTC 9 7 5 7 DB2MS2 1 DB2MDO 1 DB2MSO
GINNI T TSOPRIME 8 10 9 3 HSML17 2 CLRO10O 1 HSMO32 1 NATPK1
TREVORJ T TSOPRIME 6 10 11 2 HSMO22 1 HSMOO1 1 RESPK1 1 HSMO24
RHANSON T TSOPRIME 6 9 8 4 HSML17 1 RESPK1 1 NATPK1
KOCH T TSOPRIME 6 3 3 2 HSML17 1 CLRO10O 1 HSMO18 1 HSM043
RSTSHYSO B NRPRIME 5 8 7 5 HSML17
BEENA T TSOPRIME 5 6 6 4 HSMO36 1 HSMO20
CRISMAN T TSOPRIME 5 6 3 4 HSML17 1 SMS005

\?ACKF T TSOPRIME 5 4 1 2 HSML17 2 TS0063 1 HSMOO4 )

Figure 38. DEV Report

The graphic form of this report shows each user's device delay percentage and
device using percentage.

Field descriptions

Table 19. Fields in the DEV Report

Field Heading

Meaning

Jobname Name of a job that is delayed by device volumes. The Device Delay report does not summarize
data by job groups; all jobs within a job group are reported individually.
C A one-character abbreviation for the job class as follows:

S Started task
T TSO

B Batch

A ASCH

(0] OMVS

Service Class

The name of the service class that a specified job has been running in.

DLY % Delay the waiting job (address space) is experiencing because of contention for devices during
the report interval, expressed as a percentage.
Note: This DLY% value is also found in the DEV field on the job delay report.

USG% The percentage of time when the job is transferring data between DASD or tape and central

storage. (Not just the volumes listed under the VOLSER columns on the report.)
Note: To find all the using volumes for a jobname you must scan an entire resource-oriented
device delay (DEVR) report, using the FIND command.
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Table 19. Fields in the DEV Report (continued)

Field Heading

Meaning

CON %

The percentage of time during the report interval when devices used by the address space were
connected to channel path(s) that actually transferred data between the devices and central
storage. This value measures connect time of the DEV volumes as well as I/O requests to any
device on a block multiplex channel for which the measurement facility is active. RMF obtains
connect time at each sample.

Note:

1. When comparing the CON % and the USG% fields in this report, you must be aware that
CON % is a measured multi-state value, while USG% is a sampled single state value. Thus,
CON % includes time while the job was using more than one device at the same time, while
USG % does not. The value in the CON % field might include more devices than the USG%
field. The USG % field may include a considerable amount of delay.

2. Some of the connect time from the previous range period might be included in the CON %
value, while some of the connect time in the current report interval might be absent. This
discrepancy is noticeable on devices that have very long channel programs, such as paging
devices.

Main Delay Volume(s)

Up to four DEV volumes contributing most to the delay of the job. The DEV volume having the
largest delay percentage appears first.

VOLSER
The serial number of a DASD or tape contributing to the job delay.

% The percentage of delay caused because the job was waiting to use the named volume.

Report options

4 RMF Delay Report Options: DEV Line 1 of 4

Command ===> Scroll ===> HALF

Change or verify parameters. To exit press END.
Changes will apply to DELAY, DEV, ENQ, HSM, JES, PROC, PROCU, STOR, STORC,
STORF, STORM, and XCF.

Class ===> ALL Classes: ALL TSO BATCH STC ASCH OMVS
Service class ===> *ALL *ALL or one of available service classes below
Jobs ===> N0 View job selection/exclusion panel next (YES NO)

Available Service classes
ZOSUN OMVSKERN  PRDTSO STCCMD SYSTEM SYSSTC

Figure 39. DEV Report Options Panel

The DEV Report Options panel is similar to the Delay Report Options panel, but
does not contain Summary or Criterion. See [“Report options” on page 68| (the
Delay Report Options panel) for a description of the fields.

The parameters that you specify on this panel affect all job-oriented detail delay
reports.

DEVN - Device Activity Report

The Device Activity (DEVN) report gives information about all or a subset of
online devices. The report is based on the Device Resource Utilization (DEVR)
report, but only shows the average number of jobs using or being delayed for the
devices and not every job, as shown on the DEVR report.

The report provides the capability to select a subset of all available devices and to
sort the displayed devices. You can rearrange the displayed list of devices by any
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activity category you want and focus on devices with common characteristics (for
example, same volser number or device number prefix, or devices having the same
type or are connected to the same control unit type). This is done using
cursor-sensitive control (see [“Cursor-sensitive control” on page 74).

How to request this report

To request this report, select U from the Primary menu, then DEVN from the User
Selection menu, or you can enter the following command:

DEVN

Contents of the report

4 RMF V2R2 Device Activity Line 1 of 118 h

Command ===> Scroll ===> HALF
Samples: 100 System: AQTS Date: 09/28/16 Time: 14.23.20 Range: 100  Sec

Devices reported: ALL
Report is sorted by: Jobs, DEL

-- Device Identification -- -- Activity -- ACT CON DSC - Pending - - Jobs -
VolSer Num  Type cu S Rate RspT IosQ % % % % Rsn. % USG DEL
HSMO13 006C 33903 3990-3 S 9.1 .092 .018 68 4 62 2DB 1 0.0 0.8
CLRO1O 0051 33903 3990-3 S 80.7 .011 .005 47 24 1 22DB 11 0.2 0.7
HSML17 0703 33903 3990-3 S 52.2 .015 .000 76 22 54 0 0.2 0.6
HSMO15 006E 33903 3990-3 S 11.1 .024 .001 26 3 20 3 0.0 0.3
TS0060 0056 33903 3990-3 S 8.9 .034 .001 306 9 18 3DB 2 0.1 0.2
D22SHR 0B70 3380 3880-3 S 13.5 .014 .000 18 2 16 O 0.0 0.1
HSML10 0043 33902 3990-3 S 68.4 .008 .000 53 43 3 7 0.4 0.1
CLRO14 0149 33903 3990-3 S 37.2 .005 .000 19 11 7 1 0.1 0.1
TS0024 0842 33902 3990-3 S 5.8 .015 .0006 9 1 8 0 0.0 0.1
HLPVOL 02E2 3380D 3880-3 S 2.8 .024 .000 7 1 5 1DB 1 0.0 0.1
HSMO11 006A 33903 3990-3 S 2.3 .033 .0006 7 1 6 O 0.0 0.1
HSMLO4 005B 33903 3990-3 S 13.9 .006 .001 7 3 2 2 0.0 0.1
MIGO15 O1E3 3380K 3990-3 S 5.5 .017 .000 106 5 5 0 0.0 0.1
SPOL16 0844 33902 3990-3 S 9.4 .007 .001 6 2 1 3DB 3 0.0 0.1
S 53.7 .002 .000 9 7 06 2DB 1 0.1 0.0

\?YSLBX OIAE 33902 3990-3

Figure 40. DEVN Report

The DEVN report has two parts.
* The top part provides information about the selection criteria and the sort
criteria for the displayed devices.

* The bottom part is based on information from the DEVR report. It is similarly
organized as the Postprocessor DASD Activity report (see [“DEVICE - Device]
[Activity report” on page 367).

The first four columns show the device identification (volser, device number,
device type and control unit type). These columns can be used with
cursor-sensitive control to change the scope of displayed devices.

The columns on the right side of the report display the device utilization
information. These columns can be used to sort the report.

The graphic form of the report shows for each device the response time in
milliseconds broken down in IOS queue time and service time.
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Field descriptions
All fields in the DEVN report are the same as in the DEVR report (see [Table 22 o

except for the following:

Table 20. Fields in the DEVN Report

Field Heading

Meaning

Devices reported:

The criteria selected for the devices being reported.

The devices being reported can be selected using cursor-sensitive control from the fields listed
under Device Identification.

Report is sorted by:

The sort criteria for the devices being reported.

The sort criteria can be selected using cursor-sensitive control from any of the fields listed under
the columns between Activity and Jobs.

Activity IosQ

The average number of seconds an I/O request must wait on an I0S queue before a SSCH
instruction can be issued. A delay occurs when a previous request to the same sub-channel is in
progress.

The value is calculated as:
I0S Queue Count / # Samples

Device Activity Rate

This field is not shown on the DEVR report but is available in the ISPF table of the DEVR
report.

Pending Reasons

Only the highest delay reason and percentage is listed.

Jobs

USG The average number of jobs using the device during the report interval.

DEL The average number of jobs being delayed for the device during the report interval.

Cursor-sensitive control

Cursor-sensitive control on the DEVN report is extended (compared to other
Monitor III reports) by new capabilities. In addition to navigation control as in
other reports, you can

* Recreate the report with a different scope of selected devices
* Get a different sort order of the displayed devices

Therefore, cursor-sensitive control does not maintain the return path. Pressing PF3
on a subsequent report will always return you to the Primary menu.

In addition, the latest selection criteria and sort order is saved throughout the
session and will be used on the next invocation of the report. The initial display is
always shown according to the jobs being delayed for the device in descending
order, and the initial selection criteria display all online devices.

The following table provides an overview about selection and sort using
cursor-sensitive control.

Table 21. DEVN Report - Cursor-sensitive Control for Select and Sort

Cursor
Position
Cursor- sensitive within
Column Column Result
VolSer 1,2 Device Activity Trend report for the selected volume
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Table 21. DEVN Report - Cursor-sensitive Control for Select and Sort (continued)

Cursor
Position

Cursor- sensitive within

Column Column Result

VolSer 3-6 Device Activity report for devices starting with the same volser prefix.

Example: Cursor position is 3 below volser TSO060:
The result is a DEVN report for all TSOxxx devices.
Num 1-3 Device Activity report for devices starting with the same Num prefix.
Example: Cursor position is 3 below num 006E:
The result is a DEVN report for all devices with an address of 006x.

Type any Device Activity report for all online devices with the same device type.

Cu any Device Activity report for all online devices with the same CU type.

S - No cursor-sensitive control.

Rsn % -- No cursor-sensitive control.

All other any Device Activity report sorted in descending order by the selected column.
Note: Selecting the same column (VolSer, Num, Type, or CU) a second time
displays the Device Activity report for ALL online devices again.

DEVR - Device Resource Delays Report

The Device Resource Delays report (DEVR) shows the devices (volumes) and the
jobs using or being delayed by them (as indicated on the Device Delays report).

On the DEVR report, the type of delay is listed under Pend Reasons as:

DB Device busy delay
CMR Initial command response time

How to request this report

To request the DEVR report, select 3 from the Primary menu, and then select 3 on

the Resource Report Selection Menu (shown in [Figure 8 on page 27) or enter the
following command:

DEVR [volser]
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Contents of the report

4 RMF V2R2 Device Resource Delays Line 1 of 374 h

Command ===> Scroll ===> HALF

Samples: 100 System: MVS1 Date: 09/28/16 Time: 10.03.20 Range: 100  Sec

Volume S/ Act Resp ACT CON DSC PND %, DEV/CU Service USG DLY
/Num PAV Rate Time % % % Reasons Type Jobname C Class %5 %

160444 S 17.5 1.2 2 2 OPND 0 33909 GPMSRVPM S GPMSERVE 0 1
8803 1.2H 2105 RMF S SYSSTC 2 0

SYSUSR S 0.3 0.4 © 0 OPND 0 33903 *MASTER* S SYSTEM 1 0
D440 2+ 2105 CATALOG S SYSTEM 1 0

MVSTGT S 0.8 0.9 6 0 O0PND 0 33909 GPMSRVPM S GPMSERVE 1 0
7790 2105

SYSXCP S 1.4 0.7 1 1 ©0PND 0 33903 XCFAS S SYSTEM 1 0
D32A 2105

Figure 41. DEVR Report

The first block of columns in the report contain information related to each
volume.

The remaining columns contain information related to each job. RMF sorts the
volumes in descending order according to the average number of delayed users (1
user delayed 100% is equivalent to 100 users each delayed 1% of the time), and the
waiting jobs by descending delay percentages. If RMF is unable to obtain valid
hardware data, it prints dashes (-—) for the hardware measurements, while
percentages normally appear.

The fields DLY DB % and DLY CU % contain data about I/O request delays
caused by contention at the control unit and device level.

The graphic DEVR report shows the average number of active users for each
device that were delayed, connected, disconnected or pending.

Field descriptions

Table 22. Fields in the DEVR Report

Field Heading

Meaning

Volume /Num

The name of an online volume and the device number where the volume is mounted.

S/PAV

S An S in the first line of this column indicates that the device was generated during system
generation as a shared device.

PAV PAV count — A value in the second line of this column gives the number of parallel access
volumes (base and alias) which were available at the end of the reporting.

If the number has been changed during the report interval, it is followed by an "',

If the device is a HyperPAV base device, the number is followed by an 'H', for example,
1.2H. The value is the average number of HyperPAV volumes (base and alias) for that
range.

Accumulated # of HPAV devices

Average # of HPAV devices = —-----mmmmmmmmmmmmm -
Number of Samples
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Table 22. Fields in the DEVR Report (continued)

Field Heading

Meaning

Act Rate The rate per second that I/0 instructions (SSCH, RSCH, and HSCH) to a device completed
successfully.

The calculation is:

# 1/0 Instructions
Act Rate = ------ommmmmoo -
Range Time

Resp Time The average response time (in milliseconds) that the device required to complete an I/O request.

The calculation is:

Active Time
Resp Time = -------mmmmmommmom + I0S Queue Time
# 1/0 Instructions

ACT % The percentage of time during the report interval when the device was active. To derive this value,

RMEF computes the accumulated percent active time as follows:

ACT % = PEND % + CON % + DSC %

PEND %

Percentage of time all I/O requests wait in the logical control unit queue (CU-HDR) before
there is an available path. Pending time includes the time spent waiting for a channel,
control unit, or head of string, or for the actual device (if it is a shared device that is
reserved by another processor).

CON % Percentage of time the device was connected to a channel path to actually transfer data
between the device and storage.

DSC % Percentage of time the device has an active channel program and is disconnected (not
transferring data). Disconnect time includes seek time, normal rotation delay time, and
extra rotation delay because the channel was busy when the device needed to reconnect.

CON % The percent connect time. See the description under % ACT. RMF calculates the value as follows:
Accumulated Connect Time
CON % = —---mmmmmmmmmmm oo * 100
Range Time
DSC % The percent disconnect time. See the description under %ACT. RMF calculates the value as follows:
Accumulated Disconnect Time
DSC % = ====m==meceecceemmeeeaeae * 100
Range Time
Note:

1. When comparing the ACT %, CON %, DSC %, or PND % fields with the USG % field in this report, you must be aware that

ACT %, PND %, CON %, and DSC % are measured multi-state values, while USG % is a sampled single state value. If a single
I/0 request is very long (such as a long-running channel program), the PND %, CON %, and DSC % values might be too low

because of timer overflow errors.
2. The channel updates the data fields used to calculate CON %, DSC %, and PND % when the I/O operation completes.

Therefore, some of the time from the previous report interval might be included in these values, while some of the time in the

current report interval might be absent from these values. This discrepancy is noticeable on devices that have very long
channel programs, such as paging devices.
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Table 22. Fields in the DEVR Report (continued)

Field Heading

Meaning

PND % Reasons

The first entry is always the pending percentage (PND). See the description under % ACT. RMF
calculates the value as follows:
Accumulated Pending Time

PND % = ==—=mmmmmmmmm e * 100
Range Time

DLY DB % and DLY CU % are included in pending time.

Below PND % are the pend reasons that contribute to the total pending percentage. A value appears
only when there is a non-zero delay percentage. Pend Reasons can be one of the following:

DB Device busy delay, which is the percentage of time during the report interval when the
channel subsystem measured I/O request delay because the device was busy. Device busy
might mean that the volume is in use by another system, the device is reserved by another
system, a head of string busy condition caused the contention, or some combination of
these conditions has occurred.

Accumulated DB Delay Time

DLY DB% = ====-mmmmmmmmmmmmmmeemmo o * 100
Range Time

CMR Command response time delay, which is the percentage of time during the report interval
when the first command of an I/O instruction of the channel program is sent to the device,
until the device indicates it has accepted the command.

Accumulated CMR Delay Time
DLY CMR% = =---mmmmmmmmmmmmmmmmmmmm o * 100
Range Time
Note: If either hardware data or volume-related percentages are not available, this field is blank.

DEV/CU Type The top number represents the device type. The bottom number represents the control unit model.

Jobname Name of a job using or being delayed by the DEV volume. The DEVR delay report does not
summarize data by job groups; all jobs within a job group are reported individually. RMF lists all
jobs for each device, by descending delay percentages.

C A one-character abbreviation for the job class as follows:

S Started task
T TSO

B Batch

A ASCH

(o] OMVS

Service Class

The name of the service class that a specified job has been running in.

USG % The percentage of time when the job has had a request accepted by the channel for the specified
Volume, but the request is not yet complete.
DLY % Delay the waiting job (address space) is experiencing because of contention for a specific volume

during the report interval, expressed as a percentage.

Monitor Il Utility fields

able 23| shows additional fields for the Device Resource Delay report.

You can use the Monitor III Utility to customize the DEVR report.

Table 23. Additional Fields in the DEVR Report

Field Heading

Meaning

Percentage of pending time

The percentage of time during the report interval when the device was pending.

IOS queue time

The average number of milliseconds an I/O request must wait on an IOS queue before a SSCH
instruction can be issued. Delay occurs when a previous request to the same subchannel is in
progress.

Percentage of device busy delay | The percentage of time during the report interval when the channel subsystem measured 1/0O

request delay because the device was busy. Device busy might mean that the volume is in use
by another
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Table 23. Additional Fields in the DEVR Report (continued)

Field Heading

Meaning

Percentage of control unit busy | The percentage of time during the report interval when there is I/O request delay because the

delay time

control unit was busy.

Percentage of switch port busy | The percentage of time during the report interval when there is I/O request delay because the

delay time

switch port was busy.

Report options
You can use the DEVR Report Options panel to select the volume to be included in
the DEVR report, or all volumes, from a list of available volumes.

4 RMF DEVR Report Options Line 1 of 17 h

Command ===> Scroll ===> HALF
Change or verify parameters for the DEVR report. To exit press END.
VOLSER ===> ALL Volume to be reported or ALL

Available Volumes
BASECA BASECB BASECO BASEC1 BASEC2 BASEJIM BERDPK
BSS210 BSS999 CAT212 CAT841 CB8480 CHKPTX CHKPT1
CHKIO1 CHKPT3 CHKPT4 CKSPL1 CKSPL2 CKSPL3 CLRPAK
C45101 DASDO3 DBLMN1 DBLMN2 DBLMN3 DBVLO1 DBVLO2
D60AF3 D60AF5 D60AF6 D60OAF7 D6OPAK D602A2 D602A3
D602A4 D602B1 D602B2 D602B2 D602DC D602D5 D602D6
D602D7 D6021B D6021D D6021D D60215 D60217 D60411
D60412 D6044D D60444 D60444 D60445 D60446 D606A8
D607AF D607EC D60O7EL D60701 D60707 D608FO D83CL3
D71CKP D71CMN D71SPP D71WLD D83CL1 D83CL2 D83D31
D83CMN D83DB1 D83DB2 D83DMP D83DRA D83DRB D83D31
D83D51 D83ILG D83180 D83181 D83190 D83191 D83192
D83193 D83JCK D83JC1 D83JC2 D83JD1 D83JD2 D83JFY
D83JS1 D83JS2 D83JVC D83JV2 D83JV3 D83J22 D83J23
\P83J31 D83J32 D83L0G D83PAK D83SPP D83STA D83STB

Figure 42. DEVR Report Options Panel

VOLSER
The volume serial number of the device that you want information about.
Enter

* ALL for information about all devices that have jobs using it or being
delayed by it in the system.

* A name with an asterisk ('*') as a "wild card" character. For example: to
request a report for all volumes starting with D8, specify 'D8*' for
VOLSER.

Note: You cannot use the wild card when calling the report, that is,
when you use the command DEVR volser. Here, volser must be a
complete volume serial number, an asterisk will be interpreted as part of
the volser.

* One of the volumes listed under Available Volumes.

* The volume serial number of a device that will be in the system at a
later time.

If the volume that you specify is not currently available, it will appear on
the report when it is available.

Your selection is saved across sessions in the current option set.
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Available Volumes
The list of the online volumes in the system.

If the volume you want is not listed, it was not online during the current
report interval. If you specify the volume, it will appear on the report
when it is online.

DEVT - Device Activity Trend Report

The Device Activity Trend (DEVT) report shows the device activity for a selected
volume for the last 20 reporting ranges. The report is based on the Device Activity
(DEVN) report and can be used for a selected device as follows:

* To identify times of peak device utilization
* To analyze the device utilization over time
* To analyze device delay situations

* As a device summary report

How to request this report

To request this report, select U from the Primary menu, and then DEVT together
with a volser from the User Selection menu.

Note: The report can also be requested from the Device Activity (DEVN) report
using cursor-sensitive control. If the report is selected from the User Selection
menu and no volser is specified or an invalid volser is specified, the DEVN report
is displayed.

Contents of the report

4 RMF V2R2 CLRO10 Activity Trend Line 1 of 20 h

Command ===> Scroll ===> HALF
Samples: 100 System: AQTS Date: 09/28/16 Time: 11.58.20 Range: 100  Sec
VolSer: CLRO10 Number: 0051 Type and CU-Type: 33903 3990-3

Latest: 09/28/16 at 11.58.20 Range/Line: 100 Sec
Earliest: 09/28/16 at 11.26.40 Total Range: 2000 Sec  00.33.20

Time  ----- Activity ----- ACT CON DSC - Pending - --- Jobs ---  WFL

S Rate RspT IosQ % % % % Rsn. % USG DEL TOT %
11.58.20 S 154 .011 .006 79 41 1 37DB 23 0.4 1.3 1.7 24
11.56.40 S 138 .018 .012 88 34 3 51DB 36 0.4 2.2 2.6 15
11.55.00 S 159 .016 .010 87 40 5 42DB 26 0.4 2.1 2.5 17
11.53.20 S 146 .011 .006 75 37 3 35DB 20 0.4 1.3 1.7 22
11.51.40 S 125 .014 .008 69 33 2 34DB 22 0.3 1.4 1.7 18
11.50.00 S 124 .016 .009 80 32 2 46DB 34 0.4 1.7 2.1 17
11.48.20 S 127 .015 .008 79 34 3 42DB 30 0.3 1.6 1.9 18
11.46.40 S 127 .021 .014 87 31 3 53DB 41 0.3 2.5 2.8 12
11.45.00 S 135 .021 .015 89 33 3 53DB 41 0.3 2.6 2.9 11
11.43.20 S 107 .026 .018 86 29 4 53 DB 40 0.3 2.5 2.8 11
11.41.40 S 97.9 .031 .022 88 25 2 61 DB 46 0.2 2.8 3.0 8

- J
Figure 43. DEVT Report

The DEVT report has two parts.

* The top part provides information about the selected device, its volser, device
number, device and control unit type, and information about the reported range.
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¢ The bottom part is based on the DEVN report.

Each row is preceded by a time stamp to identify the start time of the reporting
range. The device activity columns are exactly the same as those shown on the
DEVN report.

At the right, a column showing the device workflow percentage is added. The
workflow column is calculated from the average number of users using or being
delayed for the device from the DEVN ISPF table. Please keep in mind that the
value is not as precise as workflow values shown on the Workflow /Exception
report.

Field descriptions

Table 24. Fields in the DEVT Report

Field Heading

Meaning

VolSer:

The name of an online volume.

Number:

The device number where the volume is mounted.

Type and CU-Type:

The device type and the control unit model.

Latest: Begin date and time of the last reported range on the report.
Range/Line: Reported range per displayed line on the report.
Earliest: Begin date and time of the first reported range on the report.

Total Range:

Total reported range on the report, expressed in seconds and HH.MM.SS.

Time

The start time of the reported range.

You find the description of all other fields in the report either in [Table 22 on page|
or in [Table 20 on page 74

Cursor-sensitive control

Placing the cursor on the time stamp for a selected row will recreate the report
starting at the selected time period. The return path is not maintained, which
means that pressing PF3 will return you to the Primary Menu.

Using cursor-sensitive control from any other column will invoke the Device
Resource Utilization (DEVR) report for the selected reporting range and the
selected device. In this case, pressing PF3 on the DEVR report will return you to
the DEVT report.

DSD - Detailed Storage Delays Report

[Figure 44 on page 82|shows a modified version of the Storage Delays report that
replaces Working Set Central and Expanded with three columns: VIO, XMEM
and HIPR. On the Storage Delays report, this information is combined and shown
in the OTHR column.

How to request this report

To request the DSD report, select U on the Primary menu, and then select 2 on the
User menu, or enter the following command:

DSD

Contents of the report

DLY % , or delay percentage, is the percentage of time during the report interval
that the job is experiencing a delay because of contention for storage. If DLY % is
greater than 10%, it could indicate a problem.
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% Delayed for breaks down the number under DLY % into the various types of
storage delays affecting each job.

The COMM and LOCL fields include shared storage paging.

4 RMF V2R2 Storage Delays Line 1 of 206 h
Command ===> Scroll ===> HALF
Samples: 100  System: MVS1 Date: 09/28/16 Time: 10:31:40 Range: 100 Sec

Service DLY  —=mmmmmmem - % Delayed for ------------
Jobname C Class % COMM LOCL SWAP OUTR VIO XMEM HIPR
*MASTER* S STC_HIGH 0 0 0 0 0 0 0 0
PCAUTH S STC_HIGH 0 0 0 0 0 0 0 0
RASP S STC_LOW 0 0 0 0 0 0 0 0
TRACE S STC_LOW 0 0 0 0 0 0 0 0
XCFAS S STC_HIGH 0 0 0 0 0 0 0 0
GRS S STC_HIGH 0 0 0 0 0 0 0 0
SMXC S STC_HIGH 0 0 0 0 0 0 0 0
SYSBMAS S STC_HIGH 0 0 0 0 0 0 0 0
DUMPSRV S STC_HIGH 0 0 0 0 0 0 0 0
CONSOLE S STC_HIGH 0 0 0 0 0 0 0 0
ALLOCAS S STC_HIGH 0 0 0 0 0 0 0 0
TLCS S STC_LOW 0 0 0 0 0 0 0 0
GPDB S STC_LOW 0 0 0 0 0 0 0 0
NETVIEWlL S  STC_HIGH 0 0 0 0 0 0 0 0
TSO S STC_HIGH 0 0 0 0 0 0 0 0
APFTABLE S STC_HIGH 0 0 0 0 0 0 0 0
o %

Figure 44. Modified STOR Report Showing all Storage Delays in Detail

Field descriptions
The fields in the DSD report are identical to the fields in the STOR report (see

[Table 64 on page 155) except for the XMEM and HIPR fields.

Table 25. Fields in the DSD Report

Field Heading

Meaning

Delayed for XMEM

This column contains the paging delays from cross memory address spaces.

Delayed for HIPR

This column contains the paging delays from standard hiperspaces (including waits during scroll
wait), but not ESO hiperspaces.

There are no report options to be specified for the DSD report.

DSND - Data Set Delays Report

The DSND report presents information about the utilization (using and delay) of

one data set or a group of data sets. For each selected data set, information is

given about

¢ The volume the data set resides on

* All jobs that are using this data set or that are waiting for this data set.

RMEF sorts the data sets by descending overall delay percentages.

You can use this report as base for further analysis:
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* To investigate the performance of a volume and list all jobs that are delayed
because of it, use cursor-sensitive control on any indicator under Volume to
display the related DSNV report.

* To see performance information for a specific job, use cursor-sensitive control on
any job listed under Jobname to display the related DSN]J report.

* To view all data sets which RMF found active in the report interval, or to change
the list of data sets to be reported on, enter the command ROPTIONS to display
the DSND Report Options panel.

How to request this report

To request the Data Set Delays report, select 3 from the Primary Menu, and then
select 3A on the Resource Report Selection Menu (shown in [Figure 8 on page 27).
or enter the following command:

DSND [dsname]

In addition, you can navigate to this report through cursor-sensitive control from
the DSNJ report or DSNV report.

Special considerations

The Device Resource Delays report (DEVR) provides USG and DLY values for jobs
that are using devices or are waiting for them. This data is gathered in a multistate
fashion, this means that there may be several wait records for the same job for the
same device. The reporter changes to "pseudo multistate", this can result in one
USG counter and one DLY counter in parallel within a cycle, but does not take
multiple wait records into account.

Data gathering for the Data Set Delays reports (DSND, DSN]J, and DSNV) is
different. Here, several wait records referring to the same device are not treated as
being the same and counted only once because they may refer to different data set
names, and have to be counted individually.

As a result, the sum of the USG and DLY percentage values in these reports can be
different to the USG and DLY percentage values in the DEVR report. Therefore, the
three reports contain the headings DUSG% and DDLY% instead of USG% and
DLY% to indicate a potential difference to the related values in the DEVR report.
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Contents of the report

4 RMF V2R2 Data Set Delays Line 1 of 6 h

Command ===> Scroll ===> HALF
Samples: 100 System: MVS1 Date: 09/28/16 Time: 10.03.20 Range: 100  Sec

Input Data Set Name: BDA.CTT*

-------------- Data Set Name --------------- Volume Jobname ASID DUSG% DDLY%
BDA.CTT.MSPCT.SP41XCTT.CTTGUIDE.BOOK EDSS99 BOECL2 003C 20 15
BGGEETEO 0201 15 10
BDA.CTT.MSPCT.SP41XCTT.GUIDE EDSS99 BOECL2 003C 13 10
BGGEETEO 0201 10 8
BDA.CTTX.TEST DATA94 BSHR 0022 3 16
\BDA.CTTO.INFORM.SEQ DATA67 BSHR 0074 3 8 )

Figure 45. DSND Report
There is no graphic version of this report available.

Field descriptions

Table 26. Fields in the DSND Report

Field Heading

Meaning

Input Data Set Name

Name of the data set or group of data sets to be reported on.

This is the name which has been specified as command parameter or has been selected via
report options.

Data Set Name

Name of a data set which was utilized during the report interval and selected for reporting.

RMEF lists the data set names by descending overall delay percentages.

Volume Name of the volume on which the data set resides.

Jobname Name of a job using or being delayed by the data set.
RMF lists all jobs for each data set by descending delay percentages.

ASID Hexadecimal address space identifier (ASID) of the job using the data set or waiting for its
availability.

DUSG% Percentage of time when the job has had an 1/O request accepted by the channel for the volume
on which the data set resides, but the request is not yet complete.
Note: See|“Special considerations” on page 83

DDLY% Percentage of time when the job was waiting to use the data set because of contention for the

volume where the data set resides.

Report options

The DSND Report Options panel displays a list of all data set names which have
been found active during the report interval. You can select a data set name by
placing an S in front of the displayed data set name. The selected name is
re-displayed in the header field "Selected Data Set Name". This field is an input
field which can be used also to enter a data set name or a group of data set names
using a "wild card", for example: BDA.CTT*, directly. The wild card example
BDA.CTT* lets RMF select all data set names which start with the character
sequence BDA.CTT. If someone specifies only "*", RMF reports on all data sets
which are being utilized in the report interval.

The current selection is displayed on top of the data set names list.

84  2/0S V2R2 RMF Report Analysis




Mon il - DSND

-

.

Command ===> Scroll ===> HALF

Select (S) or fill-in a data set name or a group of data set names
for the DSND report. To exit press END.

Selected Data Set Name: BDA.CTT*

Sel Data Set Name

RMF DSND Report Options Line 1 of 12

BDA.CTT.MSPCT.SP41XCTT.CTTGUIDE.BOOK
BDA.CTT.MSPCT.SP41XCTT.GUIDE
BDA.CTTO.INFORM.SEQ
BDA.CTTX.TEST
BHEW.ERBMFDTS.LST90514
BSHR.FIX.LINKLIB
RMF.R430.NLS.OLDENG.ERBCOPS3.SEQ
RMF.R430.NLS.OLDENG.ERBFMTS3.SEQ
RMF.R430X10.LPALIB
RMF.R430X10.SRMFCLS
RMF.R430X10.SRMFJPN
RMF.R530.FPFS

Figure 46. DSND Report Options Panel

Selected Data Set Name

The currently selected name of a data set or group of data sets to be
reported on.

This field is an input field and can be overwritten according to the rules
for z/OS data set names. It is possible also to use an *' as "wild card" as
last character of the data set name. By using a wild card, all data sets
starting with the character sequence before the ' are reported on no
matter which characters follow.

Sel An S can be placed in front of the data set name to be selected. This

results in replacing the data set name in the header field "Selected Data Set
Name".

Data Set Name

The name of a data set which was found active during the report interval.
The data set names are sorted in alphabetical order.

Note:

1.
2.
3.

4.

The RESET command is not supported.
Only one data set name can be selected.

If a data set name is selected and the data set name in the input field is
changed at the same time, the selected data set name is used.

If the data set name is blanked out, it is possible to leave the panel, but the
fields in the report will be empty.

DSNJ - Data Set

Delays - Job Report

The DSNJ report presents information about data set utilization for a specific job:

The EXCP rate and the percentage of time when data transfer for this job took
place.

A list of all data sets being utilized by the job.

You can use this report as base for further analysis:
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* To investigate the performance of a volume and list all jobs that are delayed
because of it, use cursor-sensitive control on any indicator under Volume to
display the related DSNV report.

* To see performance information for a specific data set, use cursor-sensitive
control on any data set listed under Data Set Name to display the related DSND
report.

How to request this report

To request the Data Set Delays - Job report, select 2 from the Primary Menu, and
then select 1A on the Job Report menu (shown in [Figure 7 on page 26). or enter the
following command:

DSNJ [jobname]

In addition, you can navigate to this report through cursor-sensitive control from
the DSND report or DSNV report.

Contents of the report

4 RMF V2R2 Data Set Delays - Job Line 1 of 5
Command ===> Scroll ===> HALF
Samples: 100 System: MVS1 Date: 09/28/16 Time: 10.03.20 Range: 100  Sec
Jobname: BOECL2 EXCP Rate: 123.5 Connect: 41%

ASID === - Data Set Name --------------- Volume Num DUSG% DDLY%
003C BDA.CTT.MSPCT.SP41XCTT.CTTGUIDE.BOOK EDSS99 0312 20 15
BSHR.FIX.LINKLIB DATAG8 0257 2 10
BDA.CTT.MSPCT.SP41XCTT.GUIDE EDSS99 0312 13 10
RMF.R430.NLS.OLDENG.ERBCOPS3.SEQ EDSS09 0312 3 8

- NA--  eaeaa- -— 1 7

9 BHEW.ERBMFDTS.LST90514 DATA38 0122 1 6

Figure 47. DSNJ Report
There is no graphic version of this report available.

Field descriptions
Table 27. Fields in the DSNJ Report

Field Heading Meaning

Jobname Name of the job for which reporting was requested.

EXCP Rate Number of EXCP requests per second for the job being reported on.

Connect Percentage of time during the report interval when devices used by the job were connected to
channel path(s) that actually transferred data between the devices and central storage.

ASID Address space identifier (ASID) of the job being reported on.

Data Set Name Name of the data set being utilized by the current job.

RMF lists all data sets by descending delay percentages.

Note: The using and delay information for all I/Os for which the data set name information is
not available is accumulated in a single slot. In this case, -- N/A -- is provided instead of a data
set name. If these I/Os are directed to different volumes, dashes are shown in columns for
Volume and Num. This happens if only those I/O instructions have been detected for which no
data set information is provided by the SMS subsystem, like

* 1/Os to system data sets (like paging or spooling)

* I/Os to any data set which was opened prior to SMS subsystem initialization

e I/0Os like SENSE or RELEASE

+ System I/Os not done by an access method
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Table 27. Fields in the DSNJ Report (continued)

Field Heading

Meaning

Volume Name of the volume on which the data set resides which was utilized during the current report
interval.

Num Device number where the volume is mounted.

DUSG% Percentage of time when the job has had an I/O request accepted by the channel for the volume
on which the data set resides, but the request is not yet complete.
Note: See[“Special considerations” on page 83

DDLY% Percentage of time when the job was waiting to use the data set because of contention for the

volume where the data set resides.

DSNV - Data Set Delays - Volume Report

The DSNV report presents information about the utilization of data sets that reside
on a specific DASD volume.

The first part of the report provides a general overview on important activity and
delay data for the volume. The second part of the report displays a list of all data
sets on this volume that were found active during the reporting interval.

RMF sorts the data sets by descending overall delay percentages.

You can use this report as base for further analysis:

 To investigate the performance of a specific job that is using data sets on this
volume or is waiting for them, use cursor-sensitive control on any indicator
under Jobname to display the related DSN]J report.

How to request this report

To request the Data Set Delays - Volume report, select 3 from the Primary Menu,
and then select 3B on the Resource Report Selection Menu (shown in

. or enter the following command:

DSNV [volser]

In addition, you can navigate to this report through cursor-sensitive control from
the DEVR report, the DSND report, or the DSNJ report.
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Contents of the report

4 RMF V2R2 Data Set Delays - Volume Line 1 of 10 h
Command ===> Scroll ===> HALF
Samples: 100 System: MVS1 Date: 09/28/16 Time: 10.03.20 Range: 100  Sec
—————————————————————————— Volume EDSS99 Device Data --------===---mmmmmmemo
Number: 0B4A Active: 84% Pending:  22% Average Users
Device: 3380A Connect: 10% Delay DB: 22% Delayed
Shared: Yes Disconnect: 52% Delay CM: 0% 0.4
PAV: 1.6H
-------------- Data Set Name --------------- Jobname ASID DUSG% DDLY%
BDA.CTT.MSPCT.SP41XCTT.CTTGUIDE.BOOK BOECL2 003C 20 15

BGGEETEO 0201 15 10

BDA.CTT.MSPCT.SP41XCTT.GUIDE BOECL2 003C 13 10

BGGEETEO 0201 10 8

RMF.R430X10.LPALIB BWSO 0058 1 12

-- N/A -- *MASTER* 0001 0 10
\FMF.R430.NLS.OLDENG.ERBCOPS3.SEQ BOECL2 003C 3 8 )

Figure 48. DSNV Report

There is no graphic version of this report available.

Field descriptions
Table 28. Fields in the DSNV Report

Field Heading

Meaning

Device Data Section

This sections contains identical information as provided in the Device Delays variation of the Job
Delay report (see|Device Delay variation” on page 118).

Data Set Name

Name of a data set which was utilized during the report interval and resides on the selected
volume.

RMEF lists the data set names by descending overall delay percentages.

Jobname Name of a job using or being delayed by the data set.
RMEF lists all jobs for each data set by descending delay percentages.
Note: The using and delay information for all I/Os for which the data set name information is
not available is accumulated, and -- N/A -- is provided instead of a data set name. This happens
if only those I/O instructions have been detected for which no data set information is provided
by the SMS subsystem, like
* I/Os to system data sets (like paging or spooling)
¢ I/Os to any data set which was opened prior to SMS subsystem initialization
* I/0Os like SENSE or RELEASE
* System I/Os not done by an access method

ASID Address space identifier (ASID) of the job using the data set or waiting for it.

DUSG% Percentage of time when the job has had an I/O request accepted by the channel for the volume
on which the data set resides, but the request is not yet complete.
Note: See|“Special considerations” on page 83

DDLY% Percentage of time when the job was waiting to use the data set because of contention for the

volume where the data set resides.
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Report options

S~
RMF DSNV Report Options Line 1 of 2
Command ===> Scroll ===> HALF

Change or verify parameters for the DSNV report. To exit press END.
VOLSER ===> MVSLIB DASD Volume to be reported
Available DASD Volumes

MVSDOC MVSJ0B MVSLIB MVSSMP MVSTGT RMFUSR RMFUS02
SYSCAT SYSPAG 510948
A

Figure 49. DSNV Report Options Panel

The Report Options panel displays a list of all DASD volumes which have been
found active during the report interval.

The current selection is displayed on top of the volume list.

VOLSER
The volume serial number of the device for which data set level reporting
is being requested.

One of the volumes listed under Available DASD Volumes, or, the volume
serial number of a device that will be in the system at a later time.

The selection is saved across sessions in the current option set.

Available DASD Volumes
The list of the online DASD volumes in the system. The volumes are
sorted in alphabetical order.

Note:
1. The RESET command is not supported.

2. If the volume name is blanked out, it is possible to leave the panel, but the
fields in the report will be empty.

ENCLAVE - Enclave Report

The ENCLAVE report provides detailed information about the activities of
enclaves.

An enclave is a transaction that can span multiple dispatchable units (SRBs and
tasks) in one or more address spaces and is reported on and managed as a unit. It
is managed separately from the address space it runs in. CPU and I/O resources
associated with processing the transaction are managed by the transaction's
performance goal and reported to the transaction.

New types of applications (for example, DDF or ICSS Webserver) create enclave
transactions executing in several address spaces, but they need to be managed as
own single business units of work. Therefore, a report showing resource
consumption and delays by enclave will improve significantly performance
management for these new applications.
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How to request this report

To request the ENCLAVE report, select 1 on the Primary Menu, and then a 6 on
the Overview Report Selection Menu (shown in [Figure 6 on page 25), or enter the
following command:

ENCLAVE [subsystem-type]

Contents of the report

4 RMF V2R2 Enclave Report Line 1 of 16 h

Command ===> Scroll ===> HALF

Samples: 120 System: SYS5 Date: 09/28/16 Time: 13.13.30 Range: 120  Sec

Current options:  Subsystem Type: ALL -- CPU Util --
Enclave Owner: App1%  EAppl%
Class/Group: 18.1 90.1

Enclave Attribute CLS/GRP P Goal % D X EAppl% TCPU USG DLY 1IDL

*SUMMARY 70.04

ENCOO0O3 CTT PGOO4 1 0 18.75 26.78 12 88 0.0
DDF
JOEGEE

ENCOOOO1 CTT PGOO4 1 16.27 23.12 11 89 0.0
DDF
JOEGEE

ENCO0004 CTT PGOO4 1 F 14.83 21.12 10 90 0.0
DDF
JOEGEE

ENCOO0O5 CTT PGOO4 1 F 14.13 20.00 8.9 91 0.0
DDF
JOEGEE

- J

Figure 50. ENCLAVE Report

Note: There may be enclave activity in your system (for example, indicated by
EAppl% > Appl% in the SYSINFO report), but the ENCLAVE report issues the
message Enclave data is not currently available. The reason is that only those
enclaves are shown in the report that have been sampled at least twice and that
are active or inactive at the end of the Monitor III MINTIME. Therefore,
short-running enclaves will not appear in the report.

When the report interval spans more than one Monitor III MINTIME, the above
criteria must match for the last MINTIME in the report interval.

The graphic version of this report provides information about CPU utilization of
the enclaves.

Field descriptions

Table 29. Fields in the ENCLAVE Report

Field Heading | Meaning

Subheader Section - You can define the setting of each field in the Enclave Report Options panel.

Subsystem Type Reporting only on enclaves that belong to this subsystem type, for example, DB2 or DDFE.
Enclave Owner Reporting only on enclaves that are owned by the address space with this jobname.
Class/Group Reporting only on enclaves that run in this service class.
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Table 29. Fields in the ENCLAVE Report (continued)

Field Heading

Meaning

Appl% Percentage of the maximum general purpose processor capacity used by all address spaces
during the report interval.
This value is divided by the number of logical processors or cores that have been active during
this interval.

EAppl% Percentage of the maximum general purpose processor capacity used by all address spaces and

enclaves during the report interval.

This value is divided by the number of logical processors or cores that have been active during
this interval.

Enclave Identification.

Enclave Generated name to allow association of an enclave with instances shown on other Monitor III
reports.
*SUMMARY is shown in the summary line that totals up the CPU time for the reported
enclaves.

Attribute Dynamic list of attributes. The reporter lists the attributes (maximal eight characters) in the order
at which they are specified in the Enclave Report Options panel.

CLS/GRP Service class the enclave is associated with.

P Service class period the enclave is currently running in.

Goal Response time goal.

% Response time percentile or velocity.

D Dependent enclave indication. 'Y" if the enclave is an extension of an address space transaction,
otherwise blank.

X

Multi-system Indicator

This column gives an indication about the origin of the enclave:

(0] The enclave originated on this system.
F The enclave originated on another system in the sysplex but is participating on this
system.

blank  The enclave is a single-system enclave.

Enclave Performance.

EAppl%

Percentage of the maximum general purpose processor capacity consumed by the individual
enclave or by all reported enclaves (in the Monitor III range).

TCPU Total CPU time (in seconds) consumed by the enclave (see 'Detailed Performance Statistics').

UsG Percentage of total USING samples (use samples for CPU and I/O), based on #STS (total
number of state samples in the enclave).

DLY Percentage of total DELAY samples (delay samples for CPU, I/O, capping, storage, queuing)
based on #STS.

IDL Percentage of idle samples based on #STS.

Cursor-sensitive control on the Enclave Report

There are two ways of cursor-sensitive control in the Enclave Report that bring up
the following pop-up windows:

* |[“Enclave Details”|

* [“Enclave Classification Attributes” on page 93|

Enclave Details

If you place the cursor on one of the values in the EAPPL%, TCPU, USG, DLY, or
IDL columns, a pop-up window is shown, containing the enclave details for the
corresponding enclave.
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4 RMF Enclave Details
Details for enclave ENCOOOO3 with token 000000BO 0O00008A.
Press Enter to return to the Report panel.
- CPU Time - -zAAP Time - -zIIP Time -
Total 26.78 Total 6.33 Total 0.00
Delta 22.50 Delta 1.01 Delta 0.00
State  --- Using% ---- ---- Execution Delays% ---- IDL UNK
Samples CPU AAP IIP I/0 CPU AAP IIP I/0 STO CAP QUE
9 592 11 1.0 0.0 0.0 88 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.3

Figure 51. ENCLAVE Report - Enclave Details

Table 30. Fields in the ENCLAVE Report - Enclave Details

Field Heading Meaning
CPU Time . .
Total Total CPU time (in seconds) consumed by the enclave on general purpose processors
and special purpose processors.
Delta  CPU time (in seconds) consumed by the enclave on general purpose processors and
special purpose processors in the reported Monitor III range.
zAAP Time . .
Total Total CPU time (in seconds) consumed by the enclave on zAAPs.
Delta CPU time (in seconds) consumed by the enclave on zAAPs in the reported Monitor III
range.
zIIP Time . .
Total Total CPU time (in seconds) consumed by the enclave on zIIPs.
Delta CPU time (in seconds) consumed by the enclave on zIIPs in the reported Monitor III

range.

State Samples

Total number of state samples in the enclave.

Using% and Execution Delays% - In contrast to other Monitor III fields, these states shown in the pop-up panel are multistate.
This means, they reflect the real amount of work executing in the enclave.

All percentages are based on the number of state samples.

Using%

CPU
AAP
1P

1/0

Percentage of:

CPU using samples
zAAP using samples
zIIP using samples

I/0 using samples
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Field Heading Meaning

Execution Delays% Percentage of:

CPU CPU delay samples
AAP zAAP delay samples
1P zIIP delay samples
1/0 I/0 delay samples

STO Storage delay samples. This includes:
* Waiting for paging I/O from common
* Waiting for cross memory page fault
* Waiting for shared paging
* Server private paging delay
* Server VIO paging delay
* Server hiperspace paging delay
* Server MPL delay
* Server swap-in delay

CAP CPU capping samples
QUE Queue delay samples

IDL Percentage of idle samples.

UNK Percentage of unknown samples.

Enclave Classification Attributes

If you place the cursor on a selected enclave name in the Enclave column and
press Enter, a pop-up window appears showing all available classification
attributes for the selected enclave. If not all attributes can be displayed on one
screen, you can see an indication: More: +. In this case, press PF8 to see

further attributes.

4 RMF Enclave Classification Attributes h
The following details are available for enclave ENCO0OO3
Press Enter to return to the Report panel.
More: i
Subsystem Type: DDF Owner: ENCOOOO3  System: RMF3
Accounting Information
Q123ERF7
Collection Name . . . . . . : COLLECTION
Connection Type . . . . . . :
Correlation Information . . : CTT
LU Name . . . . . . .. . .
Net ID . . . . . ... ...
Plan Name . . . . . . . . . : TEST
Priority . . . . . . . . . .
Process Name . . . . . . . . :
Transaction/Job Class . . . : JES3
L )

Figure 52. ENCLAVE Report - Enclave Classification Attributes (1)

Report options

On the ENCLAVE Report Options menu, you can select:

* An enclave filter by one of the following criteria:
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— Subsystem type, for example DDF, IWEB, or SOM
Enclave owner job name, for example DB2MSTR

Service class

Performance group
e A list of classification attributes.

By default, the report is generated for every type of subsystem showing no
attribute. Going through the options allows you to restrict the report to one
subsystem only and to select only the attributes meaningful or of interest for that
subsystem type. You can find details about supported attributes by subsystem type
in |z/0S MVS Planning: Workload Management]

4 RMF Enclave Report Options h

Command ===> Scroll ===> CSR

Select one of the following options:

1 1. Subsystem Type ===> ALL Specify a subsystem type or ALL
2. Enclave Owner ===> Jobname of the enclave owner
3. Service Class ===>

4. Performance Group ===>

Select (S) one or more classification attributes:

_ Accounting Information _ Scheduling Environment

_ Collection Name _ Subsystem Collection Name

_ Connection Type _ Subsystem Instance

S Correlation Information _ Subsystem Parameter

_ LU Name S Subsystem Type

_ Net ID _ Package Name

_PTan Name _ Procedure Name

_ Priority _ Client IP Address

_ Process Name _ Client User ID

_ Transaction/Job Class _ Client Transaction Name

_ Transaction/Job Name _ Client Workstation/Host Name
S User ID Client Accounting Information

-
Figure 53. ENCLAVE Report Options

Subsystem Type
Report on enclaves that belong to this subsystem type, for example, DB2 or
DDE

ALL selects all active subsystems.

Enclave Owner
Report on enclaves that are owned by the address space with this jobname.

Service Class / Performance Group
Report on enclaves that run in this service class or performance group.

Classification Attributes
You can select one or more classification attributes to be displayed in the
Attribute column of the Enclave Report in a length of maximum eight
characters.

94  7/0S V2R2 RMF Report Analysis



Mon Il - ENQ

ENQ - Enqueue Delays Report

The Enqueue Delays report (ENQ) contains jobs waiting for a resource, the
resources associated with each waiting job, and the jobs currently holding each
resource. RMF lists the jobs by descending delay percentages.

How to request this report

To request the Enqueue Delays report, select 3 from the Primary Menu, and then
select 4 on the Resource Report Selection Menu (shown in [Figure 8 on page 27), or
enter the following command:

ENQ [job_class,service _class]

Contents of the report

4 RMF V2R2 ENQ Delays Line 1 of 14 h

Command ===> Scroll ===> HALF

Samples: 100 System: MVS1 Date: 09/28/16 Time: 10.03.20 Range: 100  Sec

DLY —--mmmmmmmmm - Resource Waiting -------------- ---- Holding ----

Jobname % % STAT Major/Minor Names (Scope) % Name/SYS STAT
SPEWAK2 100 100 SW SYSDSN (SYS) 100 AMOLLOY SO
SYS1.NUCLEUS 100 SCHMATE SO

100 DRAGON NV

100 SCHUMAC SO

100 D71SJH1 SO

SWARRENA 100 100 EW SYSDSN (SYS) 100 AMOLLOY SO
SYS1.NUCLEUS 100 SCHMATE SO

100 DRAGON S0

100 SCHUMAC SO

100 D71SJH1 SO

LUCKYSM 1 1 EW SYSZVVDS (SYS) 1 STEVEB EO

+CATALOG SYS1.MVS3.MCAT +CATALOG

*MASTER* 1 1 EW SYSIKJBC (SYSS) 1 *MASTER* EO
PETEG

(N J

Figure 54. ENQ Report

The graphic form of this report shows the percentage of each user's time spent
waiting for a resource.

Field descriptions

Table 31. Fields in the ENQ Report

Field Heading

Meaning

Jobname

Name of a job that is waiting for a resource. The ENQ delay report does not summarize data by
job groups; all jobs within a job group are reported individually. If the catalog system address
space is processing a catalog request on behalf of the job that is enqueued on a resource, the
jobname of the catalog address space, (usually CATALOG) will appear below the jobname
preceded by a +.
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Table 31. Fields in the ENQ Report (continued)

Field Heading

Meaning

DLY %

Delay the waiting job is experiencing because of contention for any enqueued resource during
the report interval. This value is calculated as follows:
Delay samples
DLY % = —----mmmmmmmmmme * 100
# Samples

Delay samples
The number of samples when the job was delayed for one or more enqueued
resources.

Note: This DLY% value is also found in the ENQ field on the job delay report.

Resource Waiting %

Indicates how much of the overall delay of the job for enqueued resources is caused by a
specific resource. This value is calculated as follows:

Delay samples
Waiting % = ==-mmmmmmmmeeo * 100
# Samples

Delay samples

The number of samples when the job was delayed for the resource.
Note: If there is no overlap in delay states, the WAITING% value(s) for a job add up to the DLY
% value of the job.

Resource Waiting STAT

The status indicates whether the waiting job wants exclusive (EW) or shared (SW) use of the
resource.
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Table 31. Fields in the ENQ Report (continued)

Field Heading

Meaning

Major /Minor Names

The Major name and Minor name of the resource delaying the job The major name is listed

above the minor name. The major name is up to eight characters long, and the minor name is up

to 36 characters long. If the minor name contains unprintable characters it will be up to 18
characters long (represented by 36 hexadecimal digits). If the minor name is longer than 36

characters, RMF only displays the first 36 characters. If there are two resources with the same
major name and their minor name differs only after the first 36 characters, then RMF considers
them as the same resource. Shown on the same line as the major name, Scope shows whether
the scope of the resource is system (SYS) or systems (SYSS). It is possible that two resources with

the same major and minor name, but different scopes, might exist in the system.

The following are the most common enqueue major names and their associated resources:

Major Name
Resources
MSFDC Service processor TP port
SPFDSN
Data set name
SPFEDIT
Data set name
SYSDSN
System data sets
SYSIAT JES3 CHKPNT data set

SYSIEA01

Dump data set
SYSIEFSD

Serializes device allocations
SYSIEWLP

SYSLMOD data set (Minor name is data set name
SYSIGGV1

Master catalog
SYSIGGV2

Catalogs (Minor name is catalog name)
SYSIK]JBC

TSO broadcast data set (Minor name is relative block address)
SYSIKJUA

User attribute data set
SYSSMF01

SMF SYS1.MANX data set
SYSVSAM

VSAM data sets
SYSVTOC

VTOC (Minor name is volser)
SYSAVM

AVM queue or data areas
SYSZBDT

z/0S bulk data transfer (Minor name is node name
SYSZCAXW

Catalog auxiliary work area
SYSZCMDS

Master trace command or Message loss detection
SYSZCOMM

Global Resource Serialization ring processing table
SYSZCSD

CSD control block field
SYSZEC16

Purge data set
SYSZIGGI

TSB (Minor name is ASID)
SYSZISTOC

Configuration restart data set (Minor name is ddname)
SYSZJES2

JES2 buffer or data set
SYSZJWTP

Job step messages
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Table 31. Fields in the ENQ Report (continued)

Field Heading

Meaning

Major/Minor Names continued

Major Name
Resources
SYSZOPEN
System data sets
SYSZPCCB
Private catalog control block
SYSZPGAD
PAGEADD command
SYSZPSWD
Password data set
SYSZRPLW
Catalog name (Minor name is catalog name)
SYSZSIPS
SYSEVENT
SYSZSMF1
SMF buffer
SYSZTIOT
Device allocation
SYSZTRC
System trace
SYSZUSRL
User label tracks
SYSZVARY
Reconfiguration commands
SYSZVMV
Volume mount and verify
SYSZVOLS
System volumes (Minor name is volser)
SYSZWTOR
WTOR reply (Minor name is REPLYXx, where xx is the message ID)

Holding %

Indicates how much a specific job is contributing to the holding of a resource. The value is
expressed as a percentage. For example, a Holding % of 100 indicates that the specified job was
enqueued on the resource and delaying the waiting job for the entire report interval. This value
is calculated as follows:

Holding samples
Holding % = ==-mmmmmmmmmmmeee * 100
# Samples

Holding samples
The number of samples when the holding job held the resource and the delayed job
was waiting for it. For primary source fields used in this calculation see the DELAY %
field in this report description.

Holding Name/SYS

The name of the job that is holding the resource that the delayed job is waiting for. If the
holding job is from another system, RMF also provides the system name (global resource
serialization system identifier) which will appear below the holding jobname preceded by a /. If
the catalog system address space is processing a catalog request on behalf of the job that is
holding the resource that the delayed job is waiting for, the jobname of the catalog address space
(usually CATALOG) will appear below the jobname preceded by a +.

Holding STAT

The status indicates whether the holding job has exclusive (EO) or shared (SO) use of the
resource.

Report options
The ENQ Report Options panel is similar to the Device Report Options panel. See

[Figure 39 on page 72| for an example. If you select YES for Jobs on the Report
Options panel, the Job Selection/Exclusion panel is displayed. See

for an example.
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ENQR - Enqueue Resource Delays Report

The Enqueue Resource Delays report (ENQR) is similar to the Enqueue Delays
report, but the information about a specific resource is kept together. RMF reports
the resources according to the number of waiting jobs in descending order, the jobs

waiting for each resource in descending delay percentage order, and the jobs

holding the resource in descending holding percentages.

How to request this report
To request the ENQR report, select 3, and then select 5 on the Resource Report

Selection Menu (shown in [Figure 8 on page 27), or enter the following command:

ENQR [resourcename]

Contents of the report

s

Command ===>

RMF V2R2 ENQ Resource Delays

——————————— Resource Name ----------- ---- Delayed ----
Major/Minor (Scope) % Name STAT
SYSDSN (SYS) 100 SPEWAKZ2  SW

SYS1.NUCLEUS

100 SWARRENA EW

SYSIKJBC (SYSS) 1 *MASTER* EW
PETEG

SYSZVVDS (SYS) 1 LUCKYSM  EW
SYS1.MVS3.MCAT +CATALOG

Samples: 100 System: MVS1 Date: 09/28/16 Time: 10.03.20

Line 1 of 14

Scroll ===> HALF

Range: 100

Sec

---- Holding ----
Name/SYS STAT

9
%

100
100
100
100
100
100
100
100
100
100

1

1

AMOLLOY
SCHMATE
DRAGON
SCHUMAC
D71SJH1
AMOLLOY
SCHMATE
DRAGON
SCHUMAC
D71SJH1
*MASTER*

STEVEB
+CATALOG

Figure 55. ENQR Report

The graphic form of this report shows the average number of active users for

waiting for each resource.

Field descriptions

Table 32. Fields in the ENQR Report

Field Heading

Meaning

Resource Name

The Major name and Minor name of the resource delaying the job. The major name is listed
above the minor name. The major name is up to eight characters long and the minor name is up
to 36 characters long. If the minor name contains unprintable characters, it will be up to 18
characters long (represented by 36 hexadecimal digits). If the minor name is longer than 36
characters, RMF only displays the first 36 characters. If there are two resource with the same
major name and their minor name differs only after the first 36 characters, then RMF considers
them as the same resource. Shown on the same line as the major name, SCOPE shows whether
the scope of the resource is system (SYS) or systems (SYSS). It is possible that two resources with
the same major and minor name, but different scopes, might exist in the system.
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Table 32. Fields in the ENQR Report (continued)

Field Heading

Meaning

Delayed %

The delay percentage of the job for a specific enqueued resource. This value is calculated as
follows:
# Delay Samples

Delayed % = ------==-cmmmon * 100
# Samples

Delay samples
The number of samples when the job was delayed for a specific enqueued resource.
RMEF calculates the number of samples delayed by incrementing a counter once for
each sample when the job is delayed for that resource.

Delayed Name

Name of the job delayed for the resource. RMF lists all jobs delayed for the resource. If the
catalog system address space is processing a catalog request on behalf of the delayed job, the
jobname of the catalog address space (usually CATALOG) will appear below the jobname
preceded by a +.

Delayed STAT

The status indicates whether the waiting job wants exclusive (EW) or shared (SW) use of the
resource.

Holding %

The percent of the range that a specific job was holding the resource while the named job was
delayed. For example, a Holding % of 100 indicates that the specified job held the resource for
the entire range period. This value is calculated as follows:

# Holding Samples

Holding % = ==---mmmmmmmmmoe * 100
# Samples

Holding samples
The number of samples when the holding job was holding the resource while the
named job was delayed.

Holding Name

The name of the job that is holding the resource that the delayed job is waiting for. If the
holding job is from another system, RMF also provides the system name (global resource
serialization system identifier) which will appear below the holding jobname preceded by a /. If
the catalog system address space is processing a catalog request on behalf of the job that is
holding the resource that the delayed job is waiting for, the jobname of the catalog address space
(usually CATALOG) will appear below the jobname preceded by a +.

Holding STAT

The status indicates whether the holding job has exclusive (EO) or shared (SO) use of the
resource.

Report options

4 RMF ENQR Report Options Line 1 of 1 h
Command ===> Scroll ===> HALF
Change or verify parameters for the ENQR report. To exit press END.

Major ===> SYSIEFSD ENQ major name for report or ALL
Available ENQ Major Names
CLRLOGOO  SYSIEFSD  SYSZVVDS
- %

Figure 56. ENQR Report Options Panel

The Report Options panel allows you to select from a list of available major names,
resources to be included in the report.

For MAJOR, specify the major name of the serially reusable resource for which you
want information, or ALL for information about all serially reusable resources in
the system. The major name you specify is saved across sessions in the current
option set.
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A list of all serially reusable resources that had any enqueue contention during the
current report interval appears under Available ENQ Major Names.

Major The major name of the serially reusable resource that you want
information about.

Enter all, for information about all serially reusable resources with enqueue
contention during the report interval, one of the names listed under
AVAILABLE ENQ MAJOR NAMES, or the major name of a serially
reusable resource that might experience contention at a later time.

A resource only appears on the Enqueue Resource Report when it
experiences enqueue contention during the report interval.

Your selection is saved across sessions in the current option set.

Available ENQ Major Names
The list of the serially reusable resources that had enqueue contention
during the current report interval.

GROUP - Group Response Time Report

The Group Response Time (GROUP) report presents information about using and
delay values for a specific service or report class. The using and delay values are
average values for all transactions processed during the report interval. The report
presents the total using and delay value and a breakdown of this total value into
each defined resource.

How to request this report

To request the Group Response Time report, select 1 on the Primary Menu, and
then select 5 on the Overview Report menu (shown in [Figure 6 on page 25)), or
enter one of the following commands:

GROUP service_class,period

GROUP report_class,period

For example, to get a Group Response Time report for first period of service class
HOTBATCH, enter:

GROUP HOTBATCH, 1
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Contents of the report

4 RMF VZ2R2 Group Response Time h

Command ===> Scroll ===> HALF
Samples: 100 System: MVS1 Date: 09/28/16 Time: 10.03.20 Range: 100  Sec

Class: HOTBATCH Period: 1 Description: Very Important Batch
Primary Response Time Component: Using the processor

TRANS --- Response Time ----

WFL Users Frames Vector EXCP  PGIN Ended -- Ended TRANS-(Sec) -
% TOT ACT  %ACT UTIL Rate Rate Rate WAIT EXECUT ACTUAL
100 1 0 2 0 2.7 0.1 0.117 0.302 1.447 1.749
-AVG USG-  ------------- Average Delay--------------

Total PROC DEV PROC  DEV STOR SUBS OPER  ENQ OTHER

Average Users 0.169 0.08 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.05
Response Time ACT 1.749 0.82 0.31 0.00 0.00 0.00 0.00 0.00 0.00 0.52
---STOR Delay--- ---OUTR Swap Reason--- ---SUBS Delay---

Page Swap OUTR TI T0 LW XS JES HSM  XCF

Average Users 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

\Response Time ACT 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Figure 57. GROUP Report

There is no graphic version of this report available.
If you place the cursor on any of the fields named WAIT, EXECUT, or ACTUAL,

the pop-up panel appears showing a detailed breakdown of the different wait
reasons and their average duration.
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4 RMF V2R2 Group Response Time h
Command ===> Scroll ===> HALF
Samples: 100 System: MVS1 Date: 09/28/16 Time: 10.03.20 Range: 100 Sec

Class: HOTBATCH Period: 1 Description: Very Important Batch
Primary Response Time Component: Using the processor
TRANS --- Response Time ----
WFL Users Frames Vector EXCP  PGIN  Ended -- Ended TRANS-(Sec) -
% TOT ACT  %ACT UTIL Rate Rate Rate WAIT  EXECUT ACTUAL
160 1 ; 1749
RMF Response Time Components Data
The following details are available for HOTBATCH, PERIOD 1 HER
Average U| Press Enter to return to the report panel. .05
Response .52
Response Time Components:
Actual . 1.749 XCF
Average U Execution . 1.447 .00
Response Wait : 0.302 .00
- Queued : 0.000
- R/S Affinity 0.000
- Ineligible : 0.302
- Conversion 0.000
\ ’ J

Figure 58. GROUP Report - Response Time Components

Field descriptions

Table 33. Fields in the GROUP Report

Field Heading

Meaning

Class The name of the service or report class
Period The period number
Description The description of the specified class, it is derived from the service policy.

Primary Response Time
Component

A description of the component contributing to the largest percentage of total response time. The
description can be:
* Using the processor
* Using I/O devices
* Processor delay
* Device delay
* Storage delay for
— common paging
— local paging
— virtual I/O
- XMEM
- HIPR
— swap in
- out and ready
* Waiting for
- JES
- HSM
- XCF
* Waiting for volume mount
* Waiting for operator reply
* ENQ serialization delay
* Delayed for unmonitored reasons
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Table 33. Fields in the GROUP Report (continued)

Field Heading

Meaning

WEL % The workflow percentage of the specified class. A value of 100% indicates no workload contention,
while a value of 0% indicates that all requests for system resources are delayed.
Users The number of users in the specified class. This category includes the following headings:

TOT Total number of users equals the number of different users found in all address spaces for
the specified class during the report interval.

ACT Average number of active users found in all address spaces for the specified class during
the report interval.

An active user is either using a monitored resource, delayed for a monitored resource, or
performing an activity that RMF does not measure.

See the definition of Users/Active under [*"WFEX - Workflow / Exceptions Report” on page 210| for
more details.

Frames %ACT

The percentage of central storage frames used by active users in the specified class during the report
interval. For a definition of active users, see Users/Active under [“WFEX - Workflow / Exceptions|
|Report” on page 210/

RMF accumulates the number of central storage frames for all active users during the report interval,
then calculates the percentage as follows:

ACSF
Frames %ACT = ---- % 100
0CSF

ACSF  Accumulated central storage frames

OCSF  Online central storage frames

Vector UTIL

The vector time for the specified class as a percentage of total system vector capability. The field
contains data only when measured on a system with a vector processor online, otherwise the field
contains zeros.

EXCP Rate The rate of EXCP requests per second for the specified class:
> all EXCP Requests
EXCP Rate = ----commmmcmmmmeee -
Range Time
PgIn Rate The rate at which pages are being swapped:

> Page-in Counts for Class
PgIn Rate = =----oommmmmmce e eeeen
Range Time

TRANS Ended Rate

The average number of ended transactions per second that occurred for the specified class during
the report interval:

# Ended Transactions
TRANS Ended Rate = -=---mmmmmmmcmamooo
Range Time
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Table 33. Fields in the GROUP Report (continued)

Field Heading Meaning

Response Time The average response time for all transactions that ended during the report interval. The field is
divided into WAIT, EXECUT, and ACTUAL response time. The time a job was delayed due to
TYPRUN=HOLD or TYPRUN=JCLHOLD is NOT included in any of the transaction times.

Note: The response times reported are for ended transactions only. If there is a delay while the
transaction is queued or running, the problem will not be reported until after the transaction has
ended. The WFL % field and the Average Users line can be used to identify the bottleneck.

WAIT  The average time (in seconds) that a transaction spent waiting because of one of these
reasons:

* Queued: Average time a job was delayed for reasons other than the ones mentioned
below. This field therefore basically includes the time a job was delayed for initiation.
For TSO users, this can be a portion of LOGON processing. For APPC, this is the time
the transaction spent on an APPC queue.

* R/S Affinity - Resource affinity scheduling delay: Average time the job was delayed
due to resource or system affinity scheduling. This means that resource(s) required for
the job to run were not available at some point while the job was queued to JES2.

* Ineligible - Operational or JES scheduling delay: Average time a job was delayed due
to operational delays or JES scheduling delays, examples are:

— Job held by operator
— Job class or job queue held
— Duplicate jobname serialization
— Job class execution limits
* Conversion - JCL conversion delay: Average time a job was delayed for JCL conversion.

Jobs held during conversion (due to affinity, HSM recall, or enqueue contention)
contribute only to conversion time, not to ineligible or R/S affinity times.
Conversion time is not part of the total response time.

EXECUT
The average time that a transaction was active in the system.

ACTUAL
The sum of the execution time and the wait time, but does not include conversion time.

If you place the cursor on one of these fields and press Enter, a Response Time Components Data
pop-up panel will show a detailed breakdown of the different wait reasons and their average
duration.
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Table 33. Fields in the GROUP Report (continued)

Field Heading

Meaning

Average Users

The average number of active users in the class during the report interval. The Average Users line is
displayed in dark blue to differentiate it from the Response Time ACT line below it. The line is
divided into:

Total Average number of active users in the class. An active user is either using a resource or is
delayed by a resource and includes unmonitored reasons reported in the 'OTHER' column.

Total can be less than the sum of the individual categories if a user was found using or
delayed in more than one category.

AVG USG
Average number of users is summarized for the specified class. RMF takes the sum of
using samples for the address space(s) associated with the class and divides by the number
of samples. The average number of users is reported for the following categories:
PROC  The average number of users using the processor during the report interval.
DEV The average number of users using devices during the report interval.

Average Delay
Average number of delayed users is summarized for the specified class. RMF takes the
sum of delay samples for the address space(s) associated with the class and divides by the
number of samples in the Range.

The average number delayed for is reported for the following categories:
PROC  Waiting for a processor
DEV Waiting for a DASD or tape
STOR Waiting for a COMM, LOCL, SWAP, XMEM, HIPR, or VIO page, or on the
out/ready queue
SUBS Waiting for services from JES, HSM, or XCF
OPER  Waiting for the operator to reply to a message or mount a tape
QUIESCE
The operator has quiesced the address space. A quiesced address space can show
unexpected data:
* A swappable address space will be swapped out, thus it can be OUTR and
show storage delays.
* A non-swappable address space will get lowest priority, thus it can show CPU
delay, paging delay, or other delays, and even some USG % from time to time
depending on the load on the system.

Cursor-sensitive control on this field gives you the Quiesce delay variation of the
Job Delay report.

ENQ Waiting to use serially reusable resources that other jobs were using

OTHER Unknown time

STOR Delay
A breakdown of the Average Delay - STOR field into the average number of users
delayed for paging (Page), swapping (Swap), and swapped out and ready (OUTR). See the
% Delayed for field description in|Table 64 on page 155| for more information about the
storage delays.

106  z/0S V2R2 RMF Report Analysis




Mon IlIl - GROUP

Table 33. Fields in the GROUP Report (continued)

Field Heading Meaning

Average Users (continued)

TI
TO
Lw
XS
RS
DW
RQ
NQ
EX
us
TS
IC
IP
MR
AW
w
ow
SR

SUBS Delay

OUTR Swap Reason
A breakdown of the STOR Delay OUTR field into the average number of users delayed
for specific swap reasons. The swap reasons are sorted by descending swap count; that is,
the swap reason having the largest swap count is reported first. The report always displays
four swap reason headings.

The swap reasons can be:

A breakdown of the Average Delay - SUBS field into the average number of users delayed
by each subsystem (JES, HSM, and XCF). The subsystems are sorted by descending delay
count; that is, the subsystem causing the largest delay is reported first.

Terminal input wait

Terminal output wait

Long wait

Auxiliary storage shortage
Real storage shortage
Detected long wait

Requested swap

Enqueue exchange swap
Exchange swap

Unilateral swap

Transition swap

Improve central storage usage
Improve system paging rate
Make room for an out-too-long user
APPC wait

OMVS input wait

OMVS output wait

In-