Both WebSphere Application Server clusters and WebSphere MQ clusters are widely used to provide high availability and balance workloads across an enterprise. Combining these technologies helps you scale both your WebSphere Application Server and WebSphere MQ infrastructures, and enables WebSphere Application Server applications to use the faster bindings mode to retrieve messages from WebSphere MQ queues. However, without careful planning, the combination of WebSphere Application Server clusters and WebSphere MQ clusters can actually cause reduced overall availability, message build-up on queues, and stranded messages that must be processed manually. You can avoid these problems by using the options in this article for integrating WebSphere Application Server and WebSphere MQ clusters.

Introduction to WebSphere Application Server clusters

IBM® WebSphere® Application Server clusters are groups of application servers within a cell, which is a collection of application servers managed by a single instance of WebSphere Deployment Manager. WebSphere Application Server clusters are a key component of the product's high availability framework.

When an application is installed to the cluster, the application is automatically installed on each application server (cluster member) within the cluster, and therefore each cluster member contains the same applications. Figure 1 below shows an example of a WebSphere Application Server cluster. Application ABC runs on JVM_1, JVM_2, and JVM_3, and processes messages from the same WebSphere MQ queue, which means that Queue_Manager_1 is a potential single point of failure.
Cluster members can be hosted on the same node (usually a physical or virtual computer system or logical partition with a distinct host IP address) or distributed across multiple nodes. In Figure 1, the cluster members are split between Nodes 1 and 2. Clusters are responsible for balancing workload among cluster members. On distributed platforms, client tasks can be distributed according to the capacities of the different machines by assigning weights to each server, which can be used to improve performance and fail-over.

**Introduction to WebSphere MQ clusters**

WebSphere MQ enables you to distribute messages destined for the same application queue across a group of queue managers referred to as a WebSphere MQ cluster. This technique enables you to scale an application's workload across queue managers, and it increases the availability of the environment by ensuring that messages are sent only to available queue managers and queues.

Figure 2 shows an example of a small WebSphere MQ cluster consisting of three queue managers. A queue called Clustered_Queue has been defined on Queue_Manager_1 and Queue_Manager_2. Messages coming into the cluster via Queue_Manager_3 are distributed between these two instances of the clusters queue by the clusters workload balancing algorithm. You can configure this workload balancing algorithm to suit your needs -- for example, you can send the majority of messages to the queue manager with the largest processing power:
Combining WebSphere MQ and WebSphere Application Server clusters.

It is possible to combine a WebSphere MQ cluster with a WebSphere Application Server cluster, as shown in Figure 3 below. Queue_Manager_1 and Queue_Manager_2 are now defined locally on the same nodes as the WebSphere Application Servers JVMs. Each application server JVM can access a local instance of the queue Clustered_Queue. This technique provides a more scalable architecture, because extra queues and JVMs can be added as workload increases, single points of failure are reduced, and the JVMs can connect using the higher-performing bindings mode to the local queue manager.
However, there are some drawbacks to this approach. In Figure 3, only one instance of application ABC is taking messages from the instance of Clustered_Queue on Queue_Manager_1. If JVM_1 fails, as shown in Figure 4, then the messages on that instance of the cluster queue will not be available for processing by another application server cluster member, and those messages will be stranded on the queue until the application server JVM is configured to read from this queue is restarted. Manual intervention is also required to prevent new messages being distributed to this queue, because the WebSphere MQ clustering workload management routine is by default based on queue manager availability, and not on the application server’s availability to consume the messages.
Figure 4. Stranded messages on a WebSphere MQ cluster queue

For a more detailed description of this scenario and the manual steps you need to take if an application server fails, search for `cmm_mq_top02_clustered` in the relevant WebSphere Application Server information center in the Related topics section at the bottom of the article.

**Options for combining WebSphere MQ and WebSphere Application Server clusters to maintain a highly available environment**

Two methods described in this article will enable you to effectively combine these technologies to make use of the high availability features of WebSphere Application Server clusters, and the workload balancing features of WebSphere MQ clusters:

1. Monitoring the availability of the WebSphere Application Server JVM using WebSphere MQ tools
2. Vertical scaling of WebSphere Application Server

**1. Monitoring the availability of the WebSphere Application Server JVM using WebSphere MQ tools**

If you have a planned or unplanned outage of your application server JVM, you need a strategy to both deal with the messages that have already arrived on the WebSphere MQ queue it is consuming from, and to prevent further messages from being sent to that queue as part of the WebSphere MQ cluster workload balancing feature.

In the combined cluster architecture shown in Figure 3 above, the instance of application ABC running on JVM_1 is the only process reading messages from the instance of the Clustered_Queue on Queue_Manager_1. If JVM_1 fails then you need to detect this failure to prevent further messages from being sent to this instance of the clustered queue, and also to transfer any messages that have already been sent to the queue but not yet processed.
For approaches you can take to address both of these requirements, see the developerWorks article Enhanced WebSphere MQ Cluster workload balancing with Omegamon XE for Messaging and IBM Tivoli Monitoring.

### 1.1. Implementing the sample program AMQSCLM

WebSphere MQ V7.0.1.8 or later provides a cluster queue monitoring sample program called AMQSCLM. This tool uses the built-in WebSphere MQ cluster workload balancing features to direct messages to instances of queues that have a consuming application attached. You can configure this tool to monitor each instance of the cluster queue that holds messages for retrieval by WebSphere Application Server. If it detects that the application server JVM is no longer attached to the queue to process messages, the tool can automatically redirect messages to other instances of the queue with active consumers. It can also automatically transfer messages that have already arrived on the queue to other instances:

**Figure 5. Implementing AMQSCLM on a WebSphere MQ cluster**

In the combined cluster architecture shown in Figure 5, AMQSCLM needs to run on both Queue_Manager_1 and Queue_Manager_2 to monitor both instances of Clustered_Queue. If JVM_1 fails, then AMQSCLM detects that it no longer has an open connection to the instance of Clustered_Queue on Queue_Manager_1 and it then reconfigures the workload balancing algorithm to direct all messages to Queue_Manager_2 until JVM_1 is running again. It also redistributes the messages that have already arrived on Clustered_Queue on Queue_Manager_1 to the instance of the queue on Queue_Manager_2.

For more information on how to design and implement AMQSCLM, see The Cluster Queue Monitoring sample program AMQSCLM in the WebSphere MQ information center. When starting the sample, use the –t flag to transfer messages that have already been queued to the instance of the cluster queue to instances of the clustered queue with an application server JVM attached.
2. Vertical scaling of WebSphere Application Server

Probably the simplest change to the architecture shown in Figure 3 earlier in the article is to use WebSphere Application Server vertical scaling. Since the MQ resource Queue_Manager_1 is tied to Node 1, simply replicating the application server architecture of Node 2 onto Node 1 by adding a fourth application server in the cluster (JVM_4 in Figure 6) enables that JVM to process the clustered queue on Queue_Manager_1 when it is started:

Figure 6. Vertical scaling of WebSphere Application Server

Should one of the application servers on Node 1 fail, then the other application server on that node takes over reading from the Clustered_Queue on Queue_Manager_1:
Deciding which approach to use

- If you decide to use a WebSphere MQ monitoring solution, the primary responsibility for monitoring the application server’s availability to consume messages shifts from the WebSphere Application Server administrators to the WebSphere MQ administrators. You should decide whether this change is desirable in your enterprise.
- With any approach, if the application server stops consuming message because bad data has arrived on the queue, you need to ensure that the method you have chosen can respond appropriately. For more information, see the developerWorks article *How WebSphere Application Server handles poison messages*.
- With any approach, if the queue manager hosting the clustered queue fails, any messages already on the queue will not be available for consumption until the queue manager is restarted. Implementing a WebSphere MQ high availability solution such as multi-instance queue managers avoids this problem.
- With any approach, when designing your solution, ensure that the JVMs that you are directing the workload to in the case of a failure can handle the additional workload.
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