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An important part of the decision-making around starting a new software development project is what it will cost. Estimating these costs has troubled system analysts, project managers, and software engineers for decades. The first hurdle is getting the scope of the project right. What should the system be able to do? Capturing functional requirements in use cases has helped considerably in communicating requirements in a form that is understandable for users and other domain experts. Early in the project a use case model is made, containing a list of all actors (users or external systems) and use cases in the system, their names, and a brief description. Capturing this information makes it easier to reach agreement on the size of the system early in the project.

The use case points method, which we’ll sketch below, is a promising estimation method that fits in nicely with the use case approach to describing requirements. At its basis lies the concept of a use case transaction, the smallest unit of size measurement. There are, unfortunately, many diverging assumptions on the notion of a use case transaction.

In this article we take a look at some of these views and how well they work in practice. We start with a sketch of the use case points method, followed by a discussion on what definition of a use case transaction works best. We also show how use case transactions are connected to other concepts around use cases. We conclude with a discussion on how (not) to count them.
Use case points

The use case points method is a well-documented approach for estimating software development activities. No estimation method, however, should be used just by itself, but needs to be balanced by other methods. Here we focus on use case points. Figure 1 presents its main ideas. At its basis lies the use case model, which consists of actors and use cases. The number and weight of the use cases identified is the most important component in the calculation of the so-called unadjusted use case points. The size of a system is calculated from the unadjusted use case points by adjusting them with the technical complexity factor, obtained from a consideration of the system's technical properties.

Once you have an estimation of a system's size, you can start to think about calculating the effort. You do this by calculating the environmental factor (EF) from the team's qualifications and other environmental influences. A very important environmental factor is the stability of requirements. You should also look at how many hours per use case point (H) are needed. Finally, add the supplementary effort (SE) not accounted for in the use case points model (such as project management hours, integration testing) and the effort estimation is complete.

Figure 1: Main concepts of the use case points method

The weight of a use case is determined by the number of different use case transactions in the interaction between the actor and the system to be built.

According to the use case points method, the criteria to assign a weight to a use case are:

- Simple use case -- 1 to 3 transactions, weight = 5
• Average use case -- 4 to 7 transactions, weight = 10
• Complex use case -- more than 7 transactions, weight = 15

Hence, assumptions about the nature of a transaction and the strategy used to count transactions highly influence your estimation.

What is a use case transaction?

The concept of a (use case) transaction helps to deal with the variation in length and conciseness typical of use case descriptions. Use case specifications can be tersely written, or be rather verbose/detailed, depending on the use case template used, the approach adopted, the business context involved, or the personal taste of the Requirements Specifier. The number of steps in a use case flow, which describes the interaction between an actor and the system, can also vary widely both across and within scenarios. You can test for "sameness of size" by detecting and counting the use case transactions that are involved in your use case specifications. If two use case specifications have the same number of unique transactions, they have the same size.

A use case transaction is a "round trip"

Ivar Jacobson, inventor of the use case, describes a use case transaction as a "round trip" from the user to the system back to the user; a transaction is finished when the system awaits a new input stimulus. In other words, in one transaction the actor performs some action which is input for the system. Then the system reacts; i.e., it processes the input and returns the result to the Actor. A new transaction starts when the actor reacts to the result, which in turn is input for the system.

A use case transaction is not always a use case step

Jacobson's statement also implies that a use case transaction is not by definition "a step in the use case flow." This is only true if a step in a use case flow itself consists of a "round trip." Although some approaches on writing use cases prescribe this alternate method of delineating use case transactions, it is by no means the standard way.

A use case transaction is not a "stimulus" as such

Some authors suggest that "the existence of a stimulus performed by an actor is what defines a transaction." Although a transaction starts with a stimulus (the actor does something that triggers the system), the stimulus itself is not the complete transaction. Suppose you have a use case description that reads:

    The user selects an X.
    ...
    (n)The user submits.
    ...

Then it is unclear whether the system reacts to the stimuli in steps (1) and (n) in one reaction, or whether the system instead reacts to steps (1) and (n) separately. Hence, two stimuli could make
up one transaction or two. This depends not on the stimuli but on the combination of stimulus and response.

**A use case transaction is not a database activity**

In many discussions on the Web, you find a use case transaction defined as "a set of activities, which is either performed entirely, or not at all." This definition sounds like that of a transactional mechanism in a database management system, in which a step can be rolled back if it is not performed correctly. In our experience, this is not a good way to isolate one piece of content from another in a use case description. It may give rise to the idea that a transaction is somehow related to a read or write action on a database. However, it is quite possible that in a round trip, the system does not have to consult the database at all. There may not even be a database involved, or data may come from outside the system. Thus it is not appropriate to conclude that use case transactions are necessarily linked to transactions on a database.

**A use case transaction is not a system step**

The response of the system in a use case transaction may be written as one step. On the surface, one could get the impression that a use case transaction just *is* a system step. A system step, however, is not a good basis for delineating a use case transaction, for it depends on the granularity of the description of a flow how many steps you count. Moreover, system steps alone don't say much about the interaction taking place between an Actor and the system. In other words, your estimation should be based on transactions being "round trips," not system steps.

**An example: complex user interfaces**

The "round trip" approach to use case transactions shows its value in the case of estimating the complexity of user interfaces. Our example to follow stems from a job portal project, in which a job search machine was designed. In the early estimation based on the use case model (Survey), the job search interface was regarded as simple; it was expected that the user would select search items from a couple of drop-down menus and then fire his selection. However, in the user sessions dedicated to producing the use case specification it became obvious that the usability of the application would be enhanced if the system could respond to selections already made, and change the content of subsequent drop-down menus. In other words, what was regarded to be one transaction turned out to be two.

Here is the first draft of the use case specification:

1. The user selects an X and Ys and submits.  
2. The system searches for hits and shows the results.  

Transaction 1

This text was expanded as follows:

1. The user selects an X.  
2. The system shows the Ys connected with this X.  
3. The user also selects one or more Ys and submits.  
4. The system searches for hits and shows the results.

Transaction 1  
Transaction 2
You see the two "round trips" clearly here. With the use case specification as testimony, it became easy to see the rationale for adjusting the initial estimation.

**Keep use case transactions at the appropriate level**

If a use case transaction is a stimulus followed by a system response, would then just about anything not count as a transaction? For example, if I type a character 'K' on my keyboard, this is a stimulus, with the system responding to it by producing a few pixels on the screen that are identifiable as 'K'. So isn't the definition we've been recommending then much too narrow?

No, it is not. This objection shows that you should interpret use case transactions at the same level at which the use case itself is meant to be interpreted. Nowadays, you typically would not be interested in the phenomenon of typing a character, which then appears somewhere on the screen. You just take it for granted; you don't have to build something in the system to produce this result. However, if your context is a description of the interaction of a keyboard module and a graphical renderer, such a use case transaction makes perfect sense.

**How to count transactions**

Now that you've seen a clear rationale for deciding what is and what is not a use case transaction, let's examine some of the challenges of counting transactions within use cases. As stated above, the weight of a use case is determined by the number of different use case transactions it contains. But exactly when does the system's reaction to a stimulus count as different?

**Use case transactions and flows**

Let us begin by examining the search flow of the job portal introduced above. If the actor looks for a job in the category of "Java," he selects Java and the system will search its database for all jobs in that category. When the actor looks for a job in the category of ".Net," he selects .Net and the system will search its database for all jobs in that category. Are these two different transactions? Clearly not. The use case specification itself is abstract or generic, in the sense that you don't expect different flows for different search terms. This is just a difference in instantiation. However, you would expect different flows for, say, a search using predefined categories or a free-format text search.

Handling exceptions, on the other hand, is a grey area. Suppose you have an input screen with seven fields, all of them with different constraints. You have a date field, a postal code, a field whose input is conditional upon the content of another, and so on. Each check may be described in a separate flow, and hence may count as at least one transaction. Alternatively, a generic exception flow may be provided. This presupposes that there is a framework in place in which several exception types are handled easily. In this case, you should count the flow as one transaction.

Use case transactions, being round trips, should be expected everywhere in the use case. Since a use case specification has at least a basic flow, it also has at least one transaction. A flow without a transaction is not meaningful, for then either the system would do something without stimulus, or the actor would provide one or more stimuli without it being clear what the system's reaction would be.
There are nearly always flows that describe handling an exception (hence, "exception flows"). Every exception flow contains at least one transaction. The same is true for an alternative flow; here you have at least one transaction per alternative flow. It may be the case that you have to look in the basic flow to see the stimulus of the transaction in your alternative flow; this depends on your specific guidelines for detailing a use case.

This gives us an indication of the minimum amount of use case transactions in any use case specification: there are at least as many transactions as there are flows.\(^8\)

### Showing and (not) counting

Given the ability to identify your use case transactions, do you have to take each and every transaction equally seriously? Our strategy is to show each and every transaction (if applicable), but sometimes not to count them in weight. This strategy is more straightforward to follow than just to ignore transactions if they seem "too light." It is also easier to adjust the original estimation, if necessary.

In this way, you are able to show the value of frameworks. If a use case counts ten transactions, but only seven of them need effort and three "follow" from the framework, that use case is average rather than complex. Table 1 shows an example.

<table>
<thead>
<tr>
<th>Use case</th>
<th># Transactions</th>
<th># Counted</th>
<th>Reason</th>
<th>UC Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Apply for job</td>
<td>4</td>
<td>3</td>
<td>Simple</td>
<td></td>
</tr>
<tr>
<td>2 Find job</td>
<td>3</td>
<td>3</td>
<td>Simple</td>
<td></td>
</tr>
<tr>
<td>3 Assess application</td>
<td>10</td>
<td>7</td>
<td>framework</td>
<td>Average</td>
</tr>
</tbody>
</table>

### Many system steps could well be a new use case

Is there no way to account for the difference between many system steps implied by one use case transaction versus just one system step? Your intuition says that it takes more effort to build six system steps than one. Indeed, we completely agree. However, you should not try to solve this little puzzle by counting system steps as transactions, but by isolating the functionality involved in these extra system steps. If you have an obvious heap of functionality, then probably it is a use case in itself. Be careful not to promote just any heap of functionality to the status of 'use case' -- that would be functional decomposition -- but apply the following rule: Candidate use cases must always have a clear goal, matching the interest of at least one stakeholder (not necessarily identical with the actor).\(^9\)

An example could be the use case "Generate annual balance." In the course of this use case several reports are generated, each being of interest to a specific stakeholder. There are several system steps involved in the generation of each report. Defining a separate use case for each report helps you to find the right stakeholder -- and not to bother other stakeholders. In this way, we are able to provide a more finegrained estimation.
Batch jobs
If it is true that a use case should also be used in the absence of user interaction (and we have good experiences in doing so), then how can you apply the concept of a transaction as a round trip? Well, frankly, it does not apply here. You need other ways to estimate the weight of such use cases. Mostly, this is done by expert estimation. Table 2 shows how this could look in your spreadsheet.

Table 2: Transaction count with batch job added

<table>
<thead>
<tr>
<th>use case</th>
<th># Transactions</th>
<th># Counted</th>
<th>Reason</th>
<th>UC Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Apply for job</td>
<td>4</td>
<td>3</td>
<td>Simple</td>
<td></td>
</tr>
<tr>
<td>2 Find job</td>
<td>3</td>
<td>3</td>
<td>Simple</td>
<td></td>
</tr>
<tr>
<td>3 Assess application</td>
<td>10</td>
<td>7</td>
<td>framework</td>
<td>Average</td>
</tr>
<tr>
<td>4 read flat file into database</td>
<td>--</td>
<td>--</td>
<td>Expert estimate</td>
<td>Complex</td>
</tr>
</tbody>
</table>

If a batch job clearly is much bigger than a complex use case, it may well be that it serves more than one goal, and that the job should therefore be split up into more use cases, each serving its own goal of being of interest to at least one stakeholder. This is a mechanism applicable to any use case that seems to be significantly more complex than what you generally deem "Complex" (see Table 2). If you cannot find a good reason to split up the batch job, you can revert to the category of "supplementary effort" mentioned in Figure 1.

Very complex use cases
Some authors see a difficulty in the use case points method because there is no distinction between a complex use case of, say, eight transactions, and a complex use case of sixteen transactions. In our experience, use cases consisting of more than twelve transactions serve more than one goal. So, they are a sign of a problematic use case model. In other words, it is worthwhile to consider a new use case if at any point you have a use case of more than twelve transactions.

Counting use case transactions early in the project
Counting transactions is easy when all use case specifications are written. On the other hand, estimation is expected early in the project. At that point, you only have the use case model, with a brief description per use case. In order to envision the flows that will make up the use cases and the use case transactions they involve, you need experience. If you don't have this experience yourself, don't hesitate to consult colleagues who have worked with similar systems and contexts. Start by creating a spreadsheet like the one in Table 2, and fill in the envisioned transactions. This will form a basis for managing the scope of the use cases, for you will be able to explain in detail which use cases involve more transactions than initially envisioned by the customer.

Conclusion
In order to apply the use case points method to the estimation of software effort estimation, it is important to have a good idea of its basic constituents. The notion of a use case transaction is such a constituent, and it is best taken to be a round trip, from the actor-initiated stimulus to the system's response. The transaction is finished if the system awaits a further stimulus.
Working with this notion, we have made some suggestions on how and when to count transactions. While this is more an art than a science, applying these recommendations along with common sense and experience can help you make more accurate effort and costs estimates earlier in a project.
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Notes

1. Detailed descriptions, spreadsheets, and tools are available on the Internet and in several publications; for example: [6], [3], [12].
3. Adapted from a similar figure found in Diev [11].
4. [1], p. 127; compare also [2], p. 93-94.
5. [2], p. 119-127.
6. [7], p. 35.
7. [3], p. 20, [14], section 2.1, [15].
8. Diev [11] sees the possibility of two (or more?) use case scenarios in one use case transaction. He says, "...the use case transaction 'Purchase financial product' may contain a scenario for successful purchase and another one for failed one [sic]." We do not think this is a good idea, for then the relation between transactions and scenarios becomes unclear. The "successful purchase" scenario consists of at least one stimulus and one response. The "failed purchase" scenario consists of the same stimulus as in the success scenario, but with a different system response. Therefore, this constitutes two transactions, not one.
9. See [4], p. 36-37.
10. Robiolo and Orosco try to eliminate the problem of how to count very complex use cases altogether. They do not relate use case transactions to complexity of use cases, but simply add all transactions found in use cases and directly calculate the size of an application from the amount of transactions [7], p. 35. This sounds promising, but as far as we know, substantial investigation of the applicable rules has yet to be done. At the moment, we prefer to use the use case points method. Further, in order to maintain interoperability, we do not wish to alter its basis, as is sometimes proposed; for example: changing the transaction/complexity ratio ([5], table 3); making additions to it (use case size points, Fuzzy use case size points [10]); or changing transactions for "key scenarios" [16].
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