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Executive Summary

This document describes best practices for deploying Optim™ Performance Manager Extended Edition V4.1.0.1 (OPM) in large scale environments.

For the purposes of this paper, the following environments are considered as large scale:
- Optim Performance Manager monitoring a large number of databases (greater than 30)
- Optim Performance Manager monitoring one or more partitioned databases with more than 24 partitions
- Optim Performance Manager with Extended Insight monitoring databases with a transaction rate greater than 10,000 transactions per minute
- Any combination of any of the above.

Each monitored database, or database partition in the case of partitioned database environments, requires operating system resources (memory, CPU, disk space and network) on the Optim Performance Manager server to collect, process and store the monitoring data. It is important to ensure that your Optim Performance Manager server has sufficient capacity to monitor your intended environment.

Before installing and configuring Optim Performance Manager, gather some basic information about the databases and applications that you want to monitor by considering questions such as:
- How many databases and database partitions do I want to monitor?
- How often do I want to collect the data? Which data?
- How long do I want to keep the collected data?

Based on the answers to the above questions, what type of computer do I need for the Optim Performance Manager server?

After setting up Optim Performance Manager, you might need to consider questions such as:
- How can I change collection settings to maintain good Optim Performance Manager performance, for example, if more databases are added or if the amount of monitoring data increases?
- What else can I do to maintain efficient Optim Performance Manager performance?
This document provides guidelines to help answer these questions.

In addition to reading this document, refer to the Optim Performance Manager Redbook for valuable information about architecture, planning, installation, configuration, and maintenance. This document complements the Redbook by providing information that is useful when deploying Optim Performance Manager in a large scale environment.

Download the Optim Performance Manager Redbook here:
2 Planning the Optim Performance Manager deployment

Before you start planning, read the Redbook Chapter 1: Optim Performance Manager overview for an overview of product features, components, packaging, and architecture. The most important topic when planning the deployment of Optim Performance Manager in a large scale environment is to understand the system resources that Optim Performance Manager requires. The remainder of this chapter shows sample estimations for the system resources that Optim Performance Manager needs for monitoring different large scale environments. We are refining the calculations for estimating disk space, memory, and CPU requirements continuously. Take the examples below as initial guidelines for planning purposes, but if you need sizing estimations for your specific environment then contact IBM. We will use a questionnaire to help provide a sizing estimation. For additional details on the calculations that are used to estimate the system resources, refer to the Redbook Chapter 2.4: Capacity Planning.

In addition to system resource estimations, you need to understand how to conform to Optim Performance Manager system prerequisites, comply with security requirements, and choose the best storage option for collected data. These topics are all handled in the Redbook Chapter 2: Planning.

The system resources that Optim Performance Manager needs depend mostly on the following parameters:

- The type of monitoring information that is being collected (for example what kind of snapshot, event monitor data, or Extended Insight data)
- The granularity of the monitoring information that is collected
- The interval at which the monitoring information is being collected
- The retention time that the collected monitoring information is stored
- The number of users that use the Optim Performance Manager web console concurrently
- The characteristics of the database that is being monitored (for example, the number of database objects)
- The characteristics of the application or workload that is being monitored (for example, the rate of executing transactions and statements)

For the following capacity estimation examples, we use the following common parameters:

- Concurrent users to Optim Performance Manager web console: 10
- Collect dynamic SQL snapshot information: Yes
- Collect snapshot information about connections: Yes
  - Concurrent connections: 200
- Collect snapshot information about database objects: Yes
  - Number of table spaces: 100
  - Number of buffer pools: 10
  - Number of table space containers: 500
2.1 Sample 1: Monitoring multiple non-partitioned databases

For simplicity, we assume that the parameters for all databases are as listed above. Extended Insight is not used.

Additionally we assume the following:

- Sampling interval: 2 min
- Retention time: 100 hours

2.1.1 Sample 1a) Monitoring 15 databases

Calculated resource estimations:

- Disk space: 120 GB
- Memory: 8 GB
- CPU: 4 CPUs PV_5_2 64-bit 2*1.9GHz (or equivalent)

2.1.2 Sample 1b) Monitoring 30 databases

Calculated resource estimations:

- Disk space: 240 GB
- Memory: 10 GB
- CPU: 6 CPUs PV_5_2 64-bit 2*1.9GHz (or equivalent)

2.2 Sample 2: Monitoring a partitioned database

For simplicity we assume that all partitions have the same number of monitored objects as listed above. Extended Insight is not used.

Additionally we assume the following:

- Sampling interval: 30 min
- Retention time: 200 hours

2.2.1 Sample 2a) Monitoring a partitioned database with 24 partitions

Calculated resource estimations:

- Disk space: 25 GB
- Memory: 7 GB
- CPU: 3-4 CPUs PV_5_2 64-bit 2*1.9GHz (or equivalent)

2.2.2 Sample 2b) Monitoring a partitioned database with 48 partitions

Calculated resource estimations:
• Disk space: 30 GB
• Memory: 9 GB
• CPU: 6-7 CPUs PV_5_2 64-bit 2*1.9GHz (or equivalent)

2.3 Sample 3: Monitoring databases with high transaction rate

We assume the same parameters as for Sample 1. Additionally Extended Insight is fully enabled for each monitored database. The monitored databases are at level DB2® V9.7 Fix Pack 1, otherwise the server part of Extended Insight that collects transaction and statement execution details on the data server cannot be enabled. We assume the same Extended Insight parameters for each database, as follows:

- Extended Insight client used: Yes
- Extended Insight server enabled: Yes
- Transaction rate per minute: 40000
- Unique SQL statement rate per minute: 1600
- Extended Insight retention times:
  - Level 1: 1 day
  - Level 2: 1 month
  - Level 3: 3 months
  - Level 4: 2 years

2.3.1 Sample 3a) Monitoring 3 databases

Calculated resource estimations:

• Disk space: 140 GB
• Memory: 9 GB
• CPU: 7 CPUs, PV_5_2 64-bit 2*1.9GHz (or equivalent)

2.3.2 Sample 3b) Monitoring a partitioned database with 48 partitions with Extended Insight enabled

Because this is a partitioned instance we assume a different number of transactions and statements:

• Transaction rate per minute: 1000
• Unique SQL statement rate per minute: 4000

Calculated resource estimations:

• Disk space: 36 GB
• Memory: 11 GB
• CPU: 8 CPUs PV_5_2 64-bit 2*1.9GHz (or equivalent)
However, Optim Performance Manager best practices recommend the use of partition sets to monitor large partitioned instances. If a partition set was defined to monitor 12 of the 48 partitions, then the Optim Performance Manager sizing would be reduced to:

- Disk space: 25 GB
- Memory: 7 GB
- CPU: 5 CPUs PV_5_2 64-bit 2*1.9GHz (or equivalent)

3 Best Practices for configuring Optim Performance Manager to monitor large & active systems

After you have installed and activated Optim Performance Manager (and optionally, Extended Insight) you configure Optim Performance Manager. The configuration of Optim Performance Manager consists of specifying the database that you want to monitor and defining the data collection settings (for example, what type of data to collect, and how often to collect it).

Optim Performance Manager collects monitoring information from the database server and application (Extended Insight only) using a variety of techniques. For the database server, Optim Performance Manager generally employs the use of the DB2 snapshot facility along with various event monitors including deadlock, unit of work, and package cache. For application monitoring with Extended Insight, Optim Performance Manager makes use of hooks in the DB2 client (both Java and CLI) to record information about the SQL statements and transactions that are being executed.

Any form of monitoring will consume additional resources on the systems that are being monitored. These additional resources are required as the monitoring application gathers and processes the monitoring information. Optim Performance Manager has been carefully designed to minimize the impact this collection and processing has on both the application and database tiers. The amount of additional resources (and the impact this might have on application or database performance) varies from one environment to another. This section explains the main factors that influence the consumption of these resources and outlines best practices for configuring Optim Performance Manager for monitoring.

The additional resources required by Optim Performance Manager when monitoring application and database activity generally depend upon:

1. The Optim Performance Manager configuration, including:
   i. The type of in-flight monitoring information that is being collected
   ii. The granularity of the monitoring information that is being collected
   iii. The interval at which the monitoring information is being collected
   iv. The type of Extended Insight monitoring information that is being collected (if any).

2. Characteristics of the database that is being monitored

3. Characteristics of the application or workload that is being monitored

4. Resource consumption of the systems that are being monitored.
You define data collection settings by enabling monitoring profiles. There are multiple monitoring profiles available that collect different types of monitoring information, for example, locking, connection, and I/O information, or Extended Insight data.

The general rule of thumb is: the more monitoring profiles that are enabled, or the greater the level of detail collected, or the more frequently the data is collected, the greater the resources that are required (on the database server, client, and Optim Performance Manager server) to collect and process the monitoring information.

The remainder of this section will cover each of the four items listed above in more detail.

### 3.1 Best practices for configuring monitoring profiles – controlling the type of information collected

The types of monitoring information that is being collected directly influences the resources that are required to gather the information on the application (Extended Insight only) and database tiers. Additionally the types of collected monitoring information influences the resources required on the Optim Performance Manager server to process that data. Optim Performance Manager uses monitoring profiles to control the type of monitoring information that is collected. There are seven profiles, which are illustrated in Figure 1 below. (Note: there are additional monitoring profiles for the Performance Expert Client that are not considered in this document).

<table>
<thead>
<tr>
<th>Monitoring profiles</th>
<th>Inflight performance, reporting, or Workload Manager</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>These profiles collect performance statistics for the data server, which are shown in the inflight dashboards, in Workload Manager, or in the reports.</td>
</tr>
</tbody>
</table>

- Basic
- Locking
- Active SQL and Connections
- I/O and Disk Space
- Workload Manager
- Dynamic SQL

<table>
<thead>
<tr>
<th>Extended Insight</th>
</tr>
</thead>
<tbody>
<tr>
<td>This profile is available only if the Extended Insight feature is installed. This profile collects end-to-end performance statistics for the data server, the network, and the applications. These statistics are shown on the Extended Insight Analysis dashboard.</td>
</tr>
</tbody>
</table>

- Extended Client Insight

Figure 1 – Monitoring profiles

Not surprisingly, the more profiles that are enabled, the greater the resources required to collect that information on the monitored systems and the greater the resources required to process and store that information on the Optim Performance Manager server.

Optim Performance Manager best practices recommend that you should start by collecting the appropriate level of monitoring information that meets the immediate needs of the business, and no
more. After the monitoring configuration has been validated in your environment, additional monitoring information can be collected later if necessary.

The next sections describe each of the monitoring profiles in more detail. For additional information about each of the monitoring profiles, please refer to the Optim Performance Manager documentation or the Redbook *Chapter 3.3: Configuring Optim Performance Manager*.

### 3.1.1 Basic profile

The Basic profile uses the DB2 database manager, database snapshots, and DB2 APIs to collect database and database manager configuration information and basic operating system load. It is a very low overhead monitor and should be enabled for all databases, regardless of activity or size.

### 3.1.2 Locking profile

The Locking profile can be used to provide information about locking issues within your databases. Enable this profile if you suspect, or know that your monitored database has locking problems such as deadlocks, lock waits or lock timeouts. Figure 2 below shows the options that are available under the Locking profile if your monitored database is at DB2 V9.7 level or above:

![Locking monitoring profile](image)

Figure 2 – Locking monitoring profile
Basic locking information can be collected by the lock event monitor using “Enable lock wait warning alert” and selecting the “Without statement history” option for the “Capture event details” field. This setting collects information for lock events requiring minimum additional resources on the monitored database and minimum resources on the Optim Performance Manager server to collect and store the data.

If you need to analyze multiple locking problems, use “Enable lock wait warning alert” and select the “Statement history” or “Statement history with values” option for the “Capture event details” field. These settings collect low level locking information and allow fine grained analysis of locking issues. However, they will increase the overhead on the monitored database because the DB2 database manager will keep all statements in memory in case a lock wait, deadlock, or time-out occurs. At the same time, Optim Performance Manager has more data to collect and process when an event occurs.

If you need to analyze deadlocks and timeouts, select “Enable lock timeout alert” or “Enable deadlock alert” respectively. These are additional options of the lock event monitor and do not increase the overhead of the event monitor on the monitored database much compared to enabling the lock event monitor by selecting “Enable lock wait warning alert”,

The lock event monitor is not available with DB2 V9.5 or lower. You can only enable the collection of deadlock alerts. In that case, Optim Performance Manager turns on the deadlock event monitor.

Selecting “Collect lock wait information” (which is based on lock and application snapshots) is useful if your locking problems consist mainly of lock waits and lock timeouts. With the information that is collected, you can analyze the lock tree along with all involved connections and statements. However, on a system with a lot of locking activity, the amount of monitoring data collected can be very large. It is recommended to only enable this option to solve specific locking issues, and after they are resolved, “Collect lock wait information” should be disabled.

**Tip:** If you select “Collect lock wait information”, ensure that the sampling interval is smaller than the lock timeout value of the monitored database. If the sampling interval is higher, Optim Performance Manager might not catch all lock wait situations.

If any of the event monitors are enabled (lock wait warning alert, lock timeout alert, or deadlock alert), follow these best practices:

- Create a dedicated 32K table space (across all partitions) and a dedicated buffer pool, and specify that the event tables are to be created in the newly created table space when you configure the locking profile.

  The table space should use 32K pages because the event table contains a BLOB column and a 32K page table space allows the BLOB data to be stored inline in most cases. Inlined large object data allows the BLOB to flow through the buffer pool and thus improves efficiency. In addition, you can specify the table space as auto-resize or specify a maximum percent, which is 90% by default.

- If your monitored database is a non-HADR (High Availability Disaster Recovery) database, create the table space with the option DROPPED TABLE RECOVERY OFF.
To account for peak periods, size the buffer pool to hold approximately two to three minutes worth of event monitor data. This allows Optim Performance Manager to read the monitor data from the buffer pool and thus reduces disk I/O.

If at all possible, locate the event monitor table space on a set of dedicated disks.

On active systems, during normal operation, the Locking profile should be disabled, or only “Enable lock wait warning alert” with “Without statement history” option information should be collected. Only enable collection of more detailed locking data if you suspect or know that your monitored database has locking problems. After the problem has been solved, collection of detailed data should once again be disabled.

### 3.1.3 Active SQL and Connections profile

The Active SQL and Connections profile uses DB2 application snapshots to collect monitoring data from the database server. Collecting this data can be useful to analyze the performance of long running SQL statements.

Optim Performance Manager will only catch SQL statements that are currently executing when the snapshot is taken. Consequently, Optim Performance Manager might not catch SQL statements if their execution time is shorter than the sampling interval.

**Tip:** In OLTP environments with short running statements, many of the statements might not be caught. Therefore, consider disabling this profile in these environments and use Extended Insight, which will provide the necessary information.

On very active systems that have a large number of database connections, the amount of monitoring data that is collected for this profile can be considerable. In these environments, consider specifying a higher sampling rate than the global rate if collection of this data is deemed appropriate, as illustrated in figure 3.

![Active SQL and Connections](image)

**Figure 3 – Active SQL and Connections monitoring profile**

### 3.1.4 I/O and Disk Space profile

Enabling the I/O and Disk Space profile collects information on buffer pool activity within your database and it is likely to be one of the key metrics for determining the health and performance of the monitored database. Optim Performance Manager uses a combination of the database manager, database, and buffer...
pool snapshots to collect this information. Because buffer pool activity is a key health metric, it is recommended that this profile be enabled for all of your monitored databases.

You can also collect more detailed information for tables, table spaces and table space containers (which use the underlying DB2 table and table space snapshots) using this profile.

However, on large systems – that is, systems with a large number of tables, table spaces or table space containers – it is recommended to disable the collection of table, table space and container data during normal operation, and only enable it for detailed debugging of suspected issues involving these objects. This recommendation is due to the large quantities of monitoring data that these options can produce.

As an example, consider a partitioned database environment that has 32 data partitions, each partition contains 80 table spaces (the same 80 on each partition), and each table space has eight containers. On this system, Optim Performance Manager would collect information for 32*80=2560 table spaces and 32*80*8=20480 containers during each sampling interval.

Similarly, collection of data for tables on systems which contain many tables (for example SAP, which regularly contains 50,000+ tables) should not be enabled by default because this would require Optim Performance Manager to collect, process, and store information for all accessed objects during the sampling interval.

It is often more useful to collect long term trend data for tables, table spaces and table space containers so that very frequent collection of this data is not necessary. As a result, IBM has enhanced the I/O and Disk Space profile to enable customization of the collection interval for tables, table spaces and table space containers. This feature can be enabled by applying APAR PK99928.

### 3.1.5 Workload Manager profile

Collect this data only if you want to use the Workload Manager Configuration Tool within Optim Performance Manager. If you enable this profile, a low overhead statistics event monitor is started on the monitored database. If you enable it for a high number of monitored databases or for a partitioned database, it is a best practice to increase the sampling rate for statistics – for example 10 minutes for a large number of monitored databases and 30 minutes for a partitioned database, as illustrated in figure 4. This is the interval in which Optim Performance Manager flushes the statistics event monitor data and inserts the collected data into the repository database. Setting the sampling rate to a higher value saves disk space on the Optim Performance Manager machine without the loss of much information.
Tip: Keep in mind that DB2 software only supports one active statistic event monitor per monitored database. Therefore, if you have already started a statistic event monitor on the monitored database, Optim Performance Manager cannot start another one. Attempting to start more than one statistic event monitor will result in an error message in the db2pesrv.log file indicating that there is already an active statistic event monitor. Ensure that no statistic event monitor is running before you start Optim Performance Manager with the Workload Manager profile enabled.

As for any event monitor that Optim Performance Manager creates on the monitored database, IBM recommends that you use a dedicated table space (across all partitions) on the monitored database.

3.1.6 Dynamic SQL profile

The “Dynamic SQL” profile uses the Dynamic SQL snapshot to collect execution statistics for SQL statements that are currently stored in the package cache. This data is not used directly by any in-flight dashboards and is only used by the “Dynamic SQL Statement” report. The amount of data that is collected depends upon the number of SQL statements in the package cache -- and the number of SQL statements in the package cache is dependant upon the size of the cache and the length of the SQL statements within it.

During each sampling interval, the entire contents of the package cache is retrieved and stored by Optim Performance Manager – even if there has been no activity on the database. Therefore, this profile has the potential to generate very large volumes of monitoring data. Because the Dynamic SQL profile data is only used in the “Dynamic SQL Statement” report, this option should be disabled unless you are specifically collecting the information to view in the report.

If you do want to collect this data and you have a large package cache containing a large number of statements, then you should increase the sampling interval for this profile. This scenario could occur on a very active system that is executing many SQL statements per second, or on a partitioned database
environment that has a large package cache. On these types of systems, IBM recommends that you specify a sampling interval for this profile of 10 minutes or greater.

3.2 Best practices for configuring monitoring granularity – controlling the level of detail collected

Optim Performance Manager provides capabilities to control the granularity of the information that is collected within the individual monitoring profiles – some of this has already been discussed. Collection of detailed data will allow low level analysis of database and application activity – but is likely to incur additional overhead and will require more resources on the Optim Performance Manager Server to process and store the information.

As an example, let’s look at the “I/O and Disk Space” profile. Figure 5 below shows the options that are available to collect finer detailed data for “I/O and Disk Space”:

![Figure 5 – I/O and Disk Space monitoring profile](image)

By default, I/O information is collected for the buffer pools and this is likely to satisfy most requirements. However, it is possible to collect table, table space and container information during each sampling interval. Although enabling the collection of this information on most systems will not be an issue, it might require significant additional resources if there are very large numbers of these objects in your database. For example, SAP databases regularly contain more than 50,000 tables. If “Collect table information” is enabled, Optim Performance Manager will gather information on all of the tables that are accessed (using snapshots) during each sampling interval. Therefore, Optim Performance Manager will potentially have to gather, process, and store the information for a large number of tables during each monitoring interval.

As a consequence, it is important to understand the implications of collecting such data within very large or very active systems. If you do choose to collect fine grained detail on these systems, then you should balance this with an increase in the sampling rate of the monitored data to allow Optim Performance Manager sufficient time to process and store the data before the next iteration.
3.3 Best practices for configuring monitoring sampling rate – controlling the frequency of data collection

The global sampling rate controls how frequently in-flight monitoring information is requested from the database server. The default, and minimum, is 1 minute. The sampling rate for the Extended Insight Client and Server profiles is not configurable and is set to 1 minute.

The sampling rate can be set at the global level, and also fine tuned under many of the individual monitoring profiles, as illustrated in figures 6 and 7:

Figure 6 – Retention times and sampling rate setting dialog

Figure 7 – Dynamic SQL monitoring profile

Figures 6 and 7 above show a global sampling rate of 2 minutes, but a customized sampling rate for Dynamic SQL data collection of 10 minutes.

Tip: Note that any customized sampling rate must be an integer multiple of the global sampling rate. If you change the global sampling rate, then any customized sampling rate will be overwritten and set to the global sampling rate. Therefore, you will need to re-set the customized sampling rates if the global sampling rate is changed.
Because in-flight data is not aggregated, the sampling rate has a direct impact on the amount of disk space that is required on the Optim Performance Manager server to hold the monitoring data -- that is, halving the sampling rate will double the amount of disk space that is required to hold the data.

There is also a linear relationship between the retention time and disk space that is required by Optim Performance Manager to store the in-flight monitoring data. So if you double the retention time, the amount of disk space that is required to hold the in-flight data doubles.

The shorter the sampling rate, the more frequently the data will be collected from the database server. Consequently, Optim Performance Manager will consume more resources on the monitored systems, and more resources will be required on the Optim Performance Manager server to process the data in a timely manner.

During the sampling interval, it must be possible for Optim Performance Manager to gather the data from the monitored data server, process the data, and store it. If Optim Performance Manager finds that this is not possible, a message is printed in the log and data collection is interrupted to prevent an ever increasing backlog of monitoring data that needs processing. To resolve the issue, either increase the sampling rate or reduce the amount of monitoring data collected.

The optimal sampling rate is a fine balance between the need to perform fine grained analysis of the monitoring data, the impact on the monitored system, and the resources available on the Optim Performance Manager server to process the data in a timely manner. Best practices recommend to start with a relatively high sampling rate which will meet the majority of your requirement and fine tune the rate on individual profiles to meet specific monitoring requirements.

### 3.4 Best practices for configuring Extended Insight monitoring

Extended Insight monitoring is a combination of three different sub-profiles of monitoring - “Collect statement and transaction metrics on client”, “Collect statement metrics on data server” and “Collect transaction metrics on data server”, as illustrated in figure 8:
It is not possible to enable “Collect statement metrics on data server” without first enabling “Collect statement and transaction metrics on client”.

3.4.1 Collect statement and transaction metrics on client

The “Collect statement and transaction metrics on client” sub-profile (often called Extended Client Insight) provides DBAs with valuable information by monitoring SQL activities that originate on the application or client tier. The profile does this by recording information about SQL statements and transactions at the client-side and periodically sending this information to the Optim Performance Manager Server. Information regarding execution of the same SQL statements is gathered on the database server by using the dynamic SQL snapshot feature in DB2 V9.1 and V9.5, and the package cache event monitor in DB2 V9.7 or higher. Both client and server side details for the SQL statements are then matched at the Optim Performance Manager server, which is then able to provide the full end-to-end view of each individual SQL statement.

Optim Performance Manager has hooks into the DB2 JDBC and CLI drivers which allow it to collect this client side information. These hooks record information about the statements and transactions that are executing on that client into an in-memory table. Every second, the information within this table is
hashed and aggregated in order to reduce its memory footprint. For example, every second a hash code is calculated based on the SQL statement text, and the hash code is then used to aggregate this new data with data already in the table. If the newly calculated hash code already exists in the table, the record is updated. If the hash code does not exist, a new record is inserted. Note that in order to reduce memory consumption, the SQL statement text is not kept, only the hash code is kept. For transactions, a unique transaction ID is used for aggregation rather than calculation of a hash code. Once every minute, this in-memory data is sent to the Optim Performance Manager server where it is processed and inserted into the repository server database. The in-memory hash table is cleared as soon as the data is sent to the Optim Performance Manager server (it does not wait for confirmation of receipt from the server) and processing starts again.

When the data arrives at the Optim Performance Manager server, Optim Performance Manager attempts to match the hash code for the SQL statements with a hash code the server computed from either a dynamic SQL snapshot, or a package cache event monitor. When a match is found, the record can be inserted into the Optim Performance Manager repository. This matching of client-side and server-side information allows Optim Performance Manager to correlate client and server side metrics for individual statements – which in turn provides the full end-to-end view of execution metrics for each statement executed. A similar process occurs for transactions, except these are matched on transaction ID.

Applications that issue a large number of unique SQL statements during a 1-minute interval are likely to generate more work for the Optim Performance Manager Extended Insight client component. Because many of the statements are unique, it is not possible to group the statements together in the in-memory table, and consequently the table and the memory required to monitor the application will grow. This situation might occur if the application uses literals instead of parameter markers. Using literals will cause many of the SQL statements to be unique and a best practice recommends that applications should use parameter markers wherever possible.

For example, consider a workload that issues 1,000 SQL statement per minute, with 500 unique statements within the workload (that is, 50% are unique). The aggregated hash table for monitoring this application will have 500 entries during any 1-minute monitoring interval. Now, consider an almost identical workload with 1,000 statements per minute, but only 10 unique statements. The aggregated hash table for this workload will contain only 10 entries and will occupy approximately 50 times less memory on the client. It will also require less network bandwidth to send this data to the Optim Performance Manager server and fewer resources on the Optim Performance Manager server to process this data.

In addition, the higher the rate at which transactions and SQL statements are executed, the more resources the Optim Performance Manager Extended Insight client component will consume. Therefore, OLTP type applications are likely to create more work for Optim Performance Manager to deal with than BI type workloads, simply because an OLTP application will execute far more statements and transaction per minute than a BI application.

Much of the Optim Performance Manager Extended Insight client processing is done asynchronously. This greatly reduces the potential impact client-side monitoring will have on elapsed time of the transactions and SQL statements – and therefore, reduces the impact client-side monitoring has on application throughput. In most cases, any overhead introduced on the application by Extended Insight (EI) Client monitoring will be negligible. Only if you are monitoring a very high volume OLTP workload...
with very short transaction elapsed times (measured in milliseconds) are you likely to notice a small increase in transaction time.

On the database server side, we have already discussed best practices for collecting the information on DB2 V9.1 and DB2 V9.5 under the Dynamic SQL profile section of this document. For DB2 V9.7 and above, Optim Performance Manager collects the server-side information using the package cache event monitor. This event monitor captures information when entries are flushed from the package cache.

The DB2 package cache event monitor was designed to collect information about SQL statements with minimal impact to the database. However, there are guidelines that you can follow to minimize this impact even further:

- Create a dedicated 32K table space (across all partitions) and a dedicated buffer pool, and specify that the package cache event table is to be created in the newly created table space when configuring EI monitoring profile, as shown in the figure 9 below.
- The table space should use 32K pages because the package cache event table contains a BLOB column and a 32K page table spaces will allow the BLOB data to be stored inline (in most cases). Inlined large object data allows the BLOB to flow through the buffer pool and thus improves efficiency. In addition, you can specify the table space as auto-resize or specify a maximum percent, which is 90% by default.
- If your monitored database is a non-HADR database, create the table space with the option DROPPED TABLE RECOVERY OFF

Figure 9 – Extended Insight monitoring profile, package cache event monitor settings
• To account for peak periods, size the buffer pool to hold approximately two to three minutes worth of package cache event monitor data. This will allow Optim Performance Manager to read the monitored data from the buffer pool and thus reduce disk I/O.
• If possible, locate the package cache monitor table space on a set of dedicated disks.

A record is inserted into the package cache event table for each statement that is expelled from the cache, and each of these inserts is logged by the database manager. Therefore, enabling this profile will cause additional logging on the monitored database server. The amount of additional logging incurred is dependent upon the rate at which SQL statements are expelled from the cache – the higher the expulsion rate, the greater the additional logging. Only in very extreme cases were there is a very low package cache hit ratio with a high volume transaction workload will the additional logging incurred be noticeable. In these cases, it is important to monitor logging activity on the database server to ensure that the additional logging does not become a bottleneck, and if it does, tune logging related parameters accordingly.

3.4.2 Collect statement metrics on data server

It is only possible to enable this option when the “Collect statement and transaction metrics on client” is also enabled. The “Collect statement metrics on data server” also uses the DB2 package cache event monitor to gather monitoring information from the database server. Specifically, when this option is enabled, Optim Performance Manager gathers information from the event monitor about the statement metrics. As described in the previous section, the “Collect statement and transaction metrics on client” option also uses the DB2 package cache event monitor, but in this case, it is used to collect information about the statement text, and not the statement metrics.

Consequently, all of the best practices detailed previously for using the DB2 package cache event monitor to gather data for Optim Performance Manager also apply when enabling this profile.

3.4.3 Collect transaction metrics on data server

The “Collect transaction metrics on data server” sub-profile is used to gather information about the transactions that are executed on the database server. When this sub-profile is enabled, Optim Performance Manager uses the DB2 unit of work event monitor to gather information. The unit of work event monitor records an event whenever a unit of work is completed, that is, whenever there is a commit or a rollback within the database. The recorded event is inserted as a record into the corresponding unformatted event table.

The unit of work event monitor is supported on DB2 V9.7 Fix Pack 1 and above. However, to improve efficiency of this monitor, it is highly desirable to install DB2 V9.7 Fix Pack 2 on the monitored database server.

On a partitioned system, the amount of data retrieved from the unit or work event monitor depends upon the number of partitions touched by each transaction. If a transaction touches many partitions, information related to that transaction will be placed into the event table on each partition. Consequently, there might be significantly more data for Optim Performance Manager to process.
The DB2 unit of work event monitor was designed to collect transaction information with minimal impact to the database. However, there are best practices you can follow to minimize this impact even further:

- Create a dedicated 32K table space (across all partitions) and a dedicated buffer pool, and specify that the event tables are to be created in the newly created table space when configuring this monitoring profile, as shown in the figure 10 below. The table space should use 32K pages because the event table contains a BLOB column and a 32K page table spaces will allow the BLOB data to be stored inline (in most cases). Inlined large object data allows the BLOB to flow through the buffer pool and thus improves efficiency. In addition, you can specify the table space as auto-resize or specify a maximum percent, which is 90% by default.
- If your monitored database is a non-HADR database, create the table space with the option **DROPPED TABLE RECOVERY OFF**
- Size the buffer pool to hold approximately two to three minutes worth of unit or work event monitor data - to account for peak periods. This will allow Optim Performance Manager to read the monitor data directly from the buffer pool and thus reduce disk I/O.
- If possible, locate the table space on a set of dedicated disks.

A record is inserted into the event table for each completed unit of work and each of these inserts is logged by the database manager. Therefore, enabling this profile will cause additional logging on the monitored database server.
The amount of additional logging incurred is dependent upon the transaction rate – the higher the transaction rate, the greater the additional logging. However, the proportional increase you will experience in logging depends upon the mix of read and write transactions within your workload. If your workload is heavily read biased, then enabling this option may result in a proportionally significant increase in logging activity. This is because the read transactions will be recorded in the event table and thus incur logging – whereas, before monitoring, these same read transactions would not have incurred any logging.

As a consequence, it is important to monitor logging activity on the database server to ensure the additional logging does not become a bottleneck, and if it does, tune logging related parameters accordingly.

### 3.5 Characteristics of the database being monitored

The main factor influencing Optim Performance Manager’s consumption of resources on the database server is the number of objects being monitored -- and quite obviously, the greater the number of objects being monitored, the greater the resources required to gather that data. In addition, more monitored objects will require greater resources on the Optim Performance Manager server to process the data.

For example, enabling the Extended Insight Server monitoring profile is likely to require more resources when monitoring an OLTP system executing 1,000 dynamic SQL statements per second than it will when monitoring a BI workload executing just a handful of SQL statements per second. Because in this case monitoring of the OLTP system will produce more data to process, the Optim Performance Manager server will also require more resources.

Interestingly, the volume of data in the monitored database does not have a direct impact on resources that are required to monitor that database.

### 3.6 Characteristics of the application or workload being monitored
**(Extended Insight Client)**

The key characteristics of the application or workload which influence monitoring have been covered in the “Best practices for configuring Extended Insight monitoring” section of this document.

### 3.7 Resource consumption on the systems being monitored

Any form of monitoring will consume machine resources on the systems being monitored. The main resources consumed by Optim Performance Manager on the application tier and database server are CPU, memory, disk and network.

In some cases, resource utilization on the application server or database server can influence monitoring overhead. This is only likely to be the case when the enablement of Optim Performance Manager monitoring on one of the servers requires resources which are already constrained on that machine. In some extreme cases, when the resource required is severely constrained, the overhead of enabling
monitoring can be significant. In all cases, it is imperative to ensure there are sufficient resources on the monitored servers to allow Optim Performance Manager to collect the required data. Reducing the amount of monitoring data collected is also an option, but freeing up system resources is likely to be more effective.

One common case where resource constraints might occur is during batch processing. Batch jobs are usually designed to run the machine to near full capacity. Because batch jobs rarely have the same monitoring requirements as on-line transactions, the same requirements on the business to monitor performance of the batch jobs does not usually exist. Therefore, during these periods the amount of Optim Performance Manager monitoring can be greatly reduced or even disabled altogether.

4 Best practices for configuring Optim Performance Manager to monitor a large number of databases

The number of databases Optim Performance Manager can monitor depends upon the resources of the Optim Performance Manager server and the level of monitoring data being collected. However, the more databases that are being monitored, the more work Optim Performance Manager has to do in parallel to process and store the data, which could lead to contention for one or more Optim Performance Manager server resources.

When monitoring a large number of systems, or few very large and active systems, particular attention has to be paid to the bandwidth of the network adapter card on the Optim Performance Manager server. If the Optim Performance Manager server’s network card is running near full capacity, then Optim Performance Manager will be unable to receive the data from the monitored data servers in a timely manner and consequently the data will not be processed or stored. In these cases, it may be necessary to reduce the amount of monitoring data that is being collected by adjusting monitoring profiles and sampling intervals, or to increase the capacity of the network adapter card, or to split the monitoring of your database environment across multiple Optim Performance Manager servers.

In addition, the actual size of the Optim Performance Manager repository database needs to be considered. Generally, the repository database will scale well up to approximately 250GB in size. However, this is not a hard limit because Optim Performance Manager repository databases that monitor a large number of databases will generally scale better than Optim Performance Manager repository databases of a similar size that monitor only a few databases.

Best practices recommend that you start with conservative data collection settings if you want to monitor a large number of databases. Optim Performance Manager offers predefined system templates that already have monitoring profile settings predefined associated with the specific type of workload that you run on your monitored database. Start by choosing one of the ‘low overhead’ system templates for each of the databases depending upon the kind of workload and refine the settings later if necessary. The current ‘low overhead’ monitoring profiles are:

- OLTP production with Low Overhead
- BI production system with Low Overhead
- SAP Business Information Warehouse production with Low Overhead
- SAP Enterprise Resource Planning production with Low Overhead
‘Low overhead’ means that the collection settings defined in these profiles minimize the overhead on the monitored database itself, which also minimizes the work Optim Performance Manager has to do to collect and store the data.

Best practices recommend that in the case of monitoring partitioned databases with many partitions or monitoring databases with a high transaction rate using Extended Insight, the number of monitored databases per Optim Performance Manager server should not exceed a single digit number.

4.1.1 Retention times and sampling intervals

The greater the number of databases being monitored by a single Optim Performance Manager instance, the higher you should set the global sampling rate for each of the databases. The sampling rate should be set such that Optim Performance Manager is able to process and store all monitoring data for each of the databases within the sampling period. If the sampling rate is too small, or there are insufficient resources on the Optim Performance Manager server, then Optim Performance Manager will not be able to process the data within the sampling period. In this case a message will be written to the Optim Performance Manager log file db2pesrv.log indicating that processing could not complete in the time allowed. When these messages are issued, there are three options to resolve the issue, which can be implemented individually or together:
1. Increase the sampling rate to allow more time for the data to be processed
2. Decrease the amount of monitoring data being collected by disabling one or more of the monitoring profiles
3. Increase the resources available to the Optim Performance Manager server.

Best practices recommend that you should initially set the global sampling rate to at least two minutes and specify lengthier sampling rates for heavy monitoring profiles in terms of amount of collected data, for example, Active SQL and Connections or Dynamic SQL. If you find that data could not be collected in time although you have set bigger intervals for heavy monitoring profiles then increase the global sampling rate.

Tip: Increasing the global sampling interval overwrites each customized sampling rate for all other monitoring profiles. Therefore, you might need to go back into the profiles and reset the customized sampling rate.

5 Best practices for monitoring partitioned database environments

In the previous chapter, we described general considerations for Optim Performance Manager monitoring profiles. These same considerations also apply when you are monitoring partitioned database environments. The remainder of this section discusses considerations specific to monitoring partitioned database environments.
Partitioned database environments are not commonly used to process high volumes of transactions. However, the very nature of partitioned database environments means that they can potentially contain very large numbers of objects – particularly tables, table spaces and table space containers. For example, a single logical table in a partitioned database environment will result in Optim Performance Manager collecting and processing information for that table across each partition – so instead of collecting information for one object, Optim Performance Manager is actually collecting information for ‘n’ objects (where ‘n’ is the number of partitions the table is spread across). Therefore, on partitioned database environments particular attention needs to be paid to the number of objects being monitored, in particular, when the I/O and Disk Space profile and the Dynamic SQL profiles are enabled. If the monitored database has a large number of partitions and contains a large number of these objects, configure a higher sampling interval for these profiles and reduce the data collected in the I/O and Disk Space profile.

It is also considered a best practice for a database with a large number of partitions to increase the global sampling interval when configuring monitoring, for example, start with 30 minutes. If you enable the Workload Manager profile, then set the sampling rate for statistics to 30 minutes as well. The sampling rates can be fine tuned at a later date after you are sure that there are sufficient resources on the database and Optim Performance Manager server to gather and process the monitoring data.

After you have configured a partitioned database for monitoring, open the ‘Configure Monitoring wizard’ again and go to Step 5 of the wizard. This step was not displayed when you first configured the database because at that point Optim Performance Manager had not detected that the database was partitioned.

Step 5 allows you to annotate roles to partitions, create partition sets, and select the active partition set. A partition set contains a subset of all available partitions. The active partition set represents the set of partitions for which Optim Performance Manager is currently collecting monitoring data. By defining and using partition sets in this manner, you reduce the amount of monitoring data that is collected and therefore you optimize for performance and reduce disk space consumption. Essentially, you define and use partition sets to collect a representative sample of monitoring data from a subset of the partitions.

Annotating roles to partitions is useful if you have dedicated coordinator, data, ETL or catalog partitions. After you annotate roles to partitions, a dedicated partition set for each role is predefined by Optim Performance Manager. You can assign different alert thresholds to different roles and on some dashboards you can select a role partition set to display data just for that role.

The following screenshots illustrate how to annotate partitions and create partition sets.

First, select a role as show in figure 11:
Figure 11 – Role annotation to partitions

When role selection for each partition is complete, each role is displayed, as shown in figure 12:

Figure 12 – Complete role annotation to partitions

Then select the Partition Sets tab to define partition sets, as shown in figure 13:
By default Optim Performance Manager has three predefined partition sets (All partitions, All partitions and GLOBAL and One for each machine). ‘All partitions’ is the active partition set. This means that Optim Performance Manager collects data for all available partitions. The role partition sets (Coordinator partitions, Data partitions, and so on) are templates and only become valid partition sets to use if you annotate roles to partitions.

The GLOBAL snapshot is a high overhead and time consuming snapshot on the monitored database because the monitoring data is aggregated over all partitions before it is returned to Optim Performance Manager. In addition, the Optim Performance Manager web console dashboards do not display data that is collected by the GLOBAL snapshot because Optim Performance Manager aggregates the data itself.
over the collected partitions before it displays the data. The only exception to this is the Dynamic SQL Report, which uses the GLOBAL snapshot to show aggregated statement data. Additionally, Performance Expert (PE) Client displays GLOBAL snapshot data.

Unless the globally aggregated data in the Dynamic SQL Report is required, or there is a requirement to use the PE Client then best practices recommend that you do not collect data from the GLOBAL snapshot, and therefore do not set the partition set ‘All partitions and GLOBAL’ as the active partition set.

It is possible to disable collection of the GLOBAL snapshot even if the “All partitions and global” partition set is accidentally set as active.

To disable the collection of global snapshots, perform the following steps:
1. Connect to the repository database.
2. Update the PARAMETER table by executing this SQL statement:
   ```sql
   update db2pm_<instance ID>.parameter set PA_FLAGVALUE='Y' where PA_KEY='DISABLE_GLOBAL_SNAPSHOT'
   ```
   where `<instance ID>` is a unique number that identifies the monitored DB2 database for which you want to disable global snapshots.

   To view the instance IDs of all registered DB2 instances, use the ‘peconfig –list’ command from the RepositoryServer/bin directory of your Optim Performance Manager installation.

   For all but the smallest of partitioned database environments, Optim Performance Manager best practices recommend the use of partition sets to provide a representative sampling of the monitored data across the database partitions and thus reduce the amount of data collected and processed by Optim Performance Manager. On medium to large partitioned database environments, the use of partition sets should be considered mandatory.

   If your partitioned database environment consists of multiple logical partitions on multiple physical hosts, for example, four logical partitions on each of eight physical hosts resulting in 32 partitions, then best practices recommend the use of the partition set ‘One for each machine’. Assuming that the data is well partitioned without data skews across the logical partitions of one physical host, using this partition set will provide a representative monitoring sampling.

6 Best practices for monitoring DB2 pureScale™ systems

Currently Optim Performance Manager provides DB2 pureScale monitoring for either the whole data sharing group or for specific members. Dedicated monitoring of the cluster caching facility is not yet available. Therefore DB2 pureScale monitoring can be considered similar to monitoring a partitioned database environment in terms of the amount of data collected and the work Optim Performance Manager has to do to process and store the data. However, there are a few key differences.

Typically DB2 pureScale systems run high-volume OLTP workloads. Best practices recommend starting with the ‘OLTP production with Low overhead’ system template and increasing the global sampling rate. Additionally, edit the Locking profile and enable only the ‘Lock Wait Warning Alert’. When enabling collection of Extended Insight data, particular attention needs to be paid to the volume of transactions
and SQL statements that are being processed by the DB2 pureScale system. If the volume is very large, Optim Performance Manager might not be able to keep pace with the volume of monitoring data generated and will shut down monitoring of these components to prevent the monitoring data from overwhelming the system. In these cases, the same best practices as documented in the “Best practices for configuring Extended Insight monitoring” section apply.

As for partitioned database environments, particular attention needs to be paid to the number of objects being monitored. In particular, this applies when the I/O and Disk Space profile and the Dynamic SQL profiles are enabled. If the monitored database has a large number of members and contains a large number of these objects, configure a higher sampling interval for these profiles and reduce the data that is collected in the I/O and Disk Space profile.

The following limitations currently apply when monitoring DB2 pureScale systems:
- Partition sets for DB2 pureScale systems do not apply - the data for all members is collected.
- The DB2 PureScale Feature does not currently support the DB2 Workload Manager. Therefore, do not use ‘Workload Manager Configuration’ within Optim Performance Manager and always ensure that the Workload Manager monitoring profile is disabled.

7  Running Optim Performance Manager

In this chapter are some hints and tips for managing Optim Performance Manager and ensuring that it runs with optimal performance.

Refer to Redbook Appendix A. Managing the repository server and the repository database. Important sections in this context are:
- A.2 How the repository server works
- A.4 Deleting data from the repository database
- A.5 Automatic runstats and reorganization in the repository database
- A.7 Changing database configuration of the repository database
- A.8 Enabling row compression for the repository database

7.1  Verifying Optim Performance Manager set up

After you have done the initial configuration and let Optim Performance Manager monitor the databases for a while we recommend checking the db2pesrv.log to see whether Optim Performance Manager runs with optimal performance.

Besides listing which monitoring threads are started for each monitored database, the db2pesrv.log file indicates error conditions such as out of memory errors or indicates if there are collection interval bottlenecks where the collection of data took longer than expected.

To learn more about collection interval bottlenecks and how to handle them, refer to the Redbook Chapter A.12 Determining collection interval bottlenecks.

To learn more about memory bottlenecks refer to the Redbook Chapter A.11 Changing Java heap size parameters of the repository server.
Memory bottlenecks can also occur if the system memory or the ulimit parameter of the DB2 fenced user or instance owner of the DB2 instance Optim Performance Manager is running on is too small. If this happens, you will see messages like this in the db2pesrv.log:

- 15:38:34.284[1] the snapshot category [locking] is disabled due to memory problems. Optim™ Performance Manager will try to enable the category again in a few minutes.
  [15:38:34.284][1]If the problem persists, increase the physical memory for Optim Performance Manager or disable the snapshot category [locking] permanently.


To resolve the problem, do these tasks:

- Increase the physical memory for Optim Performance Manager.

- On Linux and UNIX, do the following:
  1. Set the ulimit parameter for the fenced user of the DB2 instance on which Optim Performance Manager is running to a higher value or to unlimited.
     If a fenced user is not specified, check the ulimit parameter of the DB2 instance on which Optim Performance Manager is running and increase the value of the ulimit parameter or set it to unlimited.
  2. Restart the DB2 instance on which Optim Performance Manager is running for the changes to become effective.

- If these steps fail, and if the problem is caused by the snapshot category locking, permanently disable the collection of lock wait information in the Locking monitoring profile.

8 Summary: Monitoring is a balancing act!

Monitoring is a balancing act. You need to balance the need for monitoring information with the impact the collection and processing of this information has on the systems being monitored. At the end of the day, monitoring is there to fulfill a specific purpose within your organization, so be sure to fully understand the organization’s requirements for monitoring and plan the Optim Performance Manager implementation accordingly.

Monitoring best practices recommend that you should start by collecting the level of information that will meet the immediate monitoring needs of the business. If additional business requirements surface which require additional information, then collection of the required information can be enabled at that time.

Important: Do not start by collecting all monitoring information unless this has been deemed necessary by the business needs. Collecting all monitoring information will require more resources to gather and process the data, and it is highly likely that your business only requires a subset of that data. It is also
very likely that you will not re-visit the configuration and disable collection of those metrics which are not useful in your environment.

Every case is unique because the applications, database servers, and environments deployed by businesses are unique. Even the same application deployed by two businesses can have widely differing uses and therefore widely differing monitoring needs.

Optim Performance Manager supports these best practices by providing fine grained control over what monitoring information is collected and when it is collected – thus allowing each business to collect the appropriate level of monitoring information.
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