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Advanced Edition
Workload Management
Workload Management

- Available in WebSphere Advanced Edition
- Allows clusters of Application Servers
- To serve a single application
- Across multiple machines
- With failover capability
- With central control
- Easy to administer

Workload Management (WLM) is most effective in systems with servers on multiple machines.
WLM also works in systems with multiple servers on a single, high-capacity machine.
WLM enables the system to optimize use of the available computing resources.

Workload management provides the following benefits to WebSphere applications:
- It balances client work loads, allowing processing tasks to be distributed according to the capacities of the different machines in the system.
- It provides failover capability by redirecting client requests to a running server if one or more servers is unable to process them.
- It enables systems to be scaled up to serve more clients. With Server Groups and Clones, additional instances of servers can easily be added to the configuration.
- It enables servers to be transparently maintained and upgraded while applications remain available for users.
- It centralizes administration of application servers and other objects.
Objectives

- Overview of Workload Management
- Server Groups and Clones
- HTTP Request Workload Management
- Servlet Workload Management
- Enterprise JavaBean Workload Management
- Administrative Server Workload Management
What is Workload Management?

- Sharing requests across multiple servers
- Configuration options that improve
  - Scalability - serve more users
  - Load balancing - share work fairly
  - Availability - system runs if server fails

Workload management optimizes the distribution of client processing requests.
- Incoming work requests are distributed to the application servers, enterprise beans, servlets, and other objects that can most effectively process the requests.
- Workload management also provides failover when servers are not available, improving application availability.

In the WebSphere Application Server environment, workload management works with Server Groups and Clones.
- Administrative servers can also participate in workload management.

All resources that participate in workload management must be running under the same version of WebSphere Application Server.
- For instance, application servers running under version 3.5.x of WebSphere Application Server cannot participate in workload management with application servers running under version 4.0.x.
Three types of requests can be workload managed in WebSphere Advanced Edition:

- **HTTP Requests** can be shared across multiple HTTP Servers.
  - This requires a TCP/IP sprayer to take the incoming requests and distribute them.
  - There are both hardware and software products available to spray TCP/IP requests.
  - Network Dispatcher is a software solution that is part of the WebSphere Edge Server.
  - Network Dispatcher applies intelligent load balancing to HTTP requests.

- **Servlet Requests** can be shared across multiple Web Containers.
  - The WebSphere Plug-in to the HTTP Server distributes Servlet requests.
  - Web Containers can be configured on the same machine or multiple machines.

- **EJB Requests** can be shared across multiple EJB Containers.
  - The Workload Management Plugin to the Object Request Broker (ORB) distributes EJB requests.
  - EJB requests can come from Servlets, Java client applications, or other EJBs.
A Server Group is a template for creating additional, nearly identical copies of an Application Server and its contents.

- The copies are called Clones.
- The Clones can be used for workload management.
- A request for a server resource can be handled by any of the server Clones.
- The Clones can be distributed across different machines.
Cloning is the process of creating a Server Group based upon a server that you’ve set up. Once you have a Server Group made, you can then create Clones of that server.

The Server Group is a logical representation of the Application Server. It has the same structure and attributes as a real Application Server: it may contain Web Containers, EJB Containers, Servlets, EJBs, etc. The Server Group lets you view and modify any properties of these logical objects.

But the Server Group is not associated with any node, and does not correspond to any real server process running on any node. The Clones created from this Server Group represent real application server processes running on real nodes.
Create Server Group from Application Server

- Give the Server Group a name
- Set properties that all the Clones will inherit
- In V4.0 you can Clone only entire Application Servers

You can only create Server Groups of entire Application Servers.

Steps to create a Server Group from an Application Server:
1. Configure the Application Server on which to base the Server Group. Make sure you also configure any of its contents, such as Servlets and EJBs.
2. Test the Application Server to make sure it is working properly before copying it.
3. Right-click the Application Server that you want to Clone. Click Create Server Group to display the Server Group properties sheet.
4. Use the properties sheet to specify settings for the Server Group.
   - Specify a name for the Server Group.
   - Specify whether the Application Server you are cloning should itself become one of the Clones. If you do not make it a Clone, it will be freestanding, unrelated to the Server Group.
5. Click the OK button to create the Server Group.
   (You can also create a Server Group without first creating an application server.)
After creating a Server Group, you can create Clones from the Server Group:

1. If planning to create a Clone on another node, make sure you have configured a JDBC driver on that node. You must do so prior to creating the Clone.
2. Right-click the Server Group that you want to clone.
3. Select **New --> Clone**.
4. In the Clone parent dialog box, specify a name for the Clone, and select the node on which the Clone will run.
5. Click the **Create** button to create the Clone.
Server Groups and Clones are used for workload management and failover.

**Workload management**

- Server Groups and Clones provide necessary support for workload management.
- The Server Group makes it easy to administer several servers as one logical server.
- The Clones are identical so any one of them can serve requests, with the same results.
- A group of identical servers share work, improving throughput of client requests.

**Failover**

- Requests can be routed to other nodes if one node fails.
- With several clones available to handle requests, it is more likely that failures will not damage throughput and reliability.
- With Clones on multiple nodes, an entire machine can fail without any application downtime (unless, of course, the failed machine is a single point of failure).
Vertical and/or Horizontal Scaling

- Clones can be created on the same physical machine or on different machines.
- **Vertical Scaling** is defining multiple Clones of an Application Server on the same physical machine.
- Vertical scaling is appropriate in environments with large, under-utilized machines.
- A single Application Server runs in a single JVM process, and cannot always fully utilize the CPU power of a large machine and drive the load up to 85 - 100%.
- This is particularly true on large multiprocessor machines, because of inherent concurrency limitations within a single JVM.
- Vertical cloning provides a straightforward mechanism to create multiple JVM processes, which together can fully utilize all the processing power available.

- **Horizontal Scaling** is defining multiple Clones of an application server on multiple physical machines, allowing a single WebSphere application to run on several machines while presenting a single system image.
- Horizontal scaling is appropriate in environments with smaller, less powerful machines.
- Horizontal cloning can provide both increased throughput and failover.
- If a machine becomes unavailable, its work can be routed to other machines containing server Clones.
An HTTP Server is a process that handles requests from Web clients for static content such as HTML and image files, as well as requests for dynamic content from Servlets running in a WebSphere Application Server.
Network Dispatcher routes HTTP requests

- To the optimal HTTP Server
- HTTP Servers respond directly to Web Clients
- Backup Network Dispatcher takes over when primary Network Dispatcher fails for high availability

- Network Dispatcher is an IP-level load balancer that does not use DNS in any way.
- Network Dispatcher uses the main site IP address for all client requests.
- The server responds directly back to the client, with the IP address of the Dispatcher.

- Advantages of using Network Dispatcher to distribute HTTP requests:
  - Allows capacity for more connected users.
  - Eliminates the HTTP Server as a single point of failure.
  - Increases throughput by adding more servers and CPUs to service requests.

- Network Dispatcher high availability feature uses a second Dispatcher machine that monitors the primary machine and stands by to take over the task of load balancing should the primary machine fail at any time.
- Dispatcher can be configured with a backup machine on the same subnet which listens for a heartbeat from the primary machine and synchronizes its state.
- If the backup machine detects that the heartbeat from the primary machine is no longer being received, it takes over the job of the primary machine.
- The backup machine takes over the main IP address and begins load balancing.
- Typically, failover occurs in five seconds or less, minimizing the number of connection attempts that might fail while the recovery is in progress.
- Network Dispatcher also offers mutual high availability, which allows two machines to each be primary in their own domain, and backup for each other.
The only single point of failure in a WebSphere domain/cluster is the database server where the WebSphere administrative database resides. It is on the database server that any hardware-based high availability (HA) solutions such as HACMP, Sun Cluster, or MC/ServiceGuard should be configured.

Horizontal cloning requires installation of application code across multiple machines.

Use of a file system, such as NFS or AFS, that provides a common file mount point for all nodes can ease the distribution of code across multiple nodes.
All client requests sent to the Dispatcher machine are directed to the most optimal server according to certain dynamically set weights.

- The **Manager** periodically collects information from the Executor, the Advisors, and Interactive Session Support (ISS) to adjust the server weights.
- The **Executor** uses the server weights to select the optimal server for each request.
- **Standard Advisors** shipped with Dispatcher provide an application-level check that each server is up and running.
- Advisors are available for HTTP, FTP, SSL, SMTP, NNTP, IMAP, POP3, Telnet, & WTE.
- **Custom Advisors** can provide more specific load metrics from the application.
- You write Custom Advisors in the Java language, and can execute Servlet code.
- **Interactive Session Support (ISS)** periodically monitors the level of activity on a group of servers and detects which server is the least heavily loaded.
  - ISS can also detect a failed server and forward traffic around it.
  - ISS provides a load-monitoring **Agent**, which can be installed on each of the servers.
  - The ISS **Load Monitor** sends load reports for setting the individual server weights.
- If the Manager is not used, load balancing uses weighted round-robin scheduling based on the current server weights, and advisors will not be available.
- **Ndcontrol** is the command line for configuring Network Dispatcher.
- **Ndadmin** is the graphical user interface for configuring Network Dispatcher.
The Content Based Routing (CBR) function of Network Dispatcher combines the powerful load balancing, manager and advisor functions of Dispatcher with the IBM Web Traffic Express (WTE) caching proxy server to permit load balancing based on the content of HTTP requests at the application level.

The Content Based Routing (CBR) component works with IBM's WTE proxy server to load balance traffic based on the content of a client's URL, FTP, and SSL requests.

Rules-based Content Based Routing can only be used with the HTTP protocol on port 80. HTTPS (SSL) on port 443 is not supported by CBR at this time.

CBR gives you the ability to specify a set of servers that should handle a request based on regular expression matching of the content of the request.

Because CBR allows you to specify multiple servers for each type of request, the requests can be load balanced for optimal client response.

CBR detects when a server has failed, and stops routing requests to that server.

Dispatcher has been measured in the real world at 225,000 connections per minute, or 3,750 connections per second on a single machine. Dispatcher has been estimated to have capacity for 8,000 to 10,000 connections per second.
A Web Container is a server process that works with a Web server to handle requests for Servlets and Web resources such as HTML files and JavaServer Page (JSP) files.
In the simplest case, one can configure many Application Server Clones on a single machine, where the HTTP Server process also runs.

Even in the simple “single machine” configuration, the WebSphere Administrative Repository resides on a separate database server. There are several reasons why this represents a good practice.

1. Most enterprises have already invested in a high availability solution for their database server. The Administrative Repository represents a single point of failure in WebSphere, so it pays to make this highly available.
2. The database that houses the Administrative Repository should be backed up on a regular basis, just as application data is. Housing the repository on the same server as the application data usually simplifies this task, since appropriate DBA procedures such as database backup processes are already defined for this machine.
3. The database server is typically sized and tuned for database performance, which may differ from the optimal configuration for the application server (in fact on many UNIX servers, installing the database modifies the OS kernel).
4. If both the database and application server are placed on the same machine, then under high load you have two processes competing for increasingly scarce resources (CPU and memory), so in general you can expect significantly better performance by separating the application server from the database server.
Remote HTTP Server with Clones

- HTTP Server on separate machine
  - Isolate HTTP Server in DMZ between firewalls
  - Very thin WebSphere install on HTTP Server machine
  - Can use SSL between HTTP Server and WebSphere
- Servlet Redirector removed in WebSphere V4.0

Security concerns usually require physical separation of the HTTP (Web) Server from the Application Server processes, typically across one or more firewalls.

The HTTP link between the HTTP Server and the Application Server supports data encryption. You can also use HTTPS between the browser and the HTTP server.

Remote HTTP Server performs nearly as well (within a few percent) as local HTTP Server, and may perform better by separating the HTTP and Application Server processes.

Benefits of Remote HTTP Server are:
- Encrypted communications between HTTP Server and Application Server.
- Support for NAT firewalls.
A Web application needs a mechanism to hold the user's state information over a period of time (typically known as a visit).

However, the HTTP protocol alone doesn't recognize or maintain a user's state.

HTTP treats each user request as a discrete, independent entity.

The Java Servlet specification provides a mechanism for servlet applications to maintain a user's state information.
A session is a series of requests to a web application, originating from the same user at the same browser. HTTP Sessions allow Servlets to keep track of individual users.

Each subsequent request from this user (at the same browser) carries the session ID, and the Session Manager uses this to find the user's existing HttpSession object.

If the user's browser is cookie-enabled, the session ID can be stored as a cookie.
- A cookie is text in the HTTP passed between the server and the browser.
- The browser returns the cookie to the server with subsequent requests.
- The WebSphere session cookie holds only an identifier and a timestamp.

Otherwise, the session ID can be conveyed to the servlet by URL rewriting, where the session ID is appended to the URL of the servlet or JavaServer Pages (JSP) file returned to the browser.

An application that uses URL rewriting to track sessions must adhere to certain programming guidelines. The application developer needs to:
- Supply a servlet or JSP file as an entry point to the application.
- Program session servlets to use either encodeURL() or encodeRedirectURL().
- Avoid using plain HTML files, because every link must use URL encoding.
- HTTP Server Plug-in routes subsequent Servlet requests
  - Consistently to same Application Server after Session created
  - Using Server ID passed with Session ID in cookie or URL
- Session Object cached in memory, optional database persistence

- Server Affinity is based on the client's Server ID.
  - Each Clone in a Server Group has a unique Server ID.
  - A unique Session ID is created on the client’s first request.
  - Subsequent requests from the client include the Server ID and Session ID, either in a cookie or appended to the URL.
  - The Plug-in reads the Server ID on subsequent requests, and routes requests to the same Application Server.
Session Manager Service

- Session Manager stores Sessions in memory by default
  - Can store persistent Sessions in a database
    - Session data survives Application Server failure

Each Web Container automatically contains a single Session Manager. When configuring the Session Manager, the WebSphere administrator can specify:

- Whether to enable sessions.
- How to convey session IDs to servlets (cookies or URL rewriting).
- Whether to add session IDs to URLs in transition from HTTP to HTTPS and back (protocol switch rewriting).
- Whether to save session data in a database (persistent sessions).

- You can use only the direct-to-database persistence type for persistent sessions.
- The EJB persistence type is intended for securely and reliably accessing a HttpSession outside the scope of a servlet; however, it is not functional at this time.
- All information stored in a persistent session database must be serializable.

- The Session Manager session support allows multiple application server instances to share a common pool of sessions, known as a session cluster.
- A session cluster is the binding of the session to more than one active application server Java virtual machine (JVM), or Clone, sharing a common HTTP session table.
- WebSphere Application Server uses a database to maintain session clusters.
- In a clustered environment, the session may be accessed on any Clone in a cluster.
- Only one instance of a servlet can access a session at a given time.
▶ An Enterprise JavaBean (EJB) Container is a server process that handles requests for both Session and Entity beans.
EJB requests routed to available EJB Server Clones
- Based on Workload Management Selection Policy
- Using IIOP (Internet Inter-ORB Protocol)

EJB clients can be Servlets, Java Clients, other EJBs

- Configuring the Web Container in a separate Application Server from the EJB Container enables sharing of EJB requests between the EJB Container Clones.

- Each of the Application Servers run in their own Java Virtual Machine (JVM), and have their own thread pools.

- However, this configuration generally performs slower than having both the Web Container and the EJB Container in the same Application Server, because the local JVM optimizations are lost.

- Note that the client can be a stand-alone Java program using RMI/IIOP, a servlet operating within a Web Container, or another EJB.

- Workload management can be used only if option C caching is enabled in the container.
- With option C caching (the default), the entity bean is always reloaded from the database at the beginning of each transaction.
- A client can attempt to access the bean and start a new transaction on any container that has been configured to host that bean.
EJB Server Selection Policy

- Workload Management Selection Policy
  - **Random** - any Clone on any node randomly
  - **Round Robin** - any Clone in order
  - **Random Prefer Local** - Clones on same node randomly
  - **Round Robin Prefer Local** - Clones on same node in order
    (this is the default)

- Overridden by
  - **Transaction Affinity** - call the same EJB Container clone within a Transaction
  - **Server Affinity** - call the EJB Container clone in the same Application Server process as the Web Container

Server selection policy defines how clients choose among Clones of EJB Containers.

- **Random**
  - Clones are selected randomly from the Clones associated with a Model.

- **Round Robin**
  - A Clone is initially selected at random from an ordered list. Other Clones are selected from the ordered list in turn, and the sequence repeats.
  - If a Clone is stopped or unavailable, it is skipped until it is back in service.

- **Random Prefer Local**
  - Clones on the same node as the client are selected randomly. If no local Clones are available, Clones on remote nodes are selected randomly.

- **Round Robin Prefer Local**
  - Clones on the same node as the client are selected round robin. If no local Clones are available, Clones on remote nodes are selected round robin.

Two rules always override the Server selection policy:

- **Server Affinity**
  - If a client and a cloned Enterprise Bean run in the same JVM process, the local EJB is always picked over an EJB in a Clone in a separate JVM process.

- **Transaction Affinity**
  - After an application server is selected, client requests for that entity bean are forwarded to it for the duration of the transaction.
You need to define a bootstrap host when a client is on a different machine than the Application Server, and there is no Administrative Server for the client.

To run a remote Java client with the IBM WebSphere Application Server workload management functionality, add the following to the JVM arguments for the Java client:

-Dcom.ibm.CORBA.BootstrapHost=<admin server host name>
-Dcom.ibm.CORBA.BootstrapPort=<admin server bootstrap port>
  
  * The BootstrapPort argument can be omitted if using the default Port 900.

For best performance, the above arguments should also be specified for the:
  * Administrative Server (in the admin.config file)
  * Application Server (in the command line arguments).

Add the JAR file of the EJB to the classpath of the client you want to enable for workload management.

If the client is a Servlet, specify the JAR file in the classpath of the Application Server where the Servlet runs.

Add -classpath /path/fileName.jar to the Application Server command line arguments.
Process Affinity

- When EJB Client and EJB Container are in the same App Server
  ▶ Applies to Servlet and EJB Clients only, not Java Clients

- Process Affinity overrides the EJB server selection policy by always routing EJB requests to the Container in the same Application Server process as the client.

- Where the Web Container and the EJB Container are configured in the same Application Server, the Web Container will never route EJB requests to a Container in a separate Application Server.

- Process Affinity does not affect stand alone Java client applications, because their EJB requests always come from outside of the Application Server process.
Requests for EJBs can come from Servlets, stand-alone Java Clients, or other EJBs.

- The EJB request goes through the Object Request Broker (ORB).
- The ORB asks the WLM Plug-in for a reference to a Clone from the Server Group.
- The Plug-in returns an Interoperable Object Reference (IOR) to a Clone chosen by the EJB server selection policy.
- The IOR refers directly to the Clone; no Location Service Daemon lookup is needed.
- The ORB directs the EJB request to the selected Clone.
- Subsequent requests are either dispatched to the same Clone, if the call is in context of a transaction, or to another Clone.

To enable WLM for a stand-alone Java Client, set the property:
- com.ibm.CORBA.wlmEnabled=true

If a V3.5 WLM deployed EJB jar file with smart stubs runs in V4.0, the stubs are ignored, and stubless WLM code is used.
- However, you must remove the home of the WLM-enabled JAR file from the classpath environment variable. Replace it with the name of the EJB 1.1 JAR file.

The overhead of workload management will be reduced through the use of byte streams instead of serialized objects.
- Server group refreshes will be more efficient as model information will be pushed on demand rather than being based on a time interval.
What is Workload Managed with EJBs?

- Homes of Entity or Session Beans
- Instances of Entity Beans
- Instances of Stateless Session Beans
- **NOT** Stateful Session Beans
  - Creation of instances is WLM'd over a cluster
  - But subsequent requests must go to a specific instance, which stores state information for a specific client

Currently, the WLM facility provides load-distribution among:
- All Clones of the home of a session (stateful or stateless) or entity bean (thereby allowing bean instances to be created in different servers)
- All clones of an instance of a specific entity bean or stateless session bean.

The only type of EJB reference not subject to load-distribution through WLM are the instances of a given stateful session bean.
- Specific instances of stateful session beans cannot be shared between multiple application servers.
- However, WebSphere Application Server currently supports the cloning of stateful session bean home objects among multiple application servers.
- Stateful session beans are used to store state information that must be shared among multiple and consecutive client requests that are part of a logical sequence of operations.
- Each instance of a particular stateful session bean is unique.
- It exists only in one application server and can be accessed only by directing requests to that particular application server.
In V3.5.2 and higher, Administrative servers can participate in workload management, providing failover capability and improving the availability of administrative and naming services.

Workload Management must be enabled (or disabled) for all administrative servers in a domain. When an administrative server participates in Workload Management, an exception is thrown if the server fails during an administrative task. Subsequent requests are redirected to the other servers in the domain, minimizing the disruption to administrative operations.

There are two ways to enable Workload Management for administrative servers:

- By setting the following property in the admin.config file:
  
  ```
  com.ibm.ejs.sm.AdminServer.wlm
  ```

- By specifying the `-wlm` argument when starting an administrative server from the command line. For instance:
  
  ```
  java com.ibm.ejs.sm.server.AdminServer -wlm ...
  ```

Enabling Workload Management through the admin.config file is recommended because it is easier to administer than enabling it through the command line.

Administrative Server requests can be shared

- from Console and EJB clients
- across multiple machines in case a machine fails
- by setting a property in the admin.config file
  
  `com.ibm.ejs.sm.adminServer.wlm=true` (default is false)
Server Groups and Clones - Servers sharing requests

HTTP Request WLM - WebSphere Edge Server

Servlet WLM - Random or Round Robin from Plug-in

EJB WLM - Round Robin Prefer Local (default)

Admin Server WLM - Failover across machines

Questions?
WebSphere stores HTTP sessions in the Application Server's memory by default. This works fine for a single Application Server, but a problem arises when cloning creates a cluster of servers. In memory Session information is not shared with other clustered machines.

Users only obtain their session information if they return to the same Clone. The Session is stored in the memory of the first Clone that the client contacts. Subsequent requests from the same client could be routed to different Clones. The other Clones cannot access the original Clone's in-memory Session object. Other Clones would create new Sessions, losing the existing Session information.

A server failure takes down not only the Clones, but also destroys any sessions managed by those Clones.
Enable persistent session management when:
- Multiple Clones need to share session objects (also known as clustering).
- The user’s session data becomes too valuable to lose if a machine fails.

Clones share session objects by sharing a common persistent session database.
- After defining the initial Application Server to use persistent session management, the administrator defines a Server Group based on the Application Server.
- All Clones based on this Server Group share the same session database.

The session database should not be stored in the WebSphere Repository.
- The session database should be a separate database instance or schema.
- Configure a DataSource object for connecting to the session database.

With persistent sessions, all Clones have access to the previous Session updates.
- With WebSphere V3.02.2 and V3.5.x, when persistent sessions are enabled, Session objects are also cached in the Application Server memory by default.
- In earlier versions, caching Session objects in the Application Server memory could be enabled, but not by default.
**With WebSphere V3.02.2 and V3.5.x, a new function in the HTTP Server Plug-in routes subsequent Servlet requests consistently to the same Web Container.**
- The Web Container has the Session object cached in-memory.
- This improves performance by eliminating unnecessary database interaction.

**Session Affinity is based on the client's Session ID.**
- A unique Session ID is created on the client's first request.
- Subsequent requests from the client include the Session ID, either in a cookie or appended to the URL.
- The Plug-in applies a hash function to the Session ID and Cache ID.
- The result of the hash function routes requests to the same Servlet Engine.

**With WebSphere V3.5, the Session should bind to the same Servlet Engine as early as the second request, but possibly as late as the fifth request.**
- With WebSphere V3.5.3, the Session should bind to the same Servlet Engine by the second request, because the hash function is applied to the Session ID only, not the cache ID.

**Session Affinity is enabled by default in bootstrap.properties**
- ose.session.affinity=true
Information Resources

- Workload Management Redbook

- WebSphere Administration: Lessons from the Experts

- WebSphere Application Server Library

- WebSphere Edge Server Library

- Network Dispatcher Library
This redbook discusses various options for scaling applications based on WebSphere Application Server, Advanced Edition. The objective of this book is to explore how the basic configuration can be extended to provide more computing power, by better exploiting the power of each machine, and by using multiple machines. It examines a number of techniques, including:

- Cloning and Pooling of multiple Java Virtual Machines
- Distributing the load from one Web server to multiple Application Servers, using Servlet Redirector and OSE Transports
- Using IBM Network Dispatcher to distribute the load between multiple Web servers
- Using the EJB Workload Management facility (WLM) to distribute load at the EJB level
- Distributing session state using the Session Clustering Facility

This book shows step-by-step procedures for the UNIX, Windows NT and AS/400 platforms. Both simple and advanced configurations are covered.

This has been done using WebSphere Application Server V3.021 (OS/400, UNIX and Windows NT) and V3.5 (UNIX and Windows) Advanced Edition.